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Abstract

The proliferation of false information on social networks is one of
the hardest challenges in today’s society, with implications capable
of changing users perception on what is a fact or rumor. Due to its
complexity, there has been an overwhelming number of contributions
from the research community like the analysis of specific events where
rumors are spread, analysis of the propagation of false content on the
network, or machine learning algorithms to distinguish what is a fact
and what is “fake news”. In this paper, we identify and summarize some
of the most prevalent works on the different categories studied. Finally,
we also discuss the methods applied to deceive users and what are the
next main challenges of this area.
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1 Introduction

The large increase of social media users in the past few years has led to
an overwhelming quantity of information available in daily (or even
hourly) basis. In addition, the easy accessibility to these platforms
whether it’s by a computer, tablet or mobile, allows the consumption
of information at a distance of a click. Therefore, traditional and
independent news media urge to adopt social media to reach a broader
audience and gain new clients/consumers.

The ease of creating and disseminating content in social net-
works like Twitter and Facebook has contributed to the emergence
of malicious users. In particular, users that infect the network with
the propagation of misinformation or rumors. These actions combined
with the fact that 67% of adults consume some type of news in social
media (20% on a frequent basis) [24] have already caused real-world
consequences [56].

However, unreliable content or, how it is now referred — “fake
news” —, is not a recent problem. Although the term gained popularity in
the 2016 US presidential election, throughout the years newspapers and
televisions have shared false content resulting in severe consequences
for the real world. For example, in 1924 a forged document known
as “The Zinoviev Letter” was published on a well known British
newspaper four days before the general elections. The goal was to
destabilize the elections in favour of the conservative party with a
directive from Moscow to British communists referring an Anglo-
Soviet treaty and inspiring “agitation-propaganda” in the armed forces
[39]. Another example happened after the “Hillsborough accident”,
where 96 people died crushed due to overcrowding and lack of security.
Reports from an illustrious newspaper claimed that, as people were
dying, some fellow drunk supporters stole from them and beat police
officers that were trying to help. Later, however, such claims were
proven false [15].

The verified impact of fake news in society throughout the years
and the influence that social networks currently have today forced high
reputation companies, such as Google and Facebook, to start working
on a method to mitigate the problem [28, 29]. The scientific community
has also been increasing the activity on the topic. In fact, if we search
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Figure 1 Number of hits per year in Google Scholar for the term “fake news”.

in Google Scholar! for “fake news”, we will find a significantly high
number of results that have an increase of 7K publications, when
compared with the number obtained in the previous year. Figure 1
illustrates the growth of publication regarding the term “fake news”
over the years.

Nevertheless, the problem of fake news is still a reality since the
solution is anything but trivial. Moreover, research on the detection of
such content, in the context of social networks, is still recent. Therefore,
in this work we attempt to summarize the different and most promising
branches of the problem as well as the preliminary proposed solutions
in the current literature.

In addition, we present a perspective on the next steps in the research
with a focus on the need to evaluate the current systems/proposals in a
real-world environment.

In the next section, we will present a review of the state of the art on
the problem of unreliable information namely the different approaches
that are being studied as well as the different kinds of data that is being
used. In Section 3 we discuss the problem of unreliable information.
Next, we introduce some feature guidelines for future research on

Thttps://scholar.google.com
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unreliable content by pointing some limitations on the current solutions
proposed in Section 2. Finally, in Section 5, we present the main
conclusions of this work.

2 Literature Review

From many well-known examples in the last years, we know that users
share on social media first-hand reports (accounts) of large-dimension
on-going events, like natural disasters, public gatherings and debates,
active shootings, etc.

However, in some occasions not all of what is reported is real.
Twitter started to help their users by determining who “is credible” by
adding a verified account indicator, which confirms if that account “of
public interest” is authentic [27].

Nevertheless, even though the accounts for most genuine users are
not verified, many of their social media posts may still be factual.
Identifying which users are not credible is thus an important and on-
going challenging problem. For example, ‘Bots’ are often used to spread
spam or to rapidly create connections to other users. Bots make it
possible to gain followers or “friends” in order to make the user appear
more popular or influential [19]. Moreover, they can also flood social
media with fake posts to influence the public opinion.

Misinformation (false information) is information that may or may
not have been debunked at the time of sharing while rumors are pieces
of information which are unverified at the time of sharing and seem to
be relevant to a given situation. According to [34], rumors’ purpose is
to make sense and manage risk situations when there is ambiguity or
a potential threat. Curiously, a very common form of disinformation is
the dissemination of a “rumor” disguised as a fact.

Misinformation is also conveyed in ‘politics’ in the form of “Astro-
turf campaigns”, a collective action where several different accounts
spread and promote a false message during a political campaign.
Interestingly, most of the times these actions are planned to carefully
shift the public opinion [47].

Another form of creating information threats is by the creation of
“sybils” to gain importance or authority in the spread of misinformation.
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Sybils are similar accounts, in the sense of having a very similar account
name, with the intention to fool users by making them believe the
account is from some well-known person, friend or entity. Generally,
the fake account tries to connect with the friends of the real user/entity. If
it is granted then the Sybil account can take advantage of the real user’s
reputation to more easily spread disinformation. In most cases, once a
Sybil account is created, hackers may utilize a set of bots to publish
fake messages on social media and reach a much wider, eventually
focussed/specific, audience [50].

Another form of misleading information is ‘hashtag hijacking’,
which occurs when a set of people use common hashtags in a context
that substantially differs from the original intent [64]. Notice that on
social media, astroturfing and hashtag-hijacking are the main modes of
drifting the public opinion [31].

There are several approaches to tackle the problem of unreliable
content on social media. For example, some authors opt by analyzing
the patterns of propagation [35, 49, 60], others by creating supervised
systems to classify unreliable content [5, 42, 59], and others by focusing
on the characteristics of the accounts that share this type of content
[7,9, 17]. In addition, some works also focus on developing techniques
for fact-checking claims [12, 52] or focus on specific case studies
(2, 13, 26, 57].

In the following subsections, we present a narrative literature
review on the current state of the art. This literature review relies
on previous knowledge of the authors on the distinct sub-areas of
unreliable information on social media. This knowledge was com-
plemented with searches in two different academic search engines:
Google Scholar’ and Semantic Scholar®. The queries used in both
engines included the key terms “fake news”, “misinformation online”,
“false information” and were combined with the terms ‘“analysis”,
“detection” and “propagation”. Only computer science papers were
considered. Literature reviews were excluded from the process. We
relied on the search engines to provide the most relevant papers.
However, some selection was made to balance the different sub-areas.

Zhttp://scholar.google.com
3https://www.semanticscholar.org/
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Figure 2 Structure of the state of the art on unreliable content.

This selection was first based on the publishing date (more recent papers
were prioritized) and second on the number of citations. In the following
subsections, we will provide further detail on the approaches previously
mentioned (illustrated hierarchically in 2) and the selected papers for
these approaches.

2.1 Unreliable Accounts Detection

Castillo et al. [9] target the detection of credibility in Twitter events.
The authors created a dataset of tweets regarding specific trending
topics. Then, using a crowd sourcing approach, they annotated the
dataset regarding the credibility of each tweet. Finally, they used
four different sets of features (Message, User, Topic, and Propaga-
tion) on a Decision Tree Model that achieved an accuracy of 86%
from a balanced dataset. A more recent work [17] used an Entropy
Minimization-Discretization technique that combines numerical fea-
tures with assessing fake accounts on Twitter.

Benevuto et al. [7] developed a model to detect spammers by
building a manual annotated dataset of 1K records of spam and non-
spam accounts. Then, they extracted attributes regarding content and
user behaviour. The system was capable of detecting correctly 70% of
the spam accounts and 96% of non-spam.
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A similar problem is the detection of bot accounts. Chu et al. [11]
distinguished accounts into three different groups: humans, bots and
cyborgs. Using a human-labelled dataset of 6K users, they built a
system with four distinct areas of analysis (entropy measures, spam
detection, account properties, and decision making). The performance
of the system was evaluated using accuracy, which reached 96% in the
“Human” class. Another similar work [16], introduced a methodology
to differentiate accounts into two classes: humans and bots.

Gilani et al. [22] presented a solution to a similar goal: to distin-
guish automated accounts from human ones. However, they introduced
the notion that “automated” is not necessarily bad. Using a dataset
containing a large quantity of user accounts, the authors divided and
categorized each entry into 4 different groups regarding the popularity
(followers) of the account. The evaluation was conducted using the
F1-measure. The results obtained fall between 77% and 91%.

Therefore, regarding the analysis of social media accounts, the
majority of the state of the art has been focusing on trying to identify
bot or spammer accounts. However not all users that spread unreliable
accounts are bots or spammers. Thus, it would be important to analyze
those type of accounts also (i.e. human operated accounts that spread
unreliable content on social networks). However such studies, to best
of our knowledge, are still in a very early stage.

2.2 Content Analysis

Another major area of study is the analysis of large quantities of fake
news spread through social networks. Vosoughi et al. [66] presented a
study of the differences between propagation of true and false news.
The work focused on the retweet propagation of false, true, and mixed
news stories for a period of 11 years. The findings were several.
First, false news stories peaks were at the end of 2013, 2015 and
2016. Then, through the analysis of retweets of false news stories, the
authors concluded that falsehood reaches a significantly larger audience
than the truthful. In addition, tweets containing false news stories are
spread by users with fewer followers and friends, and that are less
active than users who spread true news stories. Another work [65]
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studied the agenda-setting relationships between online news media,
fake news, and fact checkers. In other words, if each type of content
is influenced by the agenda of others. The authors found out that
certain issues were transferred to news media due to fake news (more
frequently in fake stories about international relations). Furthermore,
fake news also predicted the issue agenda of partisan media (more in
the liberal side than the conservative). Other relevant findings are the
reactive approach of fake news media to traditional and emerging media
and the autonomy of fact-checking websites regarding online media
agendas.

2.3 Case Studies

Some works focus on analyzing the dissemination of false information
regarding a particular event. One of those is related to the Boston
Marathon in 2013, where two homemade bombs were detonated near
the finish of the race [13]. For example, in [26] the authors performed
an analysis on 7.9 million tweets regarding the bombing. The main
conclusions were that 20% of the tweets were true facts whether 29%
were false information (the remaining were opinions or comments),
it was possible to predict the virality of fake content based on the
attributes of the users that disseminate it, and accounts created with the
sole purpose of disseminating fake content often opt by names similar
with official accounts or names that explore the sympathy of people (by
using words like “pray” or “victim”). Another work has the analysis
focused on the the main rumors spread on Twitter after the bombings
occurred [57].

A different event tackled was the US Presidential Election in 2016.
For example, the authors in [2] combined online surveys with informa-
tion extracted from fact-checking websites to perceive the impact of
fake news in social media and how it influenced the elections. Findings
suggest that articles containing fake news pro-Trump were shared three
times more than articles pro-Clinton and the average American adult has
seen at least one fake news stories on the month around the election.
Another work [8] studied the influence of fake news and well know
news outlets on Twitter during the election. The authors collected
approximately 171 million tweets in the 5 months prior to the elections
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and showed that bots diffusing unreliable news are more active than
the ones spreading other types of news (similar to what was found in
[2]). In addition, the network diffusing fake and extreme bias news is
denser than the network diffusing center and left-leaning news. Other
works regarding this event are presented in [33, 51].

Other works address similar events such as Hurricane Sandy [5],
the Fukushima Disaster [63] and the Mumbai Blasts in 2011 [25].

2.4 Network Propagation

In Shao [49] the authors expose a method describing the extraction of
posts that contained links to fake news and fact-checking web pages.
Then, they analyzed the popularity and patterns of the activity of the
users that published these type of posts. The authors concluded that
users that propagate fake news are much more active on social media
than users that refute the claims (by spreading fact-checking links). The
authors’ findings also suggest that there is a small set of accounts that
generate large quantities of fake news in posts.

Another work by Tambuscio et al. [60] describes the relations
between fake news believers and fact-checkers. The study resorts to
amodel commonly used in the analysis of disease spreading, modyfing
it and treating misinformation as a virus. Nodes on the network can
be believers of fake news, fact-checkers or susceptible (neutral) users.
Susceptible nodes can be infected by fake news believers although they
can “recover” when confronted with fact-checking nodes. By testing
their approach in 3 different networks, the authors concluded that fact-
checking can actually cancel a hoax even for users that believe, with a
high probability, in the message.

A similar approach is proposed in [35] where a Dynamic Linear
Model is developed to timely limit the propagation of misinformation.
The model differs from other works since it relies on the ability for
the user’s susceptibility to change over time and how it affects its
dissemination of information. The model categorizes users in 3 groups:
infected, protected and inactive, and validates the effectiveness of the
approach on a real-world dataset.
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2.5 Unreliable Content Detection

A work by Antoniadis et al. [5] tried to identify misinformation on
Twitter. The authors annotated a large dataset of tweets and developed
amodel using the features from the Twitter text, the users, and the social
feedback it got (number of retweets, number of favourites, number of
replies). Finally, they assessed the capability of the model in detecting
misinformation in real time, i.e. in a priori way (when the social
feedback is not yet available). Evaluations on real-time only decay
in 3% when compared with the model that uses all available features.
An approach also using social feedback was presented by Tacchini et al.
[59]. The authors claim that by analyzing the users who liked a small
set of posts containing false and true information, they can obtain a
model with an accuracy near 80%.

Perez-Rosas [42] created a crowd-sourced fake news dataset in
addition to fake news available online. The dataset was built based on
real news. In other words, crowd-source workers were provided with
a real news story and were asked to write a similar one, but false.
Furthermore, they were asked to simulate journalistic writing. The best
model obtained a 78% accuracy in the crowd-sourced dataset and only
less 5% in a dataset obtained by fake news on the web.

Another example is the work of Potthast [45] which analyses the
writing style of hyper-partisan (extremely biased) news. The authors
adopt a meta-learning approach (“‘unmasking”) from the authorship
verification problem. The results obtained show models capable of
reaching 78% in F1-measure in the task of classifying hyper-partisan
and mainstream news, and 81% in distinguishing satire from the hyper-
partisan and mainstream news. However, we must note that using only
style-based features does not seem to be enough to distinguish fake
news since the authors’ best result was 46%.

2.6 Fake News Detection Systems

The majority of the implementations to detect fake news comes in
the form of a browser add-on. For example, the bs-detector [62] flags
content in social media in different categories such as clickbait, bias,
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conspiracy theory and junk science. To make this evaluation, the add-
on uses OpenSources [40] which is a curated list of dubious websites.
A more advanced example is the Fake News Detector [10]. This add-on
uses machine learning techniques in a ground truth dataset combined
with the “wisdom of the crowd” to be constantly learning and improving
the detection of fake news. An interesting system that also took the
shape of an add-on was the one developed by four colleges students
during a hackathon at Princeton University [4]. Their methodology
combined two different approaches: the first makes a real-time analysis
of the content in user’s feed. The other notifies the user when they are
posting or sharing doubtful content. The system is capable of analyzing
keywords, recognizes images and verified sources to accurately detect
fake content online. With confidence we can say that new systems are
being created with a frequency of more than a dozen a year. Most of
them uses the add-on approach, but many are not yet suited to be usable
by the normal people as they are clearly proof of concept prototypes.

2.7 Fact-Checking

Another way to tackle the problem of false information is through fact-
checking. Due to the enormous quantity of information spread through
social networks, the necessity to automatize this task has become
crucial. Automated fact-checking aims to verify claims automatically
through consultations and extraction of data from different sources.
Then, based on the strength and stance of reputable sources regarding
the claim, a classification is assigned [14]. This methodology, despite
being in development is very promising.

2.7.1 Stance Detection

In earlier research, stance detection has been defined as the task of a
given fragment of text agrees, disagrees or is unrelated to a specific
target topic. However, in the context of fake news detection, stance
detection has been adopted as a primary step to detect the veracity of a
news piece. Simply putting it, to determine the veracity of anews article,
one can look to what well-reputed news organizations are writing about
that topic. Therefore, stance detection can be applied to understand
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if a news written from an unknown reputation source is agreeing or
disagreeing with the majority of the media outlets. A conceptually
similar task to stance detection is textual entailment [43, 53]

The Fake News Challenge* promotes the identification of fake
news through the used of stance detection. More specifically, given
a headline and a body of text (not necessarily from different articles),
the task consists in identifying if the body of text agrees, disagrees,
discusses or its unrelated with the headline. Several approaches were
presented using the dataset provided. The authors in [38] present several
approaches using a conditioned bidirectional LSTM (Long Short Term
Memory) and the baseline model (GradientBoosted Classifier provided
by the authors of the challenge) with an additional variation of features.
As for the features, Bag of Words and GloVe vectors were used. In
addition, global features like binary co-occurrence in words from the
headline and the text, polarity words and word grams were used. The
best result achieved was using bidirectional LSTM with the inclusion of
the global features mentioned. The improvement regarding the baseline
was 9.7%. Other works with similar approaches were proposed [43, 53]
however, results do not vary significantly.

Stance detection is an important step towards the problem of fake
news detection. The fake news challenge seems to be a good starting
point to test possible approaches to the problem. Furthermore, the
addition of source reputation regarding topics (p.e. politics) can provide
useful insight to detect the veracity of a news.

2.7.2 Fact-checking as a Network Problem

The authors in [12] tackle fact-checking as a network problem. By
using the Wikipedia infoboxes to extract facts in a structured way, the
authors proposed an automatic fact-checking system which relies on the
path length and specificity of the terms of the claim in the Wikipedia
Knowledge Graph. The evaluation is conducted in statements (both
true and false) from the entertainment history and geography domains
(for example “x was marry to y”, “d directed f” and “c is the capital
of r”) and an independent corpus with novel statements annotated

“http://www.fakenewschallenge.org/
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by human raters. The results of the first evaluation showed that true
statements have higher truth values than false. In the second evaluation,
the values from human annotators and the ones predicted by the system
are correlated.

Another work by the same authors [52] use an unsupervised
approach to the problem. The Knowledge Stream methodology adapts
the Knowledge Network to a flow network since multiple paths may
provide more context than a single path and reusing edges and limiting
the paths where they can participate may limit the path search space.
This technique, when evaluated in multiple datasets, achieves results
similar to the state of the art. However, in various cases, it provides
additional evidence to support the fact-checking of claims.

2.8 Datasets For Unreliable News Analysis

One key feature to develop reliable systems capable of detecting false
information (and the accounts that propagate it) is the quality of the
datasets used. In this section, we present some examples of datasets
along with their characteristics.

2.8.1 OpenSources

OpenSources [40], as previously mentioned, is a curated dataset of
websites that publish different types of unreliable content. Each source
is analyzed by experts considering a strict methodology that includes
the title/domain analysis, the identification of the owners of the site
(through the “about us” section), verification of several articles (by
source quotation, or studies to back up the claims made) and verification
of writing style, aesthetic and social media presence (i.e. if the posts
from the sources’ social media page are propitious to clickbait). Each
website is characterized to a limit of three different labels. This labels
are fake, satire, bias, conspiracy, rumor, state (sources operating under
governmental control), junksci (also known as junk science), hate,
clickbait, political or reliable.

2.8.2 Fake News Corpus
The “Fake News Corpus” dataset [58] contains approximately 9.5M
news articles extracted from the source available in OpenSources
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combined with the New York Times and Webhose English News
Article articles datasets. The main reason is to balance the data, since
OpenSources does not have a significant number of “reliable” news.
The number of different domains included is 745 and the labels for
each article correspond to its source’s primary label in the OpenSources
dataset.

2.8.3 Fake News Challenge Dataset
Although this dataset does not have annotations normally associated
with fake news datasets, it was used for the Fake News Challenge
Competition (mentioned in Section 2.7.1). The dataset has two different
types of files. The first is composed of two fields, the id and corpus
(body) of news. The second includes a news headline, a body id from
the first file and a label regarding the stance of the headline (i.e. if it
is related to the body). It is important to mention that each headline
has multiple labels for different news corpus. The number of body ids
for each headline is dynamic, ranging from 2 to 127. The main goal of
this dataset was to create systems that were able to identify if a body
agrees, disagrees, discusses or is unrelated regarding the headline. This
methodology can be extrapolated to identify if a dubious piece of news
is in accordance with what well establish news medium are publishing
about the topic.

This dataset is an extension on the work of Ferreira et al. [20] and
their Emergent Dataset which is described in the next subsection.

2.8.4 Emergent Dataset

The Emergent dataset [20] consists of rumors (in the format of claims)
extracted by journalists from multiple sources. These claims are then
manually linked to multiple news articles where each news article is
labelled by journalists regarding their stance on the original claim.
Finally, after multiple articles are collected, a veracity label is assigned.
Three possible labels are possible for each news headlines: “for”
(when the article is in accordance with the claim), “against” (when
the article’s statement is opposed to the claim) and “observing” (when
no assessment of veracity is made by the article). The veracity label is
initially set to “unverified”. However, with the aggregation of articles
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regarding a claim this label is converted to “true”, “false” or remains
“unverified” if no evidence is found.

2.8.5 Kaggle Dataset

This dataset [48] was originally posted in Kaggle’, a platform for
machine learning and data scientists enthusiasts, where datasets are
published and machine learning competitions are held. The dataset
uses OpenSources and each post is assigned their sources’ label. The
dataset contains approximately 13 000 posts from 244 different sources.
Although this dataset follows the same methodology of the Fake News
Corpus dataset, it adds a new label (bs) and a spam score provided by the
bs-detector [62] application as well as some social feedback provided
by the Webhose APIC.

2.8.6 Baly et al. Dataset

This dataset was used in the work of Baly et al. [6] and it was extracted
according to the information available in MediaBiasFactCheck.com’.
The labels provided on this website are manually annotated in two
different categories. First, each news source is annotated according to

99 ¢

its bias in a 7-point scale (“extreme-left”,“left”,“center-left”, “center”,
“center-right”, “right”, “extreme-right”). Then, each source veracity
is analyzed and categorized in one of three different labels (“low”,
“mixed”, “high”). The dataset was built crawling the website and

retrieving approximately 1050 annotated websites.

2.8.7 BuzzFeed Dataset

On August 8,2017, BuzzFeed published a study referring to the partisan
websites and Facebook pages in US politics and how they are prolifer-
ating after 2016 US presidential elections [55]. The dataset used for the
analysis includes a collection of partisan Facebook pages and websites.
These pages present elements of extremely biased opinions from the
left and right political side. Although not all news stories included
on the sources are false, they have an extremely biased opinion and

Shttp://www.kaggle.com
Shttps://webhose.io/
"https://mediabiasfactcheck.com/
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were aggressively promoted and spread on Facebook. In addition to the
Facebook page name and website, this dataset also includes information
about the registered date of the websites and if these websites were
linked to others (using Google Analytics and Google AdSense). In
addition, engagement metrics regarding the difference Facebook pages
(likes, reactions, shares and comments) is also presented. Each website
is classified as “right” or “left” according to its political tendency.

2.8.8 BuzzFeed-Webis Fake News Corpus 2016

This dataset presents a set of 1627 news from 9 different publishers
for 7 weekdays prior to the 2016 US presidential elections [46]. From
the 9 publishers, 3 are mainstream (ABC, CNN, Politico) and 6 are
hyperpartisan: 3 on the left (addicting info, occupy democrats, the other
98) and 3 on the right (eagle rising, freedom daily, right-wing news).
Each news article was evaluated by journalists regarding their veracity

in 4 classes: “mixture of true and false”, “mostly true”, “mostly false”,
and “no factual content”.

2.8.9 PHEME Dataset

PHEME Dataset was first introduced by Zubiaga et al. [68]. The authors
collected rumors from Twitter based on 9 newsworthy events classified
by journalists. Then, after capturing a large set of tweets for each event,
a threshold was defined and only tweets that had a substantial number
of retweets were considered for annotation. The annotation process was
conducted by journalists and each tweet was annotated as “proven to

29 4¢

be false”, “confirmed as true” or “unverified”.

2.8.10 LIAR Dataset

The LIAR Dataset presented and described in [67] is, to the best of
our knowledge, the largest human annotated dataset for false infor-
mation analysis. The dataset is extracted from PolitiFact and includes
12.8K human annotated claims. Each claim is labelled with one of
the six following veracity degrees: pants fire, false, barely-false, half-
true, mostly-true and true. The dataset was also sampled to check
for coherency. The agreement rate obtained using Cohen’s Kappa
was 0.82.



A Brief Overview on the Strategies to Fight Back the Spread 335

2.8.11 SemEval Dataset

One of the most recent datasets was created for the 2019 SemEval
Task on Hyperpartisan News Detection [32]. This task consisted in
detecting articles that followed a hyperpartisan argumentation. In other
words, if it displays “blind, prejudiced, or unreasoning allegiance to
one party, faction, cause, or person” [41]. This dataset is divided into
two different types of annotations: by publisher (where the source
of the news is annotated according to BuzzFeed journalists or the
MediaBiasFactCheck website) and by article (annotated using multiple
evaluations in a crowdsourcing fashion). The dataset has a total of
750 000 articles labelled according to their publisher and 645 articles
labelled by Crowdsourcing workers. The labels by publisher are the
same assigned in MediaBiasFactCheck.com. The labels assigned to
the articles are just “true” (if the article is hyper-partisan independently
of the political side) and “false”.

2.8.12 NBC Twitter Propaganda Accounts Dataset

This dataset was collected by NBC news and refers to the 200k
removed accounts that were publishing and spreading propaganda
with the ultimate goal of influencing the 2016 US Presidential elec-
tions [44]. The list of users was released by the United States
Congress thus it was possible to restore a part of the tweet data
and users that were suspended by Twitter. The data is separated in
users and tweets with information extracted from the Twitter API
such as the number of followers, tweets, and favourites for the
accounts and number of retweets, hashtags and mentions for the
tweets. The main difference between this dataset and other is that it
refers only to a type of tweets/users representing only one type of
class/label.

2.8.13 Dataset Comparison

With a large diversity of datasets to tackle different tasks regarding the
problem of detecting unreliable information, it is important to summa-
rize the main characteristics of each dataset (like the content type, the
last modification or what was their initial purpose). Table 1 presents an
overall comparison among all datasets previously mentioned.
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3 Discussion

Fake news is nothing new. It has been shown that even before the term
has become trending, the concept has been active in different occasions.
We might say that fake news is only a threatening problem these
days because of the mass distribution an dissemination capabilities
that current digital social networks have. Due to these problems, and
particularly to the problems that consequently emerge from it for the
society, the scientific community started tackling the problem, generally
taking an approach of addressing first its different sub-problems.

The machine learning and deep learning approaches to the detection
of fake content, or even to the correspondent network analysis to
understand how this type of content can be identified, is diffuse and
generally yet quite difficult to be understood by a general public.

Regarding the bot/spam detection, although we believe that they
play an important role on the diffusion of fake news and misinformation,
they do not represent all the accounts that spread this type of content.
In some cases, the spreaders of misinformation are cyborg accounts
(humanly operated but that also include some automatic procedures),
as the authors in [11] refer. Another case which has been less discussed
in the current literature are the human operated accounts that spread mis-
information. Common examples are users who are highly influenced by
extreme biased news and that spread that information intentionally to
their followers. One could argue that this is the effect of the propagation
of unreliable content through the network. However, the probability of
having misinformation in our feed through the propagation of close
nodes in our network is higher than from the original node that spread
the content. Therefore, the evaluation of this accounts can be of major
importance when implementing a solid system for an everyday use.

Another important aspect in adapting the current theory, to a system
that informs users about which news are credible and which are
misinformation, is the effect that such system may have on more skeptic
or biased users. In fact, the “hostile media phenomenon” can affect the
use of these systems if these are not equipped with the capability of
justifying the credibility of the content. Hostile media phenomenon
states that users who already have an opinion on a given subject can
interpret the same content (regarding that subject) in different ways. The
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concept was first studied in [ 1] with news regarding the Beirut massacre.
Consequently, just like news media, such systems can be criticized by
classifying a piece of news as fake by users who are in favor of the
content for analysis. This leads us to the problem of the current detection
approaches in the literature. For example, deep learning approaches and
some machine learning algorithms are black-box systems that, given an
input (in this case, a social media post), they output a score or a label (in
this case a credibility score or a fake/true label). Therefore, explaining
to acommon user why the algorithm predicted such label/score can be a
hard task. Furthermore, without some type of justification, such systems
can be discredited. To tackle this problem in a real-world environment,
the major focus after developing an accurate system must be to be
capable to explain how it got to the result.

The new systems that detect, fight against, and prevent spreading of
fake news/misleading news are every day increasing. Generically, we
may say that all the stakeholders are delving into the subject, either from
a theoretical or applyed, empirical, or even ad-hoc way. Most of these
attempts use basic Artificial Intelligence from open source resources,
in some cases paying for it (AlaaS). The automatic identification of
Bots, fake accounts and deceiving information usually requires services
like Entity Recognition, Sentiment Analysis, Relevance Identification,
Importance Indexes, etc. In Table 2 we present some of the services
available in the major providers of Al as a service.

These providers are nowadays in a privileged position to
define ’facts’ and reality according to their trained data sets and
machine learning algorithms. This constitutes a dangerous situation
because we are handing to these providers the power to define the
reality.

4 Future Guidelines to Tackle Unreliable Content

We do believe that the analysis and effect of detection systems on
the perception and beliefs of users towards fake news and all sorts
of misinformation should be the next important step to be studied by
the scientific community. Accordingly, we suggest some guidelines to
approach the problem.
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Table 2 Comparison between several AlaaS providers
MS Azure IBM Watson Google Cloud AWS Text Razor

Service [36] [30] [23] [3] [61]
Named Entity Yes Yes Yes Yes Yes
Detection
Sentiment Yes Yes Yes Yes No
Analysis
Event Detection Yes Yes Yes Yes No
Relations No Yes No No Yes
between entities
Emotion No Yes No No No
Recognition
Importance No No Yes No Yes
Indexes
Image Yes Yes Yes Yes No
understanding
Key Phrases Yes Yes Yes Yes Yes
Detection
Language No No Yes Yes Yes
detection
Word Sentiment No Yes Yes No No
Syntax Analysis No No Yes Yes Yes
Does it have a Yes Yes Yes No Yes

free version?

In Section 2 we divided the current literature into eight different
sections: unreliable account detection, content detection, network prop-
agation analysis, fact-checking, content analysis, case studies, “fake
news” detection systems and the datasets available to perform some of
the tasks mentioned. In this section, we identify some of the limitations
of current studies and future guidelines to tackle them.

Regarding unreliable accounts, the majority of works in literature
have a focus on the detection of bots and spammers. However, not all
unreliable accounts are restrained to these two groups. In addition, to
the best of our knowledge, there are very few studies that analyze or try
to detect accounts that publish or propagate unreliable content. One of
the few examples we found was the work of Shu et al. [54] where they
analyze the role of users profiles features for the classification of fake
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news stories. Nevertheless, the task remains the same (i.e. classification
of unreliable content). Thus, one of the suggestions for future research
in this area is the analysis and classification of accounts according to
the content that they spread. This problem can be modeled as a multi-
classification task, where a social network account is classified with a
single label. These labels can be similar to the ones used from OpenBias
and MediaBias ( for example “bias”, “fake”, “clickbait”). However,
these labels are assigned to the accounts and not to posts/articles.
Another way to define the problem is has a multi-label classification
task where for each account, several labels can be assigned (based on
the hypothesis that accounts can propagate several types of unreliable
content).

With respect to content analysis, and to the best of our knowledge,
only the work in [5] makes a clear comparison of the presence/absence
of social feedback features when evaluating detection systems. In fact,
if the major motivation from these studies is to develop a system capable
of detecting unreliable content then, in a real world scenario, this system
must be capable of detecting this information the earliest possible.
Therefore, itis important to consider scenarios where no social feedback
is present and how the different models would behave in those condi-
tions. In addition, supervised systems in the unreliable content/*“fake
news” area should evaluate their performance based on metrics that
considered how much information (and consequently time to retrieve
that information) was used. In other words, it is necessary to obtain
social feedback (or other types of features that take time to retrieve) to
have a good prediction on a post, in a real scenario, this would “allow”
the propagation of the unreliable content through the network. Thus,
when evaluating the system, there should be some penalization for
information and time that took to gather those features. We do believe
that future research on this area should adapt time and information as
two important metrics for assessing the quality/reliability of a system
since these two variable are crucial in a real-world scenario.

Approaches presented in the fact-checking section are still at
an early stage. However, some concerns arise from current studies.
Namely, in stance detection, there are three main problems: the lack
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of interpretability of the models [37], the slow training time and the
possibility of the models being time-dependent. Once again, con-
sidering a real-world detection system, interpretability plays a key
role for social network users with who suffer from confirmation bias
(i.e. tendency to read, search and interpret information in a way that
confirms its beliefs) to understand why certain content is unreliable.
Time-dependent models and the slow training time are connected since
the slow training time is not a major problem if the model is time
independent. However, an analysis of the currently built deep models
presented in Section 2.7.1 with recently extracted data is necessary
to test this hypothesis. Therefore, an evaluation of the current models
of stance detection with new and recent data should be performed to
comprehend if the deep learning models developed are not overfitting to
aparticular dataset (like Emergent or the Fake News Challenge dataset).
In the scenario where these models are time-dependent, slow training
can be an issue in the implementation of a real-time unreliable detection
system.

Table 1 shows that there is a large diversity of datasets available
for the task of detecting unreliable content (and other similar tasks
like stance detection). However, there are also some limitations that
must be tackled. The first limitation is the generalization of unreliable
websites provided by OpenSources and MBFC to unreliable articles.
In other words, datasets like the Fake News Corpus, Kaggle Dataset
and SemEval are annotated automatically based on the assumption
that if a certain website is annotated with a specific label, then all
articles of that website are labeled the same. This methodology has
some limitations since, even websites labeled as false may provide true
content. Therefore, human annotated articles provide more confidence
in each entry than a generalization based on the source. However, there
is a trade-off between human annotated entries and the size of the
dataset since human annotation requires a large set of resources (for
example for paying crowd-sourcing annotators or recruit a large set of
volunteers) and large datasets are hard to label in a reasonable amount
of time. A better solution seems to be tackling individual claims that
were debunked by websites like Snopes and PolitiFact like the LIAR
dataset. Thus, it would be interesting for future data extraction that
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instead of only using the claims from those websites, to extract the
original content from tweets and/or the original website to provide a
multi-source and more enriched dataset.

5 Conclusion

Fake news is nowadays of major concern. With more and more users
consuming news from their social networks, such as Facebook and
Twitter, and with an ever-increasing frequency of content available, the
ability to question the content instead of instinctively sharing or liking it
is becoming rare. The search for instant gratification by posting/sharing
content that will allow social feedback from peers has reached a status
where the veracity of information is left to the background.

Industry and scientific communities are trying to fix the problem,
either by taking measures directly into the platforms that are spreading
this type of content (Facebook, Twitter, Google, for example), devel-
oping analysis and systems capable of detecting fake content using
machine and deep learning approaches, or even by developing software
to leverage social network users in distinguishing what is fake from
what is real.

However, observing the various approaches taken so far, mainly by
the scientific community but also some rumors about actions taken by
Facebook and Google, we might say that mitigating or removing fake
news comes with a cost [21]: there is the danger to having someone
establishing the limits of reality, if the not the reality itself.

The trend to design and develop systems that are based on
open source resources, frameworks or APIs which facilitate entity
recognition, sentiment analysis, emotion recognition, bias recognition,
relevance identification (to name just a few), and which may be
freely available, or available at a small price, gives an escalating
power to those service-providers. That power consists on their internal
independent control to choose their machine learning algorithms, their
pre-trained data and, ultimately, in a control over the intelligence that
is built on the service provided by their systems.

Therefore, the saying “the key to one problem usually leads to
another problem” is again true. However, we have not many choices at
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the moment. Right now, the focus is to create systems that hamper or
stop the proliferation of fake news and give back to the people, not only
real information, but also a sentiment of trust in what they are reading.
Meanwhile, we need to be prepared to the next challenge, which will
be for the definition of what is important, or even more, what is real.
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