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Abstract

With the rapid development of computer vision and deep learning,
researchers have begun to focus on the semantic characteristics of tradi-
tional Simultaneous Localization And Mapping in three-Dimensional scenes.
The point cloud map generated by the traditional simultaneous localiza-
tion and mapping method takes up considerable storage space and cannot
extract semantic information from the scene, which cannot meet the require-
ments of intelligent robot navigation and high-level semantic understanding.
To solve this problem, this paper proposes a semantic information fusion
OctoMap method. First, the color and depth images obtained from RGB-D by
ORB-SLAM2 are used to locate the camera. Second, the Convolutional Block
Attention Module-Pyramid Scene Parsing Network is introduced to segment
the input RGB image semantically to improve the segmentation accuracy and
obtain high-level semantic information in the environment. Then, a semantic
fusion algorithm based on Bayesian fusion is introduced to fuse multiview
semantic information. Finally, the generated semantic point cloud is inserted
into OctoMap, and its octree data structure is used to compress the storage
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space. Experimental results based on the ADE20K dataset show that, com-
pared with Pyramid Scene Parsing Network, Convolutional Block Attention
Module-Pyramid Scene Parsing Network improves Mean Pixel Accuracy by
2.55%, and Mean Intersection over Union by 1.88%. Experimental results
based on the TUM dataset show that the proposed method greatly reduces
storage space and achieves the effect of voxels by voxel dense semantic
mapping compared with point clouds and a traditional OctoMap.

Keywords: SLAM, semantic mapping, OctoMap, semantic segmentation.

1 Introduction

The perception and modeling of the mobile robot environment is the basis
of navigation-oriented synchronous positioning and map building systems
[1]. It is widely used in various fields, such as indoor robots, AR, UAVs,
and unmanned driving. For mobile robots to navigate in an unknown envi-
ronment, they need to be able to access a world model that transmits both
geometric and semantic information. To complete more complex tasks, robots
need to know not only the location information of rooms and objects in the
environment but also the high-level semantic information of the environment.
For example, as shown in Figure 1, if an indoor robot tries to enter a room
with the door closed, it not only needs to know where it is to reach the
door and where the obstacles are. More importantly, the robot should know
where the door is, i.e. it should distinguish the door from other objects by
semantics, so it should be able to recognize it. After the robot enters the
door, the common tables, chairs, bookcases, sofas, and walls in the room
are also needed to be distinguished by semantics. The simple case indicates
that not only the position but also the semantics of objects are important for
robot navigation. However, in recent years, research in the field of SLAM has
mainly focused on geometric mapping or the mapping of very few semantic
classes. Our work will implement the mapping of dense semantic classes
through semantic segmentation technology.

Semantic segmentation is an important technology that utilizes advanced
semantic features of images to predict and classify image pixels. As a
basic link in the frontier fields of computer vision research such as image
understanding and image generation, semantic segmentation has been widely
used in autonomous driving, medical imaging, and other industries, which
has important research significance and application value. The traditional
semantic segmentation method uses the underlying features of the image to
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Semantic

Figure 1 Diagram of indoor scene simulation.

divide the image into regions, but the segmentation accuracy is not ideal.
Fully convolutional networks (FCN) [3] were proposed to replace the fully
connected layer with the convolutional layer, which successfully applied the
convolutional neural network in the semantic segmentation task and achieved
a good effect. The unity networking (UNet) [4] model, based on an encoder
and decoder structure, avoids the direct supervision and loss calculation in a
high-level feature map but combines the features in a low-level feature map to
achieve feature fusion at different scales. The pyramid scene parsing network
(PSPNet) [5] model integrates more context information by introducing a
pyramid pooling module. Most of these models are based on the improvement
of the FCN model, which solves the problem of feature selection in traditional
semantic segmentation methods to a certain extent. However, they only
decode the high-level feature map with a smaller resolution and ignore the
influence of the low-level spatial details on image segmentation. Therefore,
there are still many challenges in complex scene applications, such as the
segmentation of small targets, strip parts and fuzzy edge contour, and the
differentiation of similar parts of different targets. A convolutional block
attention module [6] (CBAM) calibrates feature weights from both channel
and spatial dimensions and improves the network recognition effect based on
multidirectional feature enhancement. It integrates seamlessly into any CNN
architecture, with minimal overhead, and can be trained end-to-end with a
CNN. Taking PSPNet as the main framework and integrating the CBAM
module, this paper proposes a network model based on CBAM-PSPNet. The
model can effectively highlight the key areas while discovering the subtle
features, which can give full play to the common advantages of CBAM and
PSPNet.

There are many types of map representations in SLAM systems, such
as feature point maps, grid maps, topological maps, point cloud maps, and
occupancy maps. In the research and development of visual SLAM, a 3D
spatial map is usually constructed by using a camera to obtain environmental
information, and then through the process of feature extraction, descriptor
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matching, and RANSAC, the extracted image feature information is con-
verted to global coordinates, and a 3D point cloud map is presented. When the
intelligent robot uses the point cloud map to complete the navigation, there
will be obvious bottlenecks. On the one hand, the point cloud map has a large
scale and stores many unnecessary details, such as folds on the blanket and
shadows at the corner of the table. These detail points usually do not affect
the location or pose optimization, so they take up considerable storage space
and have low storage efficiency. An intelligent robot with limited processing
speed and storage space will lead to serious time consumption and poor
processing performance. On the other hand, as the point cloud map only
models the surface of the existing object, it is difficult to distinguish between
the free areas and the unknown areas, leading to the inability of the intelligent
robot to effectively use the 3D point cloud map for autonomous navigation.
OctoMap [2], based on an octree, has the advantages of small memory, high
storage efficiency, and real-time update. Each voxel of OctoMap updates
the occupancy rate from different measurements in a probabilistic way, but
OctoMap lacks high-level semantic information, and there is no semantic
color and semantic confidence information stored in the voxels.

To solve these problems, a semantic OctoMap mapping method based on
CBAM-PSPNet is proposed. First, our method changes the map represen-
tation of point clouds used in most SLAM systems and uses a flexible and
compressible OctoMap to model 3D space. Second, a traditional OctoMap
only contains space occupation information but lacks semantic information,
and the proposed semantic OctoMap can obtain high-level semantic informa-
tion in the environment through the CBAM-PSPNet model. By integrating
the CBAM module based on PSPNet, semantic information accuracy is
improved. Finally, a semantic fusion algorithm based on Bayesian fusion
is used to fuse the semantic information from multiple perspectives. By
storing the classes with high probability, the problem that the number of
classes is too large to be updated is solved. The TUM datasets are used to
demonstrate and evaluate the capabilities of our semantic OctoMap system
in indoor environments of different scales and compared with 3D dense point
cloud maps and traditional OctoMap maps for mapping the effectiveness and
storage footprint. In an experiment, we demonstrate and evaluate the function
of our semantic OctoMap system in indoor environments of different scales
by using TUM datasets and compare the semantic OctoMap with a 3D dense
point cloud map and traditional OctoMap in terms of mapping effects and
storage space. The segmentation performance of CBAM-PSPNet, PSPNet,
and FCN is compared using the ADE20K dataset, and the modeling quality
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of the PSPNet model and the CBAM – PSPNet model applied in the semantic
OctoMap is compared. We also compare the mapping effects of the semantic
OctoMap at different resolution sizes.

The main contributions of this paper are as follows:

1. An OctoMap mapping method containing semantic information is pro-
posed to represent the semantic classes contained in the environment. A
semantic segmentation network is used to obtain semantic classes in the
environment and generate a semantic point cloud. After transforming
the point cloud into a semantic OctoMap, each voxel can be assigned a
semantic class to obtain the dense classification of the voxel level. The
model can be applied to the SLAM system, which makes it possible for
the robot to use high-level semantic information for navigation.

2. The proposed CBAM-PSPNet model can effectively highlight the key
areas while discovering the subtle features, which can give full play to
the common advantages of CBAM and PSPNet. Because the CBAM-
PSPNet model retains the shallow information of the small target at the
edge of the object in the encoding and feature fusion process, the seg-
mentation accuracy is further improved, and the semantic information
applied in a semantic OctoMap is more accurate.

3. A large number of experiments are conducted to verify the effectiveness
of the semantic OctoMap in indoor environments of different scales.
We also compare the mapping effect and storage space of the semantic
OctoMap with a 3D dense point cloud map and a traditional OctoMap
and show the mapping effects of the semantic OctoMap at different
resolutions.

2 Related Work

2.1 SLAM

In recent years, with the continuous development of SLAM algorithms, they
can be divided into laser based SLAM algorithms and camera based SLAM
algorithms according to the types of sensors. The feature point method in
camera based visual SLAM is stable and insensitive to light and dynamic
objects. Kinect Fusion [7] was the first project using the real-time generation
of dense point clouds based on RGB-D cameras and used ICP to calculate the
pose between frames. PTAM [8] proposed the parallelization of tracking and
mapping, introduced KeyFrames, and used nonlinear optimization for the first
time to optimize the camera pose, so it was fast and stable. However, it did not



884 X. Ruan et al.

consider loop closure detection, tracking was easy to lose, and it could only
generate sparse point clouds. Mur-Artal proposed ORB-SLAM [9], which
is representative of the feature point-based method. After the two-threaded
structure of PTAM, ORB-SLAM has a three-threaded structure, including
tracking, mapping, and loop closure detection. It can calculate the trajectory
of the camera in real-time and generate sparse 3D reconstruction results of
the scene. Based on ORB-SLAM, ORB-SLAM2 [10] also supports stereo and
RGB-D cameras. ORB-SLAM2 can work well on a standard CPU, regardless
of whether it is a handheld device in a small environment, or a UAV and
the autonomous driving vehicle in a large environment. The latest ORB-
SLAM3 [11] is the first system that can perform visual, visual-inertial, and
multimap SLAM with monocular, stereo, and RGB-D cameras using pinhole
or fisheye lens models. It is 2 to 5 times better in accuracy than ORB-SLAM2.

2.2 Semantic Segmentation

Traditional semantic mapping methods mainly use SVM, CRF, and other
machine learning methods for object detection and segmentation. These
methods must establish a local database, which limits the system from detect-
ing objects that are not in the database [12]. With the continuous development
of deep learning, object detection and semantic segmentation algorithms
based on deep learning provide a new idea for semantic mapping, which can
accurately detect more objects.

However, the result of object detection contains both the detected target
and the background, so it cannot be segmented accurately. Semantic seg-
mentation can achieve the pixel-level classification of images, that is, each
pixel is assigned to its classes. Long et al. proposed using fully convolutional
networks [3] for pixel-level prediction to achieve semantic segmentation.
UNet [4] adopts an encoder-decoder structure. In the process of feature
extraction, the encoder is downsampled continuously. In the decoder stage,
by fusing shallow features and deep features, it gradually upsamples, and
finally obtains a high-resolution prediction map. In recent years, various
methods have been proposed to explore context dependence to obtain more
accurate segmentation results. PSPNet [5] improves the FCN and uses a
pyramid pooling module to aggregate global context information. When the
segmentation layer has more global information, it reduces the probability
of false segmentation. However, they capture the context relationships of
the same class and ignore the context of a different class. Attention-based
methods can also obtain context information, such as channel attention and
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spatial attention, and can selectively aggregate context information between
different classes. DANet [14] adds two types of attention modules based on
an FCN, which simulates semantic interdependence in the spatial dimension
and channel dimension and can adaptively integrate local and global features.
CCNet [15] proposed a novel criss-cross attention module, which can be used
to capture contextual information from long-distance dependencies more effi-
ciently. SANet [16] introduced an attention convolutional channel to realize
the attention of pixel groups on the conventional convolution, thus effectively
considering the interdependence of the spatial channel. The convolutional
block attention module [6] performs dual feature weight calibration from the
channel and spatial dimensions, which can be seamlessly integrated into any
CNN architecture with negligible extra overhead and can be trained end-to-
end together with a CNN. After integrating CBAM into different models, the
performance of the models has been improved consistently, showing its wide
applicability.

2.3 Semantic Mapping

With the rapid development of SLAM and deep learning, it is possible to build
a 3D semantic map for the localization and navigation of intelligent mobile
robots. The early method of semantic mapping segmented the reconstructed
map into semantic concepts. Pham et al. [17] first reconstructed a dense
3D model using Kinect Fusion [7] and then used a layered conditional
random field (CRF) model to assign each 3D point its semantic label. In
contrast, our method combines the tracking camera, category detection, and
3D reconstruction. Sünderhauf et al. [18] proposed a CNN-based method for
robot location classification and semantic mapping. Scene classification is
realized by fusing 2D LIDAR and camera data. It can obtain the category
attributes of point clouds, but the space occupied by point clouds is large.
SLAM++ [19] focuses on building maps of indoor scenes at the semantic
level of objects. However, their method is limited to matching with the targets
in the predefined database before establishment. It also does not provide the
dense semantic annotation of the whole scene that we are trying to provide
in this work. GPSM [20] used Gaussian Processes multi-class classification
for map inference and learned the structural and semantic correlation from
measurements to infer category labels, to reduce the misclassified labels
transmitted to the map. Reference [21] constructed a semantic map composed
of point clouds and the background of objects. However, due to the separation
of 3D segmentation and object detection, the whole system is complicated
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and has many missed detection errors. Semantic Fusion [22] is a dense
3D semantic mapping method using convolutional neural networks. It uses
Elastic Fusion [23] as the backend of SLAM to provide pose estimation
and combines Bayesian updating and CRF to realize the probability multi-
plication of predicted values from multiple perspectives. Finally, semantic
information on each surfel is fused to generate a dense semantic map based
on the surfel. However, similar to point cloud maps, map-based surfels do not
contain space occupation information and cannot represent unknown areas,
so they cannot be used for navigation.

2.4 OctoMap

Researchers have proposed several methods to build 3D environments, such
as point clouds, elevation maps [24], and multilevel surface maps [25]. Unfor-
tunately, point cloud maps have a large scale and store many unnecessary
details, so they take up considerable storage space and have low storage
efficiency. In addition, they cannot easily distinguish between occupied
areas and free areas. Elevation maps and multilevel surface maps cannot
represent unknown areas. More importantly, these methods cannot represent
an arbitrary 3D environment. OctoMap [2], based on an octree structure,
has the advantages of small memory, high storage efficiency, and real-time
update. Each voxel node of OctoMap updates voxel occupancy rates from
different measurements in a probabilistic manner. Zhang et al. [26] used
a handheld RGB-D camera to build voxel based 3D semantic map in real
time. Different methods are proposed to integrate semantic information from
different perspectives to build a consistent mapping. RS-SLAM [27] used
PSPNet for semantic segmentation and the max confidence fusion method to
update semantic information in OctoMap. Zhang et al. [28] proposed a sparse
outlier elimination algorithm based on K-nearest neighbor and Gaussian,
which is used to eliminate sparse outliers of 3D point cloud maps, and then
construct a more accurate and compact OctoMap according to the filtered
point cloud map. It is essentially an improvement of point clouds. Recurrent-
OctoMap [29] proposed a novel semantic mapping method for learning from
long-term 3D LIDAR data, which focuses on the 3D refinement of semantic
mapping rather than the fusion of 3D semantic mapping based on predic-
tion. To improve the computational efficiency of the framework, Zhang [30]
et al. constructed an improved OctoMap based on a fast line rasterization
algorithm. In addition, the object detection module and the location module
are integrated to obtain the semantic map of the environment. However,
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Table 1 Comparison of semantic mapping/OctoMap solutions
Type Map Semantic

Pham et al. [17] Mapping Point cloud CRF model
Sünderhauf et al. [18] Mapping Grid-based map Places205 network
SLAM++ [19] SLAM Dense surface reconstruction Database
GPSM [20] Mapping Point cloud SegNet
Sünderhauf et al. [21] Mapping Point cloud SSD
Semantic Fusion [22] SLAM Surfel Deconvolutional

semantic
segmentation
network

Zhang et al. [26] SLAM OctoMap PSPNet
RS-SLAM [27] SLAM OctoMap PSPNet
Zhang et al. [28] SLAM OctoMap ×
Recurrent-OctoMap [29] Mapping OctoMap Model-free

objectness
detection and a
fully connected
network

Zhang et al. [30] SLAM OctoMap YOLO
DS-SLAM [31] SLAM OctoMap SegNet
Yue et al. [32] Mapping OctoMap Deeplab

OctoMap’s semantic information is at the object level, and OctoMap is still
colored for height information. The OctoMap constructed by DS-SLAM [31]
and reference [33] was colored according to the semantic information of
object category, but the semantic information in the map is sparse, and
only the individual interesting objects are given semantic color information.
Unlike our work, our semantic OctoMap assigns each voxel the semantic
color of its class, and the semantic information is dense in the map. A
comparison of semantic mapping and OctoMap solutions is shown in Table 1.

3 Method

To provide an environment model with small storage space and semantic
information for a SLAM system, we propose a semantic OctoMap map-
ping method based on CBAM-PSPNet. Our method changes the way that
most SLAM systems use point clouds to represent maps but uses a flex-
ible and compressible OctoMap to model 3D space. Second, we use a
semantic segmentation network to obtain high-level semantic information
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Figure 2 System overview.

in the environment and propose a semantic segmentation network based on
CBAM-PSPNet to improve the accuracy of semantic segmentation to give
the semantic information to the OctoMap more accurately. Finally, we use
a semantic fusion algorithm based on Bayesian fusion to fuse multiview
semantic information, and store categories with high probability to solve the
problem that it is difficult to update due to a large number of categories. The
input of our system is the RGB-D images, and the output is a 3D semantic
OctoMap. The structure of the system is shown in Figure 2. First, the RGB-D
images acquired by the RGB-D camera are used as input data. Second,
RGB-D images are sent to two different threads. ORB-SLAM2 is used as
the background thread to obtain the camera pose according to the feature
points extracted in each frame. The other thread is responsible for generating
a semantic point cloud, the input RGB image is semantically segmented by
using CBAM-PSPNet, and the point cloud is generated according to the input
depth image and the camera’s internal reference matrix. Then, a semantic
fusion algorithm based on Bayesian fusion is used to fuse the semantic
information from multiple perspectives. Finally, the generated semantic point
cloud is inserted into OctoMap.

3.1 SLAM Module

Our semantic mapping system needs to obtain the corresponding knowledge
of the global coordinate system from the 2D image, which can be provided
by the SLAM system. The SLAM system runs as a background thread and
provides the pose of the current camera according to the feature points
extracted from each frame. In this paper, we use ORB-SLAM2 [10] as our
SLAM system. ORB-SLAM2 is a classic feature-based SLAM that extracts
specific feature points from the image to estimate the pose. It has strong
anti-interference to illumination and violent movement and is the mainstream
method at present. ORB-SLAM2 consists of three parallel threads: tracking,
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local mapping, and loop closure detection. The tracking thread is responsible
for extracting orb features from the image, estimating the pose according to
the previous frame, and deciding when to insert the KeyFrames. The local
map thread is responsible for local map construction, including inserting
KeyFrames, verifying and filtering newly generated map points, generating
new map points and removing redundant KeyFrames and low-quality map
points. The loop closure detection thread is responsible for aligning the two
sides of the detected loop and optimizing the pose map under the similarity
constraint to achieve global consistency and eliminate error accumulation.
Although ORB-SLAM2 is a very practical algorithm, it still faces the problem
of how to provide semantic information for maps.

The proposed system is a semantic mapping system based on
ORB-SLAM2, which can provide semantic maps for robots to perform
advanced tasks. As mentioned in Reference [21], our method does not belong
to “semantic SLAM”. Semantic SLAM requires two directions of informa-
tion flow: SLAM helps semantics, and semantics helps SLAM. In our work,
the SLAM system only provides the camera pose and performs semantic
mapping, which means that information only flows in a single direction, so
we call our work “semantic mapping”.

3.2 Semantic Segmentation Using CBAM-PSPNet

To construct the environment model with semantic information, our method
uses a semantic segmentation network to obtain high-level semantic infor-
mation in the environment. Semantic segmentation can assign a semantic
category to each pixel in the input image to obtain pixelated dense classifica-
tion and assign semantic information to each point in the point cloud. After
inserting into OctoMap, each voxel can be assigned a semantic category to
obtain a voxelized dense classification.

As a classic semantic segmentation network, PSPNet not only considers
real-time performance but also has a better precision of multiclass segmen-
tation. However, the segmentation accuracy of PSPNet is not ideal in the
face of small targets, strip parts, and fuzzy edge contours, which will directly
lead to poor semantic mapping accuracy of the 3D semantic map. To solve
this problem, this paper proposes a semantic segmentation model CBAM-
PSPNet, which integrates the convolutional block attention module (CBAM)
attention mechanism. CBAM-PSPNet can not only discover subtle features
but also effectively highlight key areas, which can give full play to the
common advantages of CBAM and PSPNet.
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Figure 3 CBAM embedded in ResNet.

In the CBAM-PSPNet model, ResNet50 (Residual Network 50) [34] was
used as the basic feature extraction network, and the problems of gradient
disappearance, explosion, and network degradation caused by the increase
in network layers were solved as much as possible, which could better learn
high-level semantic features. Without destroying the original network struc-
ture of ResNet, the CBAM attention mechanism is embedded outside each
convolution block of ResNet to suppress the influence of useless features on
the model. Attention refers to the important spatial information and channel
information in the feature channel. It is generally believed that the feature
channel pooled by the convolution network has the same importance, but
in fact, the importance of the features of each channel is not the same.
Therefore, the attention mechanism can identify the key features in the input
data through a new layer of weight assignment so that the neural network can
learn the feature areas that need to be considered in the input data.

As shown in Figure 3, the network embedded in CBAM first compresses
the input feature map F by max-pooling and average-pooling through the
channel attention module. Then, the results are input to the multilayer per-
ceptron (MLP) for dimensionality reduction and dimensionality elevation,
and the sum of the two output vectors is calculated. Finally, the channel
attention weight Mc is generated through the sigmoid function. The weight
coefficient is multiplied by the feature map F to obtain the feature map F ′

after channel weight adjustment. The channel attention mapping process is
shown in formula (1).

Mc(F ) = σ(MLP (AvgPool(F )) +MLP (MaxPool(F )))

= σ(W1(W0(F
C
avg)) +W1(W0(F

C
max))) (1)
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where MLP denotes the multilayer perceptron, σ denotes the sigmoid func-
tion, W0 and W1 denote the weight matrix in the multilayer perceptron, and
FC
avg and FC

max denote the average pooling feature and maximum pooling
feature in the channel attention module.

Then, the spatial attention module first makes max-pooling and average-
pooling for the weighted feature map F ′ and connects them serially. Then, the
convolution is used to reduce its dimension into a single channel feature map.
Finally, the sigmoid function is used to generate the spatial attention weight
Ms. The weight Ms and the feature map F ′ are multiplied to obtain the final
attention feature map F ′′. Finally, by adding it to the output of the previous
ResBlock, the input of the next ResBlock can be obtained. The process of
spatial attention mapping is shown in formula (2).

Ms(F ) = σ(f7×7[AvgPool(F );MaxPool(F )])

= σ(f7×7([FS
avg; F

S
max])) (2)

where f7×7 represents a convolution operation with a filter size of 7× 7 and
FS
avg and FS

max denote the average-pooled feature and max-pooled features,
respectively, in the spatial attention module.

3.3 Semantic Fusion

Bayesian fusion is widely used in semantic fusion from multiple perspectives.
Its principle is to assume that the fusion process is a Markov process.
Bayesian fusion is realized by multiplying the semantic label likelihood of
a single frame at a pixel and normalizing the product to obtain an effective
probability distribution [35]. Given a series of measured and predicted values,
Bayesian fusion is often used to aggregate the semantic segmentation of
individual views. According to Bayesian rule:

p(y|zi) = p(zi|y, zi−1)p(y|zi−1)
p(zi|zi−1)

(3)

= ηip(zi|y, zi−1)p(y|zi−1) (4)

where y denotes the semantic labeling of a pixel, zi denotes its measurement
in frame i, and zi denotes a set of measurements before frame i. If the
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measurements satisfy the i.i.d. condition, i.e., p(zi|y, zi−1) = p(zi|y) and
equal a priori probability for each class, then Equation (3) simplifies to

p(y|zi) = ηip(zi|y)p(y|zi−1) =
∏
i

ηip(zi|y). (5)

In our system, the main disadvantage of Bayesian fusion is that the
number of semantic classes cannot be effectively scaled in terms of memory
storage efficiency. For example, if Bayesian fusion is performed on the
models trained on the ADE20K [36] dataset, then 150 semantic colors and
their confidence need to be stored in each voxel of OctoMap. When all nodes
are stored, the map occupies much storage space, and the storage efficiency
is very low.

To solve this problem, we propose a semantic fusion algorithm based on
Bayesian fusion. The main idea of our method is to store only a few categories
with high probability and to summarize the remaining categories into one
category to address the situation in which the number of classes is too many
to update. Specifically, only three semantic colors with the highest confidence
are stored in each voxel of OctoMap and named as a semantic set together
with their semantic confidence. We classify all the other remaining classes
into one class and noted as c others. The confidence is equal to 1 minus the
sum of the three highest semantic confidence, noted as cof others.

The specific steps of fusing the two semantic sets are as follows: On the
one hand, if two semantic sets have the same elements, i.e., the first three
semantic colors are the same, then we perform Bayesian fusion for these three
classes and c others directly. On the other hand, if the semantic colors of the
two sets are different, new semantic colors are first added to each semantic
set so that the semantic colors contained in the two semantic sets are the
same. This needs to add new semantic color by splitting the confidence of
the class c others. We set the confidence of each new semantic color to
be λ times that of class c others, and the confidence of class c others is
reduced correspondingly by 1− λ times. We set λ to be close to 1 because if
a semantic color is not in one set but in another set, it may account for a large
proportion of the probability of class c others. Finally, we only keep the top
three semantic colors with the highest confidence in the fusion semantic set.
The pseudocode is shown in Algorithm 1.



A Semantic OctoMap Mapping Method Based on CBAM-PSPNet 893

Algorithm 1 Semantic fusion
Input: Global OctoMap G, current local OctoMap C, node n, node label lab, label confi-

dence cof , punishment value λ, semantic set L
Output: Updated global OctoMap U
1: for n in C do
2: if n exists in G then
3: function SEMANTIC FUSION(L(Gn), L(Cn))
4: cof others1 = 1− sum of confidences in L(Gn)
5: cof others2 = 1− sum of confidences in L(Cn)
6: if L(Gn) = L(Cn) then
7: Do nothing
8: else
9: for lab in L(Gn) not in L(Cn), ordered by cof1(lab) do
10: Add lab into L(Cn)
11: cof2(lab) = λ ∗ cof others2
12: cof others2 = (1− λ) ∗ cof others2
13: end for
14: for lab in L(Cn) not in L(Gn), ordered by cof2(lab) do
15: Add lab into L(Gn)
16: cof1(lab) = λ ∗ cof others1
17: cof others1 = (1− λ) ∗ cof others1
18: end for
19: end if
20: end if
21: end for
22: Update G with C to get the updated global OctoMap U

3.4 Map Presentation

In our system, we use OctoMap as a 3D map representation. Before inserting
OctoMap, the point cloud can be generated according to the input depth
image and the camera’s internal reference matrix. However, point cloud
maps are difficult to apply to intelligent robot navigation or capturing point
selection and other advanced complex tasks. This is because the point cloud
does not use any data structure to store each point, occupying large storage
space and low storage efficiency, which is not conducive to a fast search. An
intelligent robot with limited processing speed and memory space will lead
to serious time consumption and poor processing performance. Moreover,
each point in the point cloud has no volume information, so it is impossible
to distinguish between the free areas and the unknown areas, leading to the
failure of the intelligent robot in the collision detection task. OctoMap repre-
sents space as an octree storage point cloud of voxels, which can distinguish
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Figure 4 Octree used by OctoMap.

between unknown areas and free areas. Each node in the octree represents a
voxel of a specific size, depending on its level in the tree. Each parent node of
the octree is subdivided into eight subnodes until the most refined resolution
is achieved. The structure of the octree is shown in Figure 4.

Before inserting OctoMap, structural information is stored in the form
of a point cloud for information transmission. A point cloud is a group of
unordered points, each of which contains its coordinates in a specific refer-
ence system. First, the depth image is registered to the reference coordinate
system of the RGB image. This can be done with a camera. Then, according
to the position and depth of each pixel in the image and the internal reference
of the camera, the real-world coordinates of each pixel are calculated to gen-
erate the point cloud. In the pinhole camera model, given the pixel provided
by the RGB image and its coordinate (u, v) and depth d, its coordinate in the
camera coordinate system is P = (X,Y, Z). The coordinates of the obstacle
points in the camera coordinate system are the point cloud data. The relation
formula of coordinates of points in camera coordinate system P and pixel
coordinate system Puv is as follows:

ZPuv = Z

uv
1

 =

fx 0 cx
0 fy cy
0 0 1

XY
Z

 = KP (6)

By consolidating the above formula, we obtain
X = Z(u− cx)/fx
Y = Z(v − cy)/fy

Z = d

(7)

where fx and fy denote the camera focal length, (cx, cy) denotes the center of
the camera in the pixel coordinates of the image, and K denotes the camera
internal reference matrix.
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Figure 5 Illustration of simplified point structure.

In addition to location information and RGB information, semantic infor-
mation obtained from the semantic segmentation network of CBAM-PSPNet
is also stored in the point cloud, which contains three semantic colors and
their confidence. The simplified structure of points in the point cloud is shown
in Figure 5.

OctoMap is a storage representation of the environment that divides the
environment into 8-dimensional subspaces. The 3D measurement unit in
the environment is represented by voxels, which include occupied, free and
unknown states. In the actual SLAM system implementation, camera motion
and ranging error will generate considerable noise in the map. To reduce this
effect, OctoMap uses a probabilistic model of marker voxels to solve this
problem. Each leaf node in OctoMap stores the probability that it is occu-
pied or free. Given the sensor measurement z1:t, the occupancy probability
P (n|z1:t) of the leaf node n is calculated according to the following formula:

P (n|z1:t) =
[
1 +

1− P (n|zt)
P (n|zt)

1− P (n|z1:t−1)
P (n|z1:t−1)

P (n)

1− P (n)

]−1
(8)

where n denotes the leaf node, zt denotes the current measurement, P (n)
denotes the prior probability, P (n|z1:t−1) denotes the previous estimates,
and P (n|zt) denotes the occupied probability of voxel n for a given
measurement zt.

In general, a priori probability P (n) = 0.5 is assumed to represent
the undefined state. Before the camera moves, all nodes will be marked as
unknown. As the camera starts to perceive the environment, the confidence
changes. The probabilistic octree uses the following formula to update log
odds value L(n|z1:t) in time sequence 1,2. . . ,t:

L(n|z1:t) = L(n|z1:t−1) + L(n|zt) (9)

with

L(n) = log

[
P (n)

1− P (n)

]
(10)
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Figure 6 Flowchart of inserting point cloud into OctoMap.

Although the traditional OctoMap can update the occupancy rate of
voxels by a probability model, it cannot represent and update the semantic
color and confidence of voxels. Our method adds the semantic information
obtained by semantic segmentation to the point cloud and inserts the semantic
point cloud into OctoMap so that OctoMap can obtain higher-level semantic
information.

The point cloud is inserted into OctoMap, and the flow chart is shown
in Figure 6. First, the voxel filter is used to subsample the points, and only
one point is reserved in the given voxel space. We only need one point to
update one octree node. Second, the highest resolution leaf node voxel is
updated. Their occupancy, RGB color, semantic color, and confidence are
updated. The occupancy rate of voxels is updated by the probability model.
RGB color is the average of the previous color. The semantic color and
confidence are updated according to the improved semantic fusion method
based on Bayesian fusion. Then, ray casting is performed to clear the free
areas along the line between the origin and the endpoint. Finally, the internal
nodes of OctoMap are updated to obtain information on voxels with lower
resolution. We set the occupancy rate of the parent node to the maximum
of its eight children nodes, the color of the parent node to the average of
its children nodes, and the semantic information of the parent node is the
semantic fusion of the child nodes.

In a traditional OctoMap, if the occupancy rate of all the children nodes
is the same, the children nodes will be pruned. In contrast, the proposed
semantic OctoMap leaf node retains semantic information, so only when the
occupancy, semantic color and semantic confidence of all the children nodes
are the same, will its children nodes be pruned, which will lead to an increase
in map storage space.
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4 Experiments

4.1 Semantic Segmentation

To verify the improved effect of the CBAM-PSPNet model, compara-
tive experiments are designed to analyze the segmentation performance
of CBAM-PSPNet, PSPNet, and FCN. The segmentation accuracy of the
CBAM-PSPNet model is verified using the ADE20K [36] dataset. The
ADE20K dataset contains 20210 training sets and 2000 verification sets.
The advantage of the ADE20K dataset is that it has rich scenes, including
indoor, outdoor, and natural scenes. At the same time, it has a large number
of semantic classes, a total of 150, which means that our semantic mapping
system can more accurately identify objects in the scene and even distinguish
chairs and swivel chairs.

This experiment is based on an Intel Xeon E5-2603 V3, NVIDIA GeForce
GTX 1080 11 GB, and the deep learning framework PyTorch 1.0. The basic
network used in the model training is ResNet50, and the initial learning rate
of the network is set as 0.0001. Influenced by GPU memory, the sample needs
to be input into the network in batches during network training. The batch size
is set to 4, which determines the number of training images. The epoch value
is set to 50, which is the number of iterations of the entire training set. The
loss function used in the training test is the cross-entropy function.

In this experiment, MPA and MIoU are used as evaluation indexes to
evaluate the segmentation effect of the model on the ADE20K dataset. MPA
calculates the proportion of the number of correctly classified pixels of each
class and then accumulates the average value. MIoU is the ratio of the
intersection and union between the predicted results of each category and
the real value of the model, and the result of summation and averaging. They
are calculated as follows:

MPA =
1

k + 1

∑k
i=0 pii∑k

i=0

∑k
j=0 pij

(11)

MIoU =
1

k + 1

k∑
i=0

pii∑k
j=0 pij +

∑k
j=0 pji − pii

(12)

where k + 1 represents the total number of categories; pij denotes that the
actual category is class i, but the predicted result is the number of pixels of
class j.

The comparison of segmentation accuracy based on the ADE20K dataset
is shown in Table 2, and the comparison of segmentation effect is shown in
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Table 2 Comparison of segmentation accuracy of ADE20K dataset
Model MPA MIoU
FCN 69.83 26.23
PSPNet 71.70 30.69
CBAM-PSPNet 74.25 32.57

 

 

 
(a) Image    (b) Ground Truth     (c) FCN        (d) PSPNet    (e) CBAM-PSPNet 

Figure 7 Comparison of segmentation effect of ADE20K verification set.

Figure 7. Table 2 shows that the MPA and MIoU index values of the CBAM-
PSPNet model proposed in this paper are higher than those of FCN and
PSPNet on the ADE20K dataset. MPA increased by 4.42% and 2.55% respec-
tively, and MIoU increased by 6.34% and 1.88% respectively. As shown
in Figure 7, the segmentation effect of the CBAM-PSPNet model on small
object edges is better than that of the FCN and PSPNet models, such as the
segmentation of pillows on beds, edge contours of beds, and pendant lamps.

This is because the FCN model uses the convolutional network to perform
many times continuous downsamplings in the encoding process, which makes
the resolution of features continue to decline, and the image loses many
shallow edge contours and other details. In the decoding process, transpose
convolution is used to directly restore the feature map to the original image
size, which makes the details of restoration too rough. The PSPNet model
integrates global and local features by using a pyramid pooling module on
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a high-level feature map, which overcomes the defect that pooling can only
obtain the feature information of a fixed window to a certain extent. However,
in the continuous downsampling process, too much shallow information is
still lost, resulting in the segmentation of the target edge not being fine
enough. Our CBAM-PSPNet model preserves the shallow information of the
small target at the edge of the object in the encoding stage and feature fusion
stage, which further improves the segmentation accuracy.

4.2 Semantic Map

We demonstrate and evaluate the functions of our semantic OctoMap in
different indoor environments by using the TUM dataset. The experiments
were validated in several sequences in the TUM dataset, from the office
environment containing the desk, the environment where two people sat at
the desk to a large and complete office room. We complete the mapping of
each environment and compare our semantic OctoMap with a 3D dense point
cloud map and a traditional OctoMap.

As shown in Figure 8, from left to right are the dense point cloud maps of
‘freiburg1 desk’, ‘freiburg3 sitting static’, and ‘freiburg1 room’ sequences
in the TUM dataset, the traditional OctoMap, and our proposed semantic
OctoMap. Figures 8(a), (d), (g) are dense point cloud maps. According to
the estimated pose of the camera, RGB-D data are transformed into point
clouds and then stitched together to obtain a point cloud map composed of
discrete points. When there is no requirement for the appearance or obstacle
information of the map, the construction of a point cloud map is the simplest
and most intuitive method. However, the point cloud map is only a group of
discrete points, which only contains the basic position coordinates and RGB
color information and cannot distinguish the occupied areas and free areas in
the environment, so it cannot be used for robot navigation tasks.

Figures 8(b), (e), and (h) show traditional OctoMap images that can be
converted directly from point cloud maps and visualized by octovis tools. The
traditional OctoMap stores the probability information of nodes occupied or
free in areas and gives the color information from deep to light according to
the height from low to high. We can judge whether the mobile robot can
pass or not according to the information of the occupancy probability of
voxels to realize the navigation task. The altitude information can be used
as a reference for the flying area of the UAV.

Figures 8(c), (f), and (i) show the semantic OctoMap proposed by us.
During the operation of the system, the SLAM module estimates the pose of
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(a) Point cloud of ‘f1_desk’    (b) OctoMap of ‘f1_desk’  (c) Semantic OctoMap of ‘f1_desk’  

 
(d) Point cloud of ‘f3_sitting’   (e) OctoMap of ‘f3_sitting’  (f) Semantic OctoMap of ‘f3 _sitting’ 

 
(g) Point cloud of ‘f1_room’    (h) OctoMap of ‘f1_room’   (i) Semantic OctoMap of ‘f1_room’ 

Figure 8 Comparison of mapping effects.

the camera in real time. At the same time, CBAM-PSPNet semantic segmen-
tation network obtains the location and semantic category labels of objects in
the environment. Then, a semantic fusion algorithm based on Bayesian fusion
is used to fuse the semantic information from multiple perspectives. Finally,
the semantic OctoMap is generated. Each voxel in our proposed semantic
OctoMap is dyed according to its semantic information, which shows that
the system can accurately identify indoor objects. For example, the floor,
desk, computer monitor, people, ceiling, and wall are given semantic color
information such as yellow, red, green, purple, pink, and black, respectively.

We also performed a comparative analysis of the storage space occupied
by the above maps, as shown in Table 3. As seen in Table 3, the storage
space occupied by the dense point cloud map is much larger than that of
the traditional OctoMap and the semantic OctoMap because both the tradi-
tional OctoMap and the semantic OctoMap adopt the octree data structure.
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Table 3 Comparison of map storage space
Dense Point Traditional Semantic

Sequence Cloud Map OctoMap OctoMap
freiburg1 desk 3.3 MB 16.0 KB 240.0 KB
freiburg3 sitting static 1.5 MB 32.0 KB 256.0 KB
freiburg1 room 14.3 MB 80.0 KB 1.1 MB

Although the point cloud has limited the one-to-one relationship between
voxels and points by a voxel filter, the information of whether it is occupied
is stored in voxels. When all the children nodes of a node are occupied or
not occupied, it is unnecessary to expand the node. For example, when the
map that the system just started to build is blank, it only needs a root node
instead of a complete tree. When gradually adding information to the map,
the actual objects in the real environment are often connected, and the blank
places are often connected, so most octree nodes do not need to expand to
the leaf level. The semantic OctoMap takes up slightly more storage space
than the traditional OctoMap because semantic OctoMap not only contains
occupancy information but also gives semantic color and semantic confidence
to each leaf node. The pruning of the children nodes can only be done if all
the children nodes have the same occupancy, semantic color, and semantic
confidence. Although the storage space of the semantic OctoMap has been
improved slightly, robots can navigate with high-level semantic information.

The proposed semantic OctoMap can use the internal nodes of OctoMap
to change its resolution to adapt to different scenes. The principle is to update
the occupancy rate, RGB color, semantic color, and semantic confidence of
internal nodes of OctoMap to obtain the information of lower resolution vox-
els. As shown in Figure 9, (a)–(d) correspond to map resolutions of 0.02 m,
0.04 m, 0.08 m and 0.16 m respectively. We find that when the resolution is
0.02 m, the mapping effect is very fine, while when the resolution is 0.16 m,
the mapping effect is slightly rough. We not only obtain global semantic
information of a larger range of 3D scenes by increasing the resolution, but
also obtain the semantic map of a smaller range of indoor scenes by reducing
the resolution, with less noise.

To verify that the accuracy of the semantic segmentation network will
directly affect the accuracy of the semantic information of the map, we design
a comparative experiment to qualitatively analyze the effects of PSPNet and
CBAM-PSPNet models in the semantic OctoMap. As shown in Figure 10,
(a), (c), (e) and (b), (d), (f) are the semantic OctoMap mapping effects
of using PSPNet and CBAM-PSPNet in the sequence ‘freiburg1 desk’,
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(a) Resolution 0.02 m      (b) Resolution 0.04 m   

 
(c) Resolution 0.08 m      (d) Resolution 0.16 m   

Figure 9 Comparison of the map resolution effect.

(a) Mapping with PSPNet of ‘f1_desk’ (b) Mapping with CBAM-PSPNet of ‘f1_desk’

 
(c) Mapping with PSPNet of ‘f3_sitting’ (d) Mapping with CBAM-PSPNet of ‘f3_sitting’

(e) Mapping with PSPNet of ‘f1_room’ (f) Mapping with CBAM-PSPNet of ‘f1_room’

Figure 10 Comparison of mapping effects using PSPNet and CBAM-PSPNet models.
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‘freiburg3 sitting static’, and ‘freiburg1 room’ of the TUM dataset. Because
the segmentation effect of the CBAM-PSPNet model is better than that of the
PSPNet model in object edge small target segmentation, the CBAM-PSPNet
model is more precise than the PSPNet model in semantic OctoMap mapping
for table edges, edges of human heads and ceilings.

5 Discussion

As mentioned in the introduction, the robot’s perception and modeling of
the environment has been widely studied in the SLAM system, to provide a
world model that transmits geometric information and semantic information
simultaneously in the process of robot navigation. However, the point cloud
generated by the SLAM system has some problems, such as large storage
space, lack of semantic information, and cannot be used by some navigation
tasks because of lacking the information of whether the area is occupied. In
order to address the above problems, we choose OctoMap as an alternative
in our research. In addition, we try to build a semantic segmentation model
by introducing an attention mechanism to improve the accuracy of semantic
information in semantic OctoMap.

In reference [30], object detection module YOLO [13] is used to con-
vert detected objects into OctoMap. However, object detection can only
recognize the object of interest in images, which can express only a small
part of the semantic information. Our model uses semantic segmentation to
classify images at the pixel level and predict the class to which each pixel
belongs. Therefore, applying the semantic segmentation model to OctoMap
can contain more semantic information. For example, the wall or ceiling in
the semantic OctoMap can be represented by black and pink. In addition,
their OctoMap is dyed according to the height information, while we dye
according to the semantic information. Although the OctoMap constructed
by DS-SLAM [31] and reference [33] is dyed according to the semantic
information of object categories, the semantic information in the map is
sparse because of the limits of the datasets used in training the semantic
segmentation network. For instance, PASCAL VOC dataset [37] used in DS-
SLAM [31] contains only 21 classes, and the MS COCO dataset [38] used
in the reference [33] contains 80 classes. Different from the 2 datasets, the
ADE20K dataset [36] that we used contains 150 classes, consequently, it can
provide each voxel with the class, and make the semantic information dense
in the map. References [26, 27] uses semantic segmentation network PSPNet
to construct semantic OctoMap, but there is still some space for improving
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the accuracy of semantic segmentation. Inspired by some studies on attention
mechanisms, we introduce it to the semantic segmentation model and try to
capture subtle features to improve the semantic understandings of maps.

Meanwhile, our research also has some limitations. For example, we do
not consider the interference of dynamic objects in the environment while
building semantic OctoMap as in references [27, 31]. In addition to the idea of
improving the semantic understanding of a framework in semantic OctoMap,
3-D refinement of semantic maps (i.e. fusing semantic observations) [29] and
semantic OctoMap integrating multi-robot systems [32] both provide new
ideas on how to build semantic OctoMap.

6 Conclusion

This paper proposes a semantic OctoMap mapping method based on CBAM-
PSPNet. Our method changes the map representation of point clouds in most
SLAM systems and uses a flexible and compressible OctoMap to model
3D space. Our proposed semantic OctoMap uses ORB-SLAM2 to obtain
camera pose. The CBAM-PSPNet model is used to obtain high-level semantic
information in the environment, to improve the accuracy of 3D semantic
annotation. A semantic fusion algorithm based on Bayesian fusion is used
to fuse the semantic information from multiple perspectives. The efficient
storage, compressibility, and semantic fusion effectiveness of our proposed
semantic OctoMap are verified on the TUM dataset.
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