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Abstract

Traffic volume is gradually increasing due to the development of technology
and the concentration of people in cities. As the results, traffic congestion
and traffic accidents are becoming social problems. Detecting and tracking
a vehicle based on computer vision is a great helpful in providing important
information such as identifying road traffic conditions and crime situations.
However, vehicle detection and tracking using a camera is affected by envi-
ronmental factors in which the camera is installed. In this paper, we thus
propose a deep learning based on vehicle classification and tracking scheme
to classify and track vehicles in a complex and diverse environment. Using
YOLO model as deep learning model, it is possible to quickly and accurately
perform robust vehicle tracking in various environments, compared to the
traditional method.
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1 Introduction

With the recent diversification of data collection methods such as smart-
phones, cameras, and drones, the amount of multimedia data acquisition such
as images and videos are increasing [1, 2]. Accordingly, interest in multi-
media data has increased, and the need for image processing technology to
utilize image data is increasing. Image processing technology is a method of
recognizing image data through image data analysis, and this is used for data
observation and abnormal situation detection [3, 4]. In addition, researches
are being conducted on an automatic monitoring method that automatically
derives meaningful information by applying image processing technology to
an image obtained by observing an object using a camera [4].

Due to the development of technology and the concentration of popula-
tion into the city, traffic volume is gradually increasing. Accordingly, traffic
information is collected for continuous research and improvement, as social
losses due to traffic congestion represent an astronomical amount [4, 5]. The
collected traffic information is increasingly used and important enough to
be used as basic data in a variety of ways, from navigation used in every-
day life to various road traffic policies and recently emerged autonomous
driving.

Vehicle detection and tracking using images are very helpful in providing
important information, such as grasping road traffic conditions and crime
situations [6]. Other autonomous vehicles and driver assistance systems
also use technology to detect and track vehicles in images. Because it is
used for accident prevention purposes, it is important to detect and track
vehicles quickly and accurately. In addition, vehicle detection and tracking
using a camera has a problem that is greatly affected by environmental
factors in which the camera is installed. Therefore, in this paper, we pro-
pose a deep learning-based vehicle classification and tracking method to
classify and track vehicles in a complex and diverse environment. Using
the YOLO model as a deep learning model, it is possible to quickly and
accurately perform robust vehicle classification and tracking in various
environments.

The composition of this paper is discussed in Chapter 2 about the methods
related to classification and tracking of vehicles. In Chapter 3, we will learn
how to classify and track cars using deep learning. In Chapter 4, the results
of the experiments that classified and tracked cars by deep learning were
analysed, and finally, conclusion was made in Chapter 5.
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2 Related Works

2.1 SIFT

SIFT stands for Scale-Invariant Feature Transform, and is an algorithm used
to extract feature points of objects [7, 8]. SIFT is an algorithm that finds
the point where the corners are maximized on the scale axis as well as
the image using the Difference of Gaussian (DoG) to solve the problem of
being vulnerable to changes in the image scale of the existing Harris corner
algorithm [8].

SIFT generates reduced images in the form of an image pyramid through
stepwise reduction of the size of the input image [9]. For each image of each
scale, the corner component is inspected to find the corner point that is the
largest. When each of the scale images detects a corner point, and when a
corner point is detected across the scale of an adjacent image, the largest point
of the corner property is searched along the scale axis to find a feature point
that is invariant to the scale. By using the feature points that are invariant to
the scale, the feature points can be found even when the input image scale
changes.

2.2 Mean-SIFT

One of the common techniques used in many fields, including computer
vision, such as object tracking and image segmentation, is an algorithm that
tracks the region of interest (RoI) based on the density distribution of a data
set, that is, feature points or colors [10, 11].

The operation method receives an image and designates a region of
interest corresponding to an object to be tracked in the image [11]. After
obtaining the color histogram from the image, the region of interest is moved
using the method to find the location with the highest density in the region of
interest and reset the location of the region of interest based on the location.
Repeat these tasks to track movement.

Because of this, it is an algorithm that uses the Hill Climb search method
as a disadvantage, so it is easy to fall into the local minimum depending
on the setting of the region of interest. Also, because the region of interest
is predefined, it is difficult to detect when the size of the object to be
tracked changes. For this reason, it is not used alone in object tracking, but
is often used in combination with other tracking methods, use in limited
environments, and detectors.
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2.3 HOG-SVM

HOG-SVM algorithm is an object detection algorithm that combines
Histogram of Oriented Gradient (HOG) and Support Vector Machine
(SVM) [12–14]. HOG is an algorithm that extracts features for input to the
SVM, a learning-based classifier, and uses a local gradient of an image as
a feature of a corresponding image. The HOG is a feature that divides the
object area into cells of a certain size, calculates the amount and direction of
the contours in the cell, generates it as a histogram for each cell, and then
concatenates them into a one-dimensional vector [14].

SVM is one of the fields of machine learning, a supervised learning
algorithm for pattern recognition, and a binary classifier that classifies two
labels. SVM is a non-stochastic binary linear classification learning model
that determines which label new data belongs to base on a given data set. The
SVM determines the linear hyperplane with the largest margin and classifies
the given data according to the linear hyperplane.

In HOG-SVM, when the HOG extracts the HOG features for the objects
in the image and the HOG features for the non-objects and inputs them to the
SVM, the SVM learns to classify the presence or absence of the objects in
the image based on the two features.

3 Proposed Method

Object recognition algorithm based on R-CNN is composed of object area
proposal and object recognition. YOLO is the first one-shot architecture
proposed to further speed the object recognition algorithm [15–17]. Since the
process of the one-shot architecture processes the image only once with one
CNN, it is not necessary to propose a region and an object region, so it can
recognize an object with a simpler and much faster speed than the existing
R-CNN based algorithm. YOLO divides the input image into S × S grids,
and each grid cell predicts B bounding boxes and confidence scores for those
boxes.

YOLO’s loss function is designed to calculate the class of the object to
be detected, the size of the position and bounding box, and the existence of
an object per grid. Equation (1) calculates the loss of coordinates (x, y) for
the bounding box j predicted for the grid cell i where the object is present.
Then, the size (horizontal, vertical) loss is calculated for the bounding box j
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predicted for the grid cell i where the object is present

λcoord

S2∑
i=0
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j=0
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+ λcoord
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2 + (
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√
ĥi)

2

]
(1)

Equation (2) calculates the loss of the reliability score for the predicted
bounding box j of the grid cell i where the object is present, where Ci = 1.
Equation (3) calculates the loss of the confidence score for the bounding box
j of the grid cell i where the object does not exist, where Ci = 0 in this
equation. The equation calculates the loss of class probability for the grid
cell i where the object is present.

λcoord

S2∑
i=0

B∑
j=0

Inoobjij (Ci − Ĉl)
2 (2)

S2∑
i=0

Iobjij

∑
c∈classes

(pi(c)− p̂i(c))2 (3)

The size of the input image for training was changed from 448 × 448 to
416× 416, because the final output through the convolutional neural network
was determined as 13 × 13 divided by 32. The size of the final output was
determined to be 13 × 13 so that the middle grid cell was centred. This is
because when the object is in the center, the prediction method with one grid
cell is more efficient than the prediction with 4 grid cells based on the center.

Direct location prediction could solve the problem that the model
becomes unstable in the early stage of learning by using the anchor box.
The main cause of learning instability is that the (x, y) position of the box
is predicted too randomly at the beginning of learning. The Region proposal
network predicts (tx, ty). That is, (tx, ty) is the output value of the convolution
operation. The center of the bounding box (x, y) is calculated by Equation (4).

x = (tx × wa)− xa, y = (ty × ha)− ya (4)
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Figure 1 Prediction of bounding box coordinates.

The ground truth of (x, y) is always between 0 and 1 because YOLO is
restricted to the position of the (x, y) coordinates only inside the grid cell.
When predicting, the range of values was [0–1] by using σ (sigmoid func-
tion). The network’s output feature map contains five pieces of information
from the bounding box. (Cx, Cy) is the offset of the top left corner of each
grid cell.

bx = σ(tx) + cx, by = σ(ty) + cy, bw = pwe
tn , bh = phe

th

Pr(object)× IoU(b, object) = σ(t0) (5)

The 13 × 13 feature map is large enough to detect large objects, but may
be insufficient for small objects. A simple skip-layer was used to solve this
problem. Skip the 26 × 26 middle feature map and paste it onto the 13 × 13
layer. The 26 × 26 feature map contains high-resolution features compared
to 13× 13. In each grid cell, 5 boundary box candidates and class probability
of each boundary box are independently proposed.

4 Experimental Results

The environment used in this paper was implemented using Windows 10
Education, 64-bit environment running Python. For experimental evaluation,
we trained with the proposed model and set the vehicle in the image and track
the classified vehicle.

A confusion matrix was used to evaluate the proposed method. Confusion
ordinances can be expressed as shown in Table 1.
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Table 1 Confusion matrix
True Condition

Condition Positive Condition Negative
Predicted Condition Condition Positive True Positive False Positive

Condition Negative False Negative True Negative

Table 2 Vehicle classification and comparison of detection performance
Average Precision

K-NN 82.12
Faster R-CNN 88.10
YOLO 90.32

   

   

   
Figure 2 Results of Vehicle classification and detection.

In this paper, Average Precision (AP) is used to compensate for problems
related to Precision (P) and Recall (R) values. Equation (6) represents the
average precision.

Average Precision =
∑
n

(Rn −Rn−1)× Pn (6)

As a result of the experiment in this paper, the average precision of
vehicle classification and detection showed 90.32%, and the performance of
the deep learning-based vehicle classification and tracking technique using
YOLO improved compared to other existing methods. Table 2 shows the
experimental results compared to the conventional method. Figure 2 also
shows the results of vehicle classification and tracking using YOLO.



1290 H. Ahn and Y.-H. Lee

5 Conclusion

Recently, interest in multimedia data has increased and the need for image
processing technology to utilize image data is increasing. Researches are
being conducted on an automatic monitoring method that automatically
derives meaningful information by applying image processing technology to
an image obtained by observing an object using a camera.

Vehicle detection and tracking using images are very helpful in providing
important information, such as grasping road traffic conditions and crime sit-
uations. Because it is used for accident prevention purposes, it is important to
detect and track vehicles quickly and accurately. In addition, vehicle detection
and tracking using a camera has a problem that is greatly affected by environ-
mental factors in which the camera is installed. Therefore, in this paper, we
proposed a deep learning based vehicle classification and tracking method
to classify and track vehicles in a complex and diverse environment. As a
result of the experiment, the average precision of automobile classification
showed 90.32%, so the proposed deep learning-based vehicle classification
and tracking showed improved results compared to other existing methods.

Future tasks require research on traffic control systems, such as detecting
vehicles and recognizing license plates to extract text.
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