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Abstract. Cross-Language Information Retrieval (CLIR) has becomigngor-
tant problem to solve in the recent years due to the growtloetfent in multiple
languages in the Web. One of the standard methods is to usg gaeslation
from source to target language. In this paper, we proposgp@mach based on
word embeddings, a method that captures contextual cluesgarticular word
in the source language and gives those words as translatiansccur in a sim-
ilar context in the target language. Once we obtain the warbezldings of the
source and target language pairs, we learn a projectiongource to target word
embeddings, making use of a dictionary with word transtepairs. \We then pro-
pose various methods of query translation and aggregdtfmadvantage of this
approach is that it does not require the corpora to be aligmbith is difficult to
obtain for resource-scarce languages), a dictionary wittdwranslation pairs is
enough to train the word vectors for translation.

We experiment with Forum for Information Retrieval and Eaalon (FIRE)
2008 and 2012 datasets for Hindi to English CLIR. The progagerd embed-
ding based approach outperforms the basic dictionary bagpach by 7%
and when the word embeddings are combined with the dictyptta hybrid ap-
proach beats the baseline dictionary based method By R7outperforms the
English monolingual baseline by %§ when combined with the translations ob-
tained from Google Translate and Dictionary.

1 Introduction

English has been a dominating language of the Web for longvithtthe rising pop-
ularity of the Web, native languages have also found theicegd - now the Web has
substantial content in multiple languages. This promphedtask of Cross Language
Information Retrieval (CLIR), where the language of the wloents being queried is
different from the query language. One of the main motivaibehind CLIR is to
gather a lot of knowledge from a variety of knowledge baseghvhre in the form of
documents in various languages, helping a diverse set o$,usbo can provide the
queries in the language of their choice.

Intuitively, Cross Language Information Retrieval is harthan Monolingual In-
formation Retrieval because it needs to cross the languagedaries either by trans-
lating the query or by translating the document or by traiglaboth the query and
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the document to a third language. There are many techniquegptement CLIR. One
way to translate the query is a token-to-token translatiaseld approach that uses a
machine readable dictionaﬂ 7] 17]. Another is to em@tatistical Machine Trans-
lation (SMT) systemﬂﬂ 5] to translate the query. SMa machine translation
technique that leverages statistical models whose paeaste derived using parallel
bilingual corpora. Other methods for query translatioritide corpus based techniques
[@], using online translation services like Google Trates] or by using large scale
multilingual resources like WikipediE|[6].

Most of these approaches require either a full fledged diatip an aligned cor-
pora or a machine translation system, which may not be gteedrior resource scarce
languages. In this paper, we attempt to solve the problensaeaario when the mono-
lingual corpus is available in both the languages, but mayaaligned. Additionally,
a few word pair translations between the two languages qréresl, but these need not
be exhaustive. We study the effectiveness of word embeddiaged methods in this
scenario.

In word embeddings, words from the vocabulary are mappeddtoys of real num-
bers in a low dimensional space; and these vectors are adleinbeddings. It has
been seen that in the distributed space defined by the veiatendions, syntactically
and semantically similar words fall closer to each otheve@ia training corpus, word
embeddings are able to generalize well over words that dessifrequently as well. In
this paper we try to explore how the usage of word embeddiagsffect the retrieval
performance in a CLIR based system. To the best of our kn@elaab such approach
using comparable corpora has been tried out for the CLIRstask

Handling Out-Of-Vocabulary (OQV) terms that are not nametities is a major
technical difficulty in CLIR task. For Hindi words that aretaally part of the En-
glish vocabulary, for examplekaiMsareﬁ (meaning, cancer)aspataala{meaning,
hospital), dictionary and corpus based methods had totrasétransliteration”, but
the embedding based method captured their contextual cuewas able to find re-
lated words in English. Words brought out as translatioms’kaiMsara’ were ‘can-
cer’,'disease’,'leukemia’, foraspataalathe words that came out as translations were
‘hospital’,'doctor’,'ambulance’. We perform transliggions only to handle the named
entities.

We also propose and compare various techniques for aggrgdia¢ target transla-
tions using multiple query terms. We find that instead of aggting the query vector
at the source side, if we compute the similarity scores fehepuery term separately
and then aggregate the resulting vectors, it providesettidormance. Our proposed
word embedding based approach and the hybrid approach {gcedwith dictionary)
could achieve 8% and 924 of the Mean Average Precision (MAP) as reported by the
English monolingual baseline, respectively. When comtbinigh translations obtained
from Google Translate, it was able to beat the English mogolal MAP by 15%. The
methods also showed improvements o#284% and 68% over [3], a state-of-the-art
corpus based approach.

LAll Hindi words have been written in ITrans using
http://sanskritlibrary.org/transcodeText. htni
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2 Related Work

2.1 Cross-Language Information Retrieval

People have tried viewing Cross-Language Informationi®edt (CLIR) from various
aspects. To start wittﬂll?] uses dictionary based trapsl&tchniques for Information
Retrieval. They use two dictionaries, one, in which gentaaislation of a query term is
present and the other, in which, domain-specific trangiaifdhe query term is present.
[IQ] discusses the key issues in dictionary-based CLIR. Tieye shown that query
expansion effects are sensitive to the presence of orthbgraognates and develop
a unified framework for term selection and term translat[ﬁdﬁ] perform CLIR by
computing Latent Semantic Indexing on the term-documeritimabtained from a
parallel corpora. After reducing the rank, the queries &eddocuments are projected
to a lower dimensional space.

Statistical Machine Translation (SMT) techniques andntpriovements have also
been tried oul[20, 22, 24].][8] uses SMT for CLIR between &mdanguages. They use
a word alignment table that was learnt using an SMT on pdisdietences to translate
source language query to target language quean [22F € technique was trained
to produce a weighted list of alternatives for query tratisha

Transliteration based models have also been looked m.qﬁes transliteration
of the Out-Of-Vocabulary (OOV) terms. They treat a query andocument as com-
parable and for each word in the query and each word in therdeny they find out
a transliteration similarity value. If this value is abovearticular threshold, then the
word is treated as a translation of the source query wordy Tieeate through this
process, working on relevant documents retrieved in eachtion. I[__B] uses a simple
rule based transliteration approach for converting OOWHierms to English and then
uses a pageRank based algorithm to resolve between mudigilenary-translations
and transliterations.

[Ia] uses Wikipedia concepts along with Google translatedadlate queries. The
Wikipedia concepts are mined using cross-language linkisradirects and a trans-
lation table is built. Translations from Google are thenanged using these concept
mappings. Explicit Semantic Analysis (ESA) is a method fwesent documents in the
Wikipedia article space as vectors whose components rers association with the
Wikipedia articles.|[23] uses it in CLIR along with a mappifugiction that uses cross-
lingual links to link documents in the two languages thak @out the same topic.
Both the queries and the documents are mapped to this ESA&,sphere the retrieval
is performed.

[IE] leverages BabelNet, a multilingual semantic netwatiey build a basic vector
represenation of each term in a document and a knowledgé dwagvery document
using BabelNet and interpolate them in order to find the kedgé-based document
similarity measure.

Similarity Learning via Siamese Neural Netwo[29] traim® identical networks
concurrently in which the input layer corresponds to theiodl term vector and the
output layer is the projected concept vector. The modekimé&d by minimizing the
loss of the similarity scores of the output vectors, giveinspaf raw term-vectors and
their labels (similar or not).



] uses online translation services, Google and Bingrdaodiate queries from
source language to target language. They conclude thahgle sierfect SMT or online
translation service exists, but for each query one perfdratier than the others.

2.2 Word Embedding

] proposed a neural architecture that learns word reptations by predicting neigh-
bouring words. There are two main methods by which the 8isted word representa-
tions can be learnt. One is the Continuous Bag-of-Words (@B@odel that combines
the representations of the surrounding words to prediawtirel in the middle. The sec-
ond is the Skip-gram model that predicts the context of tihgetaword in the same
sentence. GloVe or Global Vectots [16] is also an unsupedviggorithm for learning
word representations. The training objective of GloVe iketrn word vectors such that
for any pair, the dot product equals the log of the words’ pimlity of co-occurrence.
They use global matrix factorization and local context vawdmethods to build global
vectors.

Word embedding based methods have been utilized in marerelift tasks, such as
word similarity B,], cross lingual dependency pagslﬂ], finding semantic and
syntactic relation{afg], finding morphological ta 19lentifying POS and translation
equivalence classed [5] and in analogical reasoning [Iﬂ].lﬁses the word vectors to
translate between languages. Once the word vectors of théatwguages have been
obtained, it builds a translation matrix using stochastadgent descent version of lin-
ear regression that transforms the source language wotdrsdo the target language
space.

2.3 Word Embedding based CLIR

[IE] leverages document aligned bilingual corpora forn@ay embeddings of words
from both the languages. Given a documeim a source language and its comparable
document aligned equivalenin the target language, they merge and randomly shuffle
the documents andt. They train this “pseudo-bilingual” document using word2v
To get the document and query representations, they treat #s bag-of-words and
combine the vectors of each word to obtain the representatibquery and document.
Between a query vector and a document vector, they compaitegine similarity score
and rank the documents according to this metric.

In this paper, we attempt to perform CLIR from Hindi to Englissing translations
obtained from word embedding based methods. The main aayauwatf word embed-
dings is that it does not suffer from data sparsity proble@igen a training corpus,
they are able to generalize well over words that occur lesgpiently. Additionally, they
are also computationally eﬁicier{ﬂl?,].

3 The Proposed Framework

We use the query translation approach towards Hindi to Eh@LIR, that is, we trans-
late Hindi queries to English and perform monolingual imfietion retrieval on English
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documents. Towards query translation, we first obtain wentheddings for both the
source and target languages using corpus for individugjuages. Then, we learn a
projection function from source to target word embeddingjag aligned word pairs,
as obtained from the dictionary. Finally, we employ variowethods for query transla-
tions: one in which every query term in the source languagektmest translations in
the target language. The second, in which we aggregate &1y guord vectors into a
single vector that represents the query as a whole and thaimélbest translations for
the query itself.

3.1 Dataset

We have used the FIRE (Forum for Information Retrieval Eatin, developed as a

South-Asian counterpart of CLEF, TREC, NTCIR) 2012 and 2@88&sets obtained

fromB. The FIRE 2012 corpus contains 392,577 English documerds(the news-

papers — ‘The Telegraph’ and ‘BDNews 24") and 367,429 Hirmtiuments (from the

newspapers — ‘Amar Ujala’ and ‘Navbharat Times’). For FIRID2, we used the same

number of English documefitand 95,215 Hindi documents (from the Hindi newspa-

per ‘Dainik Jagran’). The corpora are comparable but nginad. The queries for the

CLIR task of FIRE were ranging from topics 176-225 and 26-at32012 and 2008, re-

spectively. We use the title field for the experiments. Thglih-Hindi dictionary is ob-

tainedfronhttp://Itrc.iiit.ac.in/onlineServices/Di ctionaries/Dict Franme.htnil

It also contains translations that were multi-word. We edelthese translation pairs for

our experiments. We obtain the stopword list frbtrt p: / / www. r anks. nl / st opwor ds/ hi ndi

and English Named-Entity Recognizer friwint p: // nl p. st anf or d. edu/ sof t war e/ CRF- NER. sht ni
Next, we discuss in detail various steps in our framework.

3.2 Obtaining Word Embeddings for the Source and Target Langiages

We use word2vec introduced b[[13]. We train the Word2ved<pgﬂ for both the
monolingual datasets of English and Hindi. We use the CBOWehwith a window
size of 5 and output vector of 200 dimensions with other defearameters set.

3.3 Learning the Projection of Word Embeddings from the Source to the Target
Language Space

We use linear regression to learn a projection from the sotodhe target language
space, similar to an approach used by [14]. The idea is amnfsilGiven a translation
dictionary, we extract the word embeddings of the transtegiair{«;, y; } wherez; €
R% is ad, - dimensional embedding learnt from the Hindi corpusifpand y; € R% is
ad,- dimensional embedding learnt from the English corpug/foirhe aim is to find

2http://fire.irsi.res.in/fire/ data

3 We could not get the actual English documents for 2008 a#eeated trials, so we used the
updated dataset of 2012. The actual dataset was a subseitflataset.

4 Obtained froniht t ps: /7 code. googl e. coni p/ wor d2vec/
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a translation matri¥}” from the source to target such that the root mean square error
betweerniV z; andy; is minimized.

After obtaining the translation matri¥’ using linear regression, embeddings for
each word in Hindi{y},) can be multiplied with1” to obtain the equivalent vectorof
w;, in the target language spaae£ Wwy,).

3.4 Query Translation Process

Given a query Q and its termgs, q2, - - -, ¢, We first remove the stop-words from the
guery. We then use the vector space embedding of each querytealong with the
embeddings of all the English words, as obtained using theeelding based method
described in Sectioh 3.2, to translate this query, while ingakise of the translation
matrix, obtained in Sectidn 3.3. We adopt the following neelthfor query translation:

— Word embedding (WE) to translate each query term independetly : In this ap-
proach, once we get the word vector of each query term pegdntthe target lan-
guage ¢), we compute the cosine similarity between the vector emiogdof each
English word and and pick thek best translations for this query term. An example
of a query and its 3 best translations is as follows:

Query in Hindi: 2008 guvaahaaTii bama visphoTa se xati

Meaning in English: Loss due to 2008 Guwahati explosions

The translations of the query terms are given in Tabl2a08and guvaahaaTiare
treated as Named Entities (details in Secfiod 3.5) and hbage one translation
each. We see that the WE method gives related words for eaaly torm. We add
the translations obtained independently from each quenyti@obtain the final trans-
lation but each term is weighted uniformly.

Table 1: Translations of query terms fa2008 guvaahaaTii bama visphoTa se’xati

using WE
Query Termin Hindi | Meaning in English  |Translations using Embeddings
2008 2008, year 2008
guvaahaarTii Guwabhati, a place in Indja Guwabhati
bama bomb explosives, bomb, device
visphoTa explosion explosion, blast, accident
xati loss degradation, damage, distortion

— WE weighted Assigning weights to query words is necessary to distisiyute-
tween words that are important in a query from words that ateln this approach,
we proportionally distribute the weights according to timaikarity score for each
translated word with the query word(s). We then normalizettanslated query so
that the weights for all translations terms add up to 1.

— Combining Similarity Vectors for Translations (SIM Vec): In this approach, in-
stead of treating each query term independently, we aggrdyaresults by combin-
ing results from each query term. One possible way is to coetlie vector com-
ponents at the souftelnstead, we first map each query term to the target space,

® We have tried the sum, max and min combinations, but they tigine good resuilt.
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then compute similarity values for each query term with #rgét words, and com-
bine these similarity values. Thus, for a query weoydwe build a vectoi;, where

the i*" component of the vectok/;[i], denotes the similarity value of that particu-
lar word with thei*" target language word in the vocabulary. Suppose there are 5
words in the English vocabulary - cricket, football, gansmtbp and computer and
suppose we want to build the similarity vector of the Hindirdiéhela The cosine
similarity values are listed in Table 2. The similarity vecbf khelacan be written
as:[0.64 0.69 0.8 0.32 0.25]

Table 2: Example to illustrate SIM Vec. The table shows CeSmilarity Values
between the Hindi wor&hela (which means ‘game’) with other English words.

Word in HindiWord in EnglisrcosIne Similarit
Value
cricket 0.64
football 0.69
khela game 0.8
laptop 0.32
computer 0.25

Now, once we obtain such vectors for each query term, thesmwveomponents
are merged using the summation or the maximum function. @ea behind using
the ‘summation’ function is to find which words in the targahguage (English)
vocabulary is the most similar when there is a contributipalbthe source language
query terms. The ‘maximum’ function provides knowledge@which word in the
target language vocabulary is maximally correlated to anthe source language
query terms. The formula for finding the resultant query ee€Vs,,, and V4.,
for the ‘summation’ and ‘maximum’ functions, respectiveisom the vectors of the
similarity values are shown in Equatidis 1 anch2lenotes the number of terms in
the query and denotes the number of words in the target language vocabular

Veumli] = YV li (1)

T )

Vi1 < <mVi,1<i<d

From the resultant vector, we extract the kadjprget language vocabulary words with
the highest scores.

3.5 Transliteration of Named Entities

The source language query also contains named entitieshwiiy not be present in
the vocabulary. Since no Named-Entity Recognition (NER) t® available for Hindi,
we resort to the transliteration based process. For eactli divaracter, we construct
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a table of its possible transliterations. For example, tts¢ ionsonant in Hindka has

3 possible transliterations in Englishka, ga, caWe apply several language specific
rules - a consonant, for instankain Hindi can have two forms, one that is succeeded
by a silenta, i.e., kaand another that is not, i.&, The second case applies when it is
succeeded by a vowel or another consonant in conjunctiea kalown ag/uktakshay.

For each transliteration of an OOV Hindi query wdrénd for each word in the list

of words returned as named entities in English language ppty dhe Minimum Edit
Distance algorithm betwednande. We then take the word with the least edit distance.
Our transliteration concept is based oh [3] and gives quiatiafactory result, with an
accuracy of 9%.

4 Experiments

We used Apache Solr version 4.1 as the monolingual retriengine. The similarity
score for the query and the documents was the default TF—Imﬂaﬁiityﬁ. The human
relevance judgments were available from FIRE. Each quedyah@ut 500 documents
that were manually judged as relevant (1) or non-relevant{@ then used theec-
eval tool[1 for finding the Precision at 5 and 10 (P5 and P10) and the Meamnage
Precision (MAP).

4.1 Baselines

We use the following baselines for comparis@mglish Monolingual corresponds to
the retrieval performance of the target language (Engligteries supplied by FIRE.
Dictionary is the dictionary based method where the query translatiaas been ob-
tained from the dictionary. For words that contain multippenslations, we include all
of them. Translations with multi-words are not considei¢amed entities are handled
as described in Sectibn 3.5. We also use the method propg<gliibnakotla et.al E]
as a baseline since they participated in the FIRE {ag [Fshally, Google Translate
is also used as a baseline, where the Hindi query is traddlaiag Google Translate to
English.

Results for these baselines are reported in Tabieé 3. [3]simaprovements over the
dictionary since the OQV terms are transliterated and pleltdictionary translations
are disambiguated using the contextual cues from the cplmgever it is not able
to perform better than the monolingual baseliG@ogle Translatél outperforms the
monolingual baselines.

4.2 Proposed Word embeddings based approaches

Table[4 shows the performance of the proposed word embetdised approaches for
query translation. Among the proposed approactid, VVec (max) seems to perform

Shttps://Tucene. apache. org/ core/3 5 0/ api/corelorgl/apache/l ucene/search/Sinilarity. htm
"IRttp://trec.nist.gov/trec eval/

8 [3] is an improved version of [15]

Sttps://transl ate. googl e. con
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Table 3: Performance Results for the Baseline approaches
2012 Dataset 2008 Dataset
Method MAP | P5 | P10 | MAP | P5 | P10
English Monolingug0.321§ 0.56 | 0.522|0.1609 0.248|0.234
Dictionary |O.16910.204E 0.2048 0.084|0.14640.137
Chinnakotla et.alj3[|0.22360.334‘0.3388 0.11| 0.15|0.147
Google Translate|0.356€ 0.576| 0.522| 0.178| 0.255| 0.24

Table 4: Performance Results when Queries are translaiegl proposed Word
Embedding based methods: for WE and WE weighted, # TraosRfier query term
are shown, while for SIM Vec, # Translations for the compbtgiery are shown.

2012 Dataset 2008 Dataset
Method |# Translations| MAP | P5 | P10 |[MAP | P5 | P10
1word 0.25330.39200.38400.1284 0.175| 0.163
WE 2words  |0.25680.38400.372( 0.129| 0.167| 0.154
3words  |0.2379 0.384|0.352(0 0.127| 0.166| 0.152
5words  |0.2053 0.328| 0.32 | 0.119| 0.145| 0.143
3words  |0.2802 0.436| 0.392| 0.138| 0.191]| 0.187
WE weighted  5words |0.2808 0.408| 0.408| 0.14 | 0.218| 0.209
7words  |0.2804 0.428| 0.402| 0.136| 0.21 | 0.196
Sum - 15word.2508 0.364| 0.362|0.12760.21370.1968
Sum - 20word#).2562 0.368| 0.368|0.12820.2108 0.196
Sum - 25word#).2493 0.359| 0.343|0.1264 0.187|0.1823
SIM Vec |Max - 10words0.27330.412( 0.382| 0.138| 0.23 | 0.225
Max - 15words$0.28353 0.408| 0.4 |0.144(0.2416 0.237
Max - 20words$0.28300.4120 0.392| 0.14 |0.2471 0.238
Max - 25word$0.2812 0.424| 0.394| 0.137| 0.24 | 0.24

the best on both the datasets. An issue that comes up whilg e embedding based
methods is whether to include the embeddings of the naméaksrih the process. For
a particular word in the source languagesimilar words that showed up are relevant to
w but are not translations. For example, the wBa® in Hindi (which is an Indian po-
litical party) the words that were most similar also inclddiee names of other political
parties likeCongress and also words lik&arliament andgovernment in the target lan-
guage English. Inclusion of such terms can harm the retr@egess as named entities
play a critical role in Information Retrieval and so we dextd exclude them from the
embeddings and use a transliteration scheme as descriBedfiorf 3.b

On further investigation, we find that there are 8 such qsddewhich no transla-
tion was available from the Dictionary. Talile 5 shows somthe$e queries. For OOV
words that are actually in English and have been written imdHorthographic format
(e.g, ‘housing’, ‘speaker’ and ‘cancer’ in English have begitten as haausiMgag
‘spiikaraand ‘kaiMsarain Hindi), word embeddings (WE) can easily retrieve traasl
tions like ‘housing’,'society’ and ‘speaker’,'parliameand ‘cancer’,'disease’ respec-
tively using contextual cues. It is thus evident that thedvembedding based method
is robust, the translations being very close in meaningeastiurce language words.
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Table 5: Example queries which could not find Translationth@Dictionary but could
find Translations using the proposed WE method

Query in Hindi | Translation in English | Translations (WE) | MAP | P5 | P10
aadarsha haausiM| . . Adarsh housin
sosaaiTii Kuarsh Housmg Spuety institution ’ 03 | 06| 04
L scam resignation .
ghoTaale istiiphad scam coterie
bhaaratiiya saMsadla Indian Parliament
aataMkavaadii |Indian Parliament attack  constitutional 0.21| 06| 0.6
hamalaa terrorist assault
aaliphona aaiipaiDa
Dijaaina Design Popularity |iPhone iPad populari Yoe5| 1 1
lokapriyataa iPhone iPad Launch unveiled '
lancha

Table 6: Example queries to illustrate the ‘Max’ and ‘Summétions for SIM Vec

Query |Translation|Translation .
in Hindi | in English | Method Translations MAP | PS | P10
Sri"l Lankan™1
shriilaMkaail . . Sum cricket”0.34 team™0.34| 0.3738| 0.6 | 0.6
~ | Sri Lankan A
raaShTriiya . sport™0.32
KrikeTa national
Tiima para cricket Sri"l Lankan™1
p team attach Max team”0.35 assault"™0.33 0.51 | 0.8 | 0.9
hamalaa -
attack™0.32
Iraqi”1 choice™0.37
iraaka kaa| Iraq's first Sum unfashionable™0.32 0.08 0 0
prathama | election predictable”0.31
chunaava Iragi"1
Max elections "0.334 first"0.332 0.4 0.8 | 0.6
election”0.33
MiG™1 West "1
miga | MiGcrash| sum | Bengallorent@l0.34) 0 10510 00
. venomous "0.33
durghaTanaa in West S
ashchima| Bengal exotic 0.33
[t))aM s 9 MIG "1 West 1
g Max Bengal "1 accident "0.3¢ 0.4 0.8 | 0.5
mishap "0.33 crash "0.3[L

When weights are assigned to the translated words, therpafe is even better.
The insight gained after observing the individual queryhssor the weighted version
is, that it works better for long queries, distributing theights as per the similarity

values.

For SIM Vec, we experimented with both the ‘Sum’ and ‘Max’ @tions. After
doing an analysis on the queries returned by the sum funatiernfound that those
words that are related to the meaning of the entire query agmehile in max, words
that have high similarity with one of the query terms, comerutne translation. Table
@illustrates some example queries from this method. Fdiitsteexample, ‘sum’ could
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not retrieve words like ‘assault’ and ‘attack’, becausestherere similar only to one
query term, hamalag but not the others.

While the SIM Vec with the ‘Max’ function performs the best ang the proposed
approaches, these results are still inferior to the mogakhbaseline as well as Google
Translate. Next, we use our proposed method with dictiohasgd approach as well as
Google Translate in a hybrid model.

4.3 Experiments with Hybrid Models

For these experiments, we combine the dictionary basedl&tons or those obtained
from Google Translate with translations derived from thebedding based method.
The following variations have been tried.

— Hybrid Translations using Dictionary (WE+DT) : In this technique of query trans-
lation, for each query term;gwe take translations from the dictionary, if a translation
exists. If not, we take its translation from the embeddinggoemethods.

— Hybrid Translations using Dictionary, weighted (WE+DT weighted, SIM Vec+DT
Weighted): We assign weights to the dictionary and word embeddingdbasasla-
tion words such that the weights for the translations fohezfahe query terms add
up to 1. If a query term has its translation from both dictigres well as embedding
based method, then the dictionary terms are assigned aveigiht ofw and the rest
1 — w is divided proportionately according to similarity valuiesm the embedding
based methods. We give @0importance to the word embedding based terms and
20% importance to the dictionary based terms=£ O.2E

— Hybrid Translations using Google Translate
(Google Translate+Sim Vec, Google Translate+Sim Vec+DTWe include query
translations from Google, with the same weighting appraectiescribed above.

Table[T shows the results of the hybrid approaches withatiatly and Tabl&]9
shows these results while using Google Translate with oloeelting methods. In both
the cases, the hybrid model improves upon the Dictionary dgBo Traslate results,
obtained when the word embeddings are not used. SpecifiSathy\ec with the Max
function performs the best.

Results for some of the individual queries are shown in T@bM/e see that WE,
when combined with DT, retrieves many relevant terms, whishrove the perfor-
mance.

From Tabld D, we see that our proposed method not only imprapen the dic-
tionary but also improves over Google Translate and Endiisimolingual. Tabld_T0
summarizes the improvements of our approach over the baselio nearest integers.
For DT and lﬂ%], improvements obtained by our method are shevhile for English
Monolingual, we show th&% of the E.M. results obtained by our method. We see that
all the proposed approaches improve over DT ahd [3] comgigtédybrid model with
Google Translate improves even on the English monolingual.

10'We experimented with other weightages lik&Z80% and 90%-10% but the 8%%-20% divi-
sion gives the best result. We also experimented with theeigived version of SIM Vec, but
results were better with the weighted version and hence wtthem for brevity.
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Table 7: Performance Results when Queries are Translaiteglaislybrid of Word
Embeddings and Dictionary

2012 Dataset 2008 Dataset
Method # Translations| MAP | P5 | P10 | MAP | P5 | P10
Dictionary - 0.16910.20480.20480.08040.14640.137
WE+DT 3words |0.2593 0.404| 0.38 | 0.128| 0.168| 0.16
5words |0.2615 0.424| 0.41 | 0.133]0.18350.168§
7words 0.26 | 0.416| 0.397| 0.13 | 0.174|0.169
WE+DT weighted 3words |0.2623 0.358| 0.35|0.1219 0.208| 0.11

5words  |0.28980.4920 0.49 | 0.147| 0.22 |0.218
7words  |0.271§ 0.391| 0.39 | 0.136| 0.19 | 0.18
Sum - 15word#).28350.4604 0.457(0.1419 0.237| 0.23
Sum - 20wordf®.28500.4668 0.46 | 0.142| 0.25 |0.248§
SIM Vec+ DT weightedﬁlum - 25wordf).28240.4615 0.453| 0.14 | 0.247| 0.24
ax - 15word$0.2965 0.495| 0.49 | 0.148| 0.234(0.228

Max - 20words$0.2975 0.508|0.49130.1486 0.241|0.236
Max - 25word$0.2967 0.497| 0.485| 0.139| 0.25 |0.248

5 Conclusion and Future Work

In this paper, we proposed a method based on word embeddingséry translation
in the CLIR task. Extensive evaluations performed undeiouarsettings confirm that
word embedding based method is a potential tool with whiehl#mguage barrier in
the CLIR task can be resolved. It alone performs well overdiconary method and
when combined with the dictionary and Google Translate ipaid model, it gives the
best performance, improving even the target monolingusélee by 15¢. In future,
we will like to repeat these experiments over other souacget language pairs to con-
firm that this is generalizable across many different laggyzairs and achieves similar
performance gains. We will also study the effect of corpae $on source and target)
as well as the dictionary size on the performance of the sysknally, we will also
experiment using this method for tasks such as bilinguatéxnduction.
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Table 8: Example queries to illustrate the hybrid model wittrd Embeddings and

Dictionary
. ... |Translation in [Translation .
Query in Hindi English Method Translations MAP | P5 | P10
. DT Gorkhaland 0.197| 0.2 | 0.4
go,:ﬁggg;\jnga GDce)rnI:r?ggr?; WE + DT | Gorkhaland™1 demand™0.51 088 | 1 1
g Weighted demands™0.49 '
abhiyukta Accused DT Ajmal Kasab accused 032 | 0.2] 0.2
ajamala Ajmal WE + DT Ajmal™1 Kasab™1 murder”0.26
kasaaba Kasab Weighted criminal”0.25 murderer’0.25 0.66 | 0.8 | 0.8
g complainant™0.24 accusedQ.2
2003 2003 DT Zcor?:mAp?oiA\;'c‘fgf’ 024 | 0.4 03
aaig’y Za”a ASCEAN 20031 ASEAN'T
vi'e?aa winnFc)ar WE + DT tournament™0.8 cup”0.2 04 | 06! 05
4 Weighted | winners”0.52 winner"0.48 ' ' '
championship™0.1 victor"0.1

Table 9: Performance Results when Queries are Translaiteglaslybrid of Word
Embeddings, Google Translate and Dictionary

Method

# Translations

2012 Dataset

2008 Dataset

MAP | P5 | P10

MAP

PS5

P10

Google Translate

0.35660.57§0.522 0.17

8| 0.255

0.24

Google Translate+Sim Vec

10words
13words
15words
20words
25words
30words

0.36690.5520.532 0.18
0.37040.5480.534
0.36940.5320.534
0.36910.5520.538
0.36990.5680.532

0.3697 0.58| 0.53

0.1798§
0.1737
0.173
0.1729
0.1719

4| 0.266
0.278
0.271
0.276
0.284

0.28

0.247
0.249
0.243
0.235
0.232
0.232

Google Translate+
Sim Vec+

DT

10words
15words
20words
25words
30words

0.36820.5560.524
0.3719 0.56|0.532
0.36990.5680.532
0.3691 0.58| 0.53
0.368]0.5880.544

0.1803
0.1854
0.1776
0.1727
0.1703

0.248
0.2506
0.253
0.2574

0.2626

0.236
0.2404
0.2458
0.2492

0.249
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Table 10: Comparison of Word Embedding based methods wiselBees. ( DT stands
for ‘Dictionary’ ; [B|] refers to Chinnakotla et.al's methgd.M. stands for ‘English
Monolingual’ ; imp. is ‘improvement’)
2012 Dataset 2008 Dataset
% imp. | % imp.| % of | % imp. [ % imp. | % of
over DT|over [3]| E.M. |over DT|over [3]| E.M.
WE 52 15 80 54 17 80
WE weighted 66 26 87 66 27 86

Method

Simple  —sMVec - sum | 52 15 | 80 | 53 17 | 80

SIM Vec - max 68 27 88 72 31 89

) WE + DT 55 17 | 81 | 58 21 | 83
Hybrid

WE + DT weighted 72 30 90 75 34 91

with
Dictionary S'MveDCT(S”m)+ 69 | 27 | 89| 69 | 20 | 89
SIMVec (max)+ | 26 | 33 | oo | 77 | 35 | 92
DT
Hybridwith O *SIM 119 | 66 | 115| 119 | 66 | 114
Dictionar Vec (max)
and Goo )I/e GT+SIM
9¢  Vecmax)+ | 119 | 66 |115| 120 | 69 | 115
Translate

DT
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