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To deal with the challenging requirements of metropolitan area networks (MANs), it is essential to design cost-
effective systems that can support high capacity and dynamic adaptation, as well as a synergy of programmability 
and efficient photonic technologies. This becomes crucial for very large MANs that support 5G, where mul-
tihop connections will need to be dynamically established at target capacities beyond Tb/s. Programmability, 
automation, and modularity of network elements are key desired features. In this work, a modular photonic 
system, programmable via a software-defined networking platform, designed for dynamic 5G-supportive MANs, 
is described and analyzed. We consider modular sliceable bandwidth/bit rate variable transceivers (S-BVTs) 
based on vertical-cavity surface-emitting laser (VCSEL) technology and dense photonic integration. The pro-
posed system and its programmability are experimentally assessed using a VCSEL with 10 GHz bandwidth. The 
experiments are performed over connections as long as six-hop and 160 km, from low-level aggregation nodes 
to metro-core nodes, thereby enabling IP off-loading. Furthermore, a numerical model is derived to estimate the 
performance when adopting higher bandwidth VCSELs (≥18 GHz) and integrated coherent receivers, as targeted 
in the proposed system. The analysis is performed for both 50 GHz and 25 GHz granularities. In the former 
case, 50 Gb/s capacity per flow can be supported over the targeted connections, for optical signal-to-noise ratio 
values above 26 dB. When the granularity is 25 GHz, the filter narrowing effect severely impacts the performance. 
Nevertheless, 1.2 Tb/s capacity (scalable to higher values if spectral/spatial dimensions are exploited) can be 
achieved when configuring the S-BVT to enable 40 VCSEL flows. This confirms that the system is promising to 
support Tb/s connections in future agile MANs. © 2020 Optical Society of America

to design a cost-effective ultrabroadband transport layer featur-
ing dynamic capacity adaptation, novel architectures must be
envisioned, seeking a synergy of programmability and efficient
photonic technologies [2]. This will enable the MAN to deal
with the challenges posed by, for example, the ever-increasing
fiber-to-the-home (FTTH) rates, the support of 5G new radio
backhaul and fronthaul traffic, and the scalable provisioning
of Gb/s mobile service at events with large crowds. Finally, it is
also worth considering that content delivery networks (CDNs)
and corporate virtual private networks (VPNs) will continue to
generate large traffic flows traversing the MAN in the upcom-
ing years. In fact, it is forecast that CDNs will represent 72% of
Internet traffic by 2022 [1].

1. INTRODUCTION

The metropolitan area network (MAN) is becoming one of the 
most challenging network segments to be addressed, due to 
stringent requirements in terms of traffic volume, traffic vari-
ance, and cost and power efficiency. With respect to volume, it 
is forecast that 33% of service provider network capacity will be 
in the metro segment by 2022 [1]. Regarding variance, traffic 
peaks move geographically during the day throughout the 
metro area due to commuting, business, and leisure activities. 
Finally, related to cost and power, it is of paramount impor-
tance to take into account the low capital and operational 
expenditures (CAPEX and OPEX) targeted by operators for 
the MAN segment, while maintaining a high quality of service 
(QoS) and bandwidth provisioning flexibility. Thus, in order
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All of these requirements and derived constraints become
crucial when considering very large 5G-supportive MANs,
including a huge number of nodes at different aggregation lev-
els. In fact, the target capacity to be dynamically supported can
be on the order of Tb/s and beyond, with very high variance.
To face these MAN challenges, we propose a system architec-
ture that adopts suitable photonic technologies combined with
programmable and adaptive transport solutions. This includes
scalable and modular multiflow multiformat/rate/reach trans-
ceivers intelligently driven from a software-defined networking
(SDN) control platform. Among alternative options for reduc-
ing cost, power consumption and footprint, vertical cavity
surface emitting laser (VCSEL) sources have emerged as a
promising photonic technology for the MAN segment [2].
This is due to the cost-effectiveness and ease of mass producing
and testing these devices, the availability of VCSELs operat-
ing at long wavelengths, as well as the efforts devoted to the
optimization and implementation of designs with very high
bandwidth (≥18 GHz) [3]. Furthermore, dense photonic inte-
gration and the ever-increasing maturity of photonic integrated
circuit (PIC) technologies enable the design and implementa-
tion of very compact and efficient network elements in terms
of cost, power consumption, and footprint [2,4].

Among the different network elements, the transceiver
represents a key enabler for high capacity and flexible, agile,
and dynamic MANs. In particular, a programmable sliceable
bandwidth/bit rate variable transceiver (S-BVT) enables a set of
functionalities and abilities suitable for MANs, such as multi-
flow generation, “slice-ability,” adaptability to traffic and reach,
inverse multiplexing operation, and spectrum fragmentation
mitigation, among others [2,5,6]. Indeed, the requirements
and constraints of MANs should be carefully taken into
account for a proper S-BVT design and implementation. A
promising solution should fully exploit the available resources
and the spectral/spatial dimensions. To this extent, we propose
adopting cost-effective VCSEL-based S-BVTs integrated on
a PIC, supporting up to 2 Tb/s. The S-BVT architecture is
scalable to higher capacity by means of a modular approach
and exploiting multiple dimensions [7,8].

The modularity of the proposed design enables the upgrade
and composition of the architecture, following a grow-as-
needed approach and/or pay-as-you-grow scheme. Also, a
license-based module activation scheme can be considered for
a dense photonic integrated transceiver solution composed
of multiple modules. This also allows the solution to be easily
scaled to multiple dimensions. Particularly, additional fibers
or multicore fibers (MCFs) can be used to target very high
capacity support beyond 100 Tb/s. An additional benefit of
the modular approach is the facilitation of disaggregation
and multi-vendor interoperability, while lowering CAPEX
and OPEX [9,10]. In this context, the programmability and
automation of the network elements are key, as well as the
agility of the S-BVT in terms of transmitter (Tx) and receiver
(Rx) configuration [9,10]. Thus, the use of an SDN platform is
proposed to enable flexible, efficient, and dynamic exploitation
of the optical layer through smart/agile S-BVT configuration,
traffic aggregation, and statistical multiplexing. The most
challenging goal of the envisioned system is the support of
very high capacity (beyond 1 Tb/s) all-optical circuits across

the multiple hierarchical levels (HLs) of the MAN to meet
the traffic transport challenges described above. In the most
relevant settings, these paths can have six hops on average, and
in the worst case, can reach about 150 km, as further explained
in the following section.

In [11], we have analyzed the case of multiple-HL connec-
tivity in a 5G-supportive MAN based on real topologies [12],
considering six aggregation nodes with different functional-
ities and a 160-km-length path. The performance, adopting
VCSEL-based S-BVTs, was assessed and showed that the
coherent receiver (CO-Rx) module option outperforms direct
detection (DD), enabling promising results for multihop
MAN connections.

This paper is an extension of the work reported in [11],
aimed at further explaining and demonstrating the suitability
of the proposed system architecture as a promising solution
for a MAN evolutionary scenario. The reference dynamic 5G-
supportive MAN and related parameters of interest, as well as
use-case and worst-case analysis, not included in [11], are here
reported. The system architecture is described in detail. Special
focus is devoted to the adopted technologies and their effective-
ness (in terms of cost, footprint, and power consumption) for
an actual implementation, as envisioned in the framework of
the H2020 PASSION project [13]. An entire section has been
included towards further demonstrating that the proposed
system can cope with upcoming MAN needs. This section
includes a completely new analysis, using the experimental
results of [11] (obtained with a 10 GHz VCSEL) as a starting
point. A numerical model is derived to evaluate the expected
performance if higher bandwidth VCSELs and integrated
CO-Rx modules are adopted, as envisioned for the proposed
photonic system, to target Tb/s MAN connections. In addi-
tion, a comparison with a theoretical model, developed for the
proposed system, is provided. A broader analysis (including
different node granularities) and discussion of the obtained
results are also presented. Furthermore, additional details with
respect to [11] are provided regarding the programmability and
control aspects, including the adopted technology limitations,
features, and functionalities.

The paper is structured as follows. Section 2 describes the
dynamic 5G-supportive MAN that is considered for dimen-
sioning and designing the system architecture. It also provides
details on the use cases that are considered, which motivate
this work. In particular, the characterization of the path of
interest and the worst-case parameters are derived. Section 3
describes the photonic system architecture, designed to target
cost-effective ultrabroadband transport, featuring dynamic
capacity adaptation for the 5G-supportive MAN. Special focus
is devoted to the VCSEL-based S-BVT and the proposed tech-
nological solutions. Section 4 describes the experimental setup
that was implemented adopting a single-flow S-BVT based on
10 GHz VCSEL technology and using either DD or CO-Rx
options. The experimental results obtained for assessing the
connectivity performance of the system are also reported for up
to six-hop and 160 km paths, including 25 km 19-core MCF.
Section 5 is devoted to theoretically and numerically mod-
eling the proposed system. A comparison with the obtained
experimental results is provided. Then, based on the derived
numerical model, the expected performance is estimated for
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Fig. 1. (a) Structure of the reference network based on a very large Telefonica MAN, including access, aggregation level L1, aggregation level
L2, and the core level. (b) Schematic view of the network hierarchical structure; the optical transport layer and IP layer are indicated.

the scenario where improved photonic and optoelectronic
components are adopted. Specifically, the impact on the sup-
ported capacity is analyzed when adopting larger bandwidth
VCSEL sources and an integrated CO-Rx. Different granulari-
ties of the switching node filters are considered. Section 6 deals
with the system programmability and control aspects. Finally,
in Section 7, conclusions are drawn.

2. DYNAMIC 5G-SUPPORTIVE MAN

A very large MAN, corresponding to Telefonica’s reference
network architecture, is considered. It provides connectivity
service to a vast metropolitan area with 25 million inhabitants
(specifically, it refers to Mexico City). This reference MAN is
composed of a very large number of nodes (over 2800) and
links. A simplified structure is represented in Fig. 1(a), and
a schematic view of the hierarchical structure is displayed in
Fig. 1(b). At the top level of the hierarchy, HL1 nodes provide
WAN connectivity, whilst HL2 nodes host the MAN services,
such as CDN caching (e.g., Movistar IPTV, Netflix, Amazon
video). At the bottom of the hierarchy, HL5 access nodes are
small points of presence and 5G base stations (i.e., gNBs). The
purpose of the physical layer topology is the support of IP layer
connectivity, as depicted in Fig. 1. The reference topology is
based on current real subtopologies, with an average nodal
degree of two in the access (ring-like) and five (mesh) in the
core. However, to exploit the advantages of reconfigurable
optical add/drop multiplexer (ROADM) nodes, nodal degrees
greater than two are expected to enrich the connectivity at
HL4 and HL3. This will lead to the eventual rollout of a mesh
network topology, enabling multiple disjoint paths that can be
deployed for interconnecting different HLs.

An estimate of the traffic for the year 2030 is made for
this reference network by using (i) a figure of 20 Gb/s of 5G
backhaul traffic per HL5 (2432 access nodes) and HL4 node
(380 central offices), (ii) FTTH to 5M Internet subscribers
with 10:1 oversubscription ratios for 1 Gb/s bidirectional
service, and (iii) enterprise connectivity services at 10 Gb/s
(7000 medium-sized enterprises requiring Internet and VPN
connectivity packages) without oversubscription. This results

in a 1 Tb/s peak data rate at HL4 (aggregation layer 1). This
worst-case peak data rate results in over 50 Tb/s of traffic per
HL2 or HL1 core node (four and two nodes, respectively, in
our sample network), considering that 90% of MAN traffic
is hierarchical (i.e., Internet access/CDN/IPTV/WAN VPN,
hosted by HL1 and HL2 nodes). Thereby, assuming that an
operator’s network could be designed to work in a traffic load
range of 10%–50%, the average aggregated traffic per central
office in 2030 is expected to range from 100 Gb/s to 500 Gb/s
and, in the core nodes, from 5 to 25 Tb/s. If 5G new radio
fronthaul traffic (rather than backhaul traffic) is transported
throughout the MAN, then this analysis is conservative because
new radio and massive MIMO may yield Tb/s rates per HL5
[6]. Note that this scenario provides another application niche
for S-BVTs in the access metro segment for interconnecting
HL5 and HL4 nodes.

In this evolutionary MAN scenario, two all-optical inter-
connection approaches become relevant. On the one hand, a
design choice is the all-optical interconnection of two adjacent
aggregation levels. For instance, an HL4 is directly connected
to its closest HL3, building the logical direct links HL4-
HL3, as depicted in Fig. 1(b). On the other hand, it would be
extremely advantageous to support all-optical interconnection
of any HL4 node with the core level (HL1/HL2), taking into
account that most of the MAN traffic (approximately 90%,
according to Telefonica’s internal statistics) is hierarchical;
i.e., it is steered towards the core network segment. By doing
so, IP off-loading of HL3 traffic onto the optical layer can
be attained. For the remaining 10% of intralevel traffic, the
slicing capability of the S-BVT provides an excellent choice
for interconnection. In fact, with a single transceiver, an HL4
router can be connected at high rates directly to the core rout-
ers (i.e., HL2/HL1), and eventually at lower speeds with the
neighboring HL4 and/or HL3 nodes.

All-optical transport reduces the number of IP routers,
leading to a notable cost reduction. Specifically, the cost of
high-end packet switching would be avoided in HL3, result-
ing in a convenient option for the network operator. This is
enabled by establishing multihop all-optical connections from
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Table 1. Primary and Secondary Path
Characterization for HL4 Node Connections to HL2/1
and HL3 Nodes

Connected
HLs

# Hops Length (km)

Mean Std. Dev. Max Mean Std. Dev. Max

HL4-HL2/1
(primary)

4.1 1.4 8 36.1 25.2 131.3

HL4-HL2/1
(secondary)

7 2.2 14 74.7 29.5 148.4

HL4- HL3
(primary)

2.6 0.9 5 18.3 11.7 64.5

HL4- HL3
(secondary)

6 1.8 9 45.4 18.9 78.7

HL4 to HL2/1. Of course, this use case poses the most chal-
lenging network setting in terms of transmission and switching
requirements. In fact, the adopted technologies should be able
to support ultrabroadband traffic over longer paths, adding
and dropping traffic at many intermediate nodes. Thus, iden-
tifying a representative target worst path (to be covered in the
reference topology) is of paramount relevance to assess the
suitability of the proposed technologies and solutions.

In [12], a procedure for the path characterization, in terms
of fiber length and number of hops, has been addressed consid-
ering the semisynthetic large MAN described above. Table 1
provides some of the findings. All-optical primary and sec-
ondary paths for HL4-HL2/1 and HL4-HL3 connections are
considered. That is, any HL4 node is connected to the first or
second closest HL2/1 and HL3 node, respectively, with the
stringent requirement that the secondary paths must be physi-
cally disjoint from primary paths, for protection purposes.
Both (primary and secondary) paths are obtained, minimizing
the number of hops (hop-shortest disjoint path), to reduce the
accumulated impairments while traversing the nodes (e.g., fil-
ter narrowing effect, insertion loss). This can become critical
depending on the specific node architecture [8,14].

It is important to observe that, from the performed study
and assuming a normal distribution of path lengths, 68% of
primary and 50% of secondary HL4-HL2 paths have fewer
than six to seven hops, while the maximum length of any sec-
ondary path is about 150 km (see Table 1). In the case where
each HL4 node is connected to the second-closest HL3 node,
over the hop-shortest disjoint path, the average hop number
is six with a length below 50 km. These statistics motivate the
analysis of six-hop connections with maximum path lengths
of 150 km. To address this scenario with cost-effective broad-
band technologies, a suitable photonic system architecture
has been designed, as detailed in the following sections, and
its effectiveness in supporting the targeted performance is
discussed.

3. SDN-ENABLED MODULAR PHOTONIC
SYSTEM ARCHITECTURE

In this section, the photonic system architecture designed for
addressing the dynamic 5G-supportive MAN and related chal-
lenges is described. It is based on the EU-H2020 PASSION
project approach [13]. Particularly, in this section, we describe

the technologies targeted to be adopted and implemented in
this framework.

The lower level metro-aggregation nodes (at HL4) are
equipped with simple and cost-effective transceiver and
switching technology, exploiting only the spectral dimension.
Higher-level metro-core nodes (at HL2/1) adopt full-featured
high-capacity transceivers and photonic switching (PS) nodes,
supporting multiple functionalities and granularities, while
handling both the spectral and spatial dimensions. The
photonic system elements are composed of multiple funda-
mental blocks. They feature a modular approach to enable a
pay-as-you-grow model and ease disaggregation [2,9].

As more accurately detailed in the following subsections, the
transceivers are programmable S-BVTs based on direct multi-
carrier modulation (MCM) of long-wavelength, short-cavity
(SC) VCSELs. This enables the support of up to 50 Gb/s per
flow at the Tx side. Then, according to the traffic required to
be supported over an established lightpath, the corresponding
VCSEL source(s), operating at the appropriate wavelength(s),
are enabled/disabled by the SDN controller for a dynamic
path/capacity adaptation.

At the Rx side, coherent detection is considered, since it
supports improved performance in terms of achievable reach
and robustness against transmission impairments with respect
to DD, which in turn ensures a more cost-effective design.
S-BVTs and nodes are programmable by an SDN controller
via specific SDN agents, as shown in Fig. 2 and detailed in
Section 6. The S-BVT Tx/Rx are appropriately configured, as
well as the nodes, over the established path, according to their
specific functionalities and programmable parameters.

As specified in [8], HL4 nodes are low-cost switches
that enable simple add/drop functionality. They consist of
100 GHz or 50 GHz multiplexers/demultiplexers, based
on arrayed waveguide gratings (AWGs), splitters, and semi-
conductor optical amplifiers (SOAs), acting as wavelength
blockers, to aggregate/drop traffic in the spectral domain
from/to lower level (HL5) nodes. HL2/HL1 nodes, similar
to the transit HL3 nodes, have a more complex architecture.
They include more functionalities enabled by multiple fun-
damental blocks [8], which are (i) the add switch, (ii) the
aggregate/disaggregate switch, (iii) the multicast switch
(MCS), and (iv) the PS module. The add switch provides
aggregation of the flows from the S-BVTs, or from the aggre-
gate/disaggregate switch, to the add ports of the PS module.
The aggregate/disaggregate switch allows dropping traffic
towards the MCS, which in turn drops the flows towards the
S-BVT Rx modules. The aggregate/disaggregate switch also
allows the addition of traffic flows in the node by means of the
add switch. The PS module performs space switching of the

Fig. 2. Schematic of the programmable photonic system
architecture.
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traffic from any input port to any output port, supporting both
express and dropped paths. This allows an efficient usage of
the network spectral and spatial resources. In fact, wavelength-
selective switches (WSSs) are adopted to handle spectrum
aggregation with a granularity of 25 GHz, and a polymer-based
PS module to handle the spatial dimension [8,15]. The WSS
can be implemented using either an InP monolithic approach
or a hybrid approach adopting InP for active elements (SOAs)
and SiPh for passives [16]. Modular upgradability is achieved
repeating the same fundamental blocks; the interconnection
with multicore fibers is performed via fan-in and fan-out
structures.

A. Modular VCSEL-Based Photonic Multi-Tb/s S-BVT

In this section, an inner view of the S-BVT architecture is
provided. The basic element is a directly modulated InP
VCSEL with operating wavelength within the C-band, thanks
to the buried tunnel junction (BTJ). An optimized struc-
ture [as depicted in Fig. 3(a)] allows single-mode operation
to be obtained, with a side-mode suppression ratio higher
than 35 dB (typical value of about 40 dB) and a high modu-
lation bandwidth beyond 18 GHz. This is achieved thanks
to a very short effective cavity length (2.5 µm), ensuring a
reduced photon lifetime within it, distributed Bragg reflectors
(DBRs) featuring short penetration depth, and an optimized
active region, based on highly compressively strained Al-
GaInAs/InGaAs quantum wells [7]. The parasitic effects are
reduced by the benzocyclobuthene (BCB) spacer layers. The
device is characterized by a typical aperture of 5 µm, low
power consumption (<30 mW), bias current in the range of
5–10 mA, and 7 dBm of output power. The linewidth (about
5 MHz) enhancement factor is about 3 (measured chirp α
value 3.7 and adiabatic constant κ1.52 · 1013) [17]. In addi-
tion to the low power consumption, the small footprint of this
optimized VCSEL device enables dense photonic integration.
Particularly, efficient coupling (loss < 0.5 dB) to a silicon (Si)
waveguide can be obtained with 45◦ total internal reflection
(TIR) mirrors [4,18].

The fundamental integrated S-BVT module (MOD)
consists of 40 VCSELs. It is composed of four submodules

Fig. 3. (a) SC-VCSEL structure optimized for high modula-
tion bandwidth, (b) fundamental S-BVT MOD composed of four
subMODs with 10 VCSELs each, (c) two-stage MZI.

(subMODs) with 10 VCSELs each, integrated on a silicon-on-
insulator (SOI) chip. A PIC platform, based on 3-µm-thick
SOI waveguides, is exploited to ensure low loss, high optical
power throughput, and broadband operation. Furthermore,
dense integration and massive production are facilitated [4].
The chip of 4 cm2 includes four AWGs, with 400 GHz free
spectral range (FSR), multiplexing the VCSEL channels of the
four subMODs, and a two-stage Mach–Zehnder interferom-
eter (MZI) interleaving them, providing an aggregated flow,
coupled to the output fiber, of 100 GHz spaced channels, as
detailed in [18]. They cover the C-band at operating frequen-
cies in the range 191.900–195.875 THz, corresponding to
the ITU-T grid channels CH19-CH58. As described in the
next subsection, by adopting a suitable digital signal processing
(DSP), each VCSEL flow can achieve capacities up to 50 Gb/s.
Thus, the 40-VCSEL SOI chip (MOD) is able to support up
to 2 Tb/s with power consumption lower than 5 pJ/bit.

The spectral resources can be fully exploited, closely pack-
ing the VCSEL flows with 25 GHz spacing, filtering out one
sideband of the intensity modulated channels. This is obtained
by multiplexing four fundamental modules with VCSEL
operating wavelengths suitably tuned to have 25 GHz spac-
ing. In fact, the VCSELs in a module can be fine-tuned in a
range of 75 GHz through the bias current and stabilized by a
temperature cooler [16,18]. The optical flows originating from
the four different 40-VCSEL modules are then aggregated in
the spectral domain [18]. Identifying each S-BVT VCSEL
with the tuple formed by VCSEL-id/subMOD-id/MOD-id
(with the corresponding id number, as in Fig. 4), a VCSEL
with operating wavelength 191.900 THz is the first VCSEL
(VCSEL-1) of the first submodule (subMOD-1) of the first
module (MOD-1). The adjacent (25 GHz-spaced) one is
the first VCSEL of the first subMOD of the second MOD
(VCSEL-1/subMOD-1/MOD-2), etc. It is important to note
that the fundamental element integrated on a single PIC is the
40-VCSEL module. In order to prevent uncontrolled ther-
mally induced wavelength shifts, accurate active and passive
thermal paths allow constant PIC temperature operations and
large cooling temperature excursion of VCSEL drivers [18]. To
minimize their power consumption, the PIC and VCSELs have
been designed to operate at a temperature that is a reasonable
trade-off to balance the optical output power and overall power
of the externally mounted thermoelectric cooler (TEC) [18].

Fig. 4. Supermodule composition and scaling to polarization and
spatial dimensions. In the top and bottom insets (on the right): wave-
length assignment of VCSELs (with the corresponding identifier) to
the different modules.
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The obtained fully equipped S-BVT Tx, also referred to
as a supermodule, covers the C-band range with 25-GHz-
spaced channels (at 50 Gb/s each) and enables supporting up
to 8 Tb/s. As shown in Fig. 4, this capacity can be doubled,
exploiting polarization division multiplexing (PDM). A super-
module transverse electric (TE) and a supermodule transverse
magnetic (TM) adopting a total of eight fundamental modules
are multiplexed with a polarization beam combiner (PBC)
providing a total capacity of 16 Gb/s. To improve the capacity
by a factor M, the space dimension can be exploited (space
division multiplexing, SDM) adopting a bundle of M fibers or
an MCF with M cores. For example, by adopting a seven-core
MCF, a capacity above 100 Tb/s can be achieved. At the Rx
side, photonic integrated CO-Rx modules are envisioned to
improve the capacity/reach performance. Nevertheless, for a
further cost/complexity reduction of the S-BVT design, DD
also can be considered [11].

B. Adaptive MCM DSP

For maximizing the system capacity and flexibility while
enabling fine granularity, MCM is adopted at the transceiver
DSP. Either discrete multitone (DMT) or orthogonal fre-
quency division multiplexing (OFDM) can be implemented
by suitably selecting the DSP blocks, as indicated in Fig. 5 and
according to the Tx and Rx optoelectronic front ends [2,19].
Single sideband (SSB) modulation is preferred to double side-
band MCM, since it enables higher spectral efficiency and
25 GHz granularity, fully exploiting the SC-VCSEL band-
width [7,17]. An optimal (or suboptimal) bit-loading (BL)
algorithm is applied at the mapper to adaptively assign the
appropriate bit number to each subcarrier. Similarly, power
loading (PL) also can be adaptively applied to each subcarrier.
This strategy enables one to finely manipulate the spectrum
with the granularity of tens of megahertz, depending on the
number of adopted MCM subcarriers. For example, in the case
of using 512 subcarriers occupying 16 GHz bandwidth, the
resulting granularity is about 30 MHz. Furthermore, the load-
ing algorithm allows maximizing the performance at a fixed
capacity (margin adaptive, MA) or maximizing the capacity at
a target performance (rate adaptive, RA). The assignment is
performed according to the channel state information (CSI)
retrieved at the Rx side. The specific values of the signal-to-
noise ratio (SNR) per subcarrier are obtained applying uniform
loading (UL) with the same modulation (4QAM) format for
all of the MCM subcarriers at the Tx.

Figure 5 details the MCM fundamental blocks. They
include at the Tx serial-to-parallel conversion (S/P), mapping
of the digital/electrical subcarriers, addition of training sym-
bols (TSs), inverse fast Fourier transform (IFFT), addition of
the cyclic prefix (CP), and parallel-to-serial (P/S) conversion.
The baseband signal is clipped and can be upconverted to an
intermediate radio frequency (RF). Before the digital-to-analog
converter (DAC), a pre-emphasis block can also be applied to
obtain improved performance, taking into account the DAC
transfer function profile. The same steps in reverse order are
followed at the Rx, for retrieving the transmitted data from the
analog-to-digital converter (ADC): the OFDM signal is down-
converted to baseband (if applicable), and a sync and retiming

Fig. 5. Tx and Rx DSP based on adaptive MCM, in the bottom
inset specific DSP for recovering I and Q components with a CO-Rx.
The DSP blocks with the dashed line are optional, depending on the
selected optoelectronic scheme.

(downsampling) procedure is applied to obtain a suitable base-
band OFDM signal, then S/P is applied, CP removed, and the
FFT performed; finally, the signal is equalized, demapped, and
converted to serial. These steps (DSP blocks) are used for both
DD and a CO-Rx.

In the case of adopting a CO-Rx, even if a simplified scheme
is utilized, due to direct modulation (DM) at the Tx, the Rx
DSP includes additional modules for the appropriate process-
ing of the in-phase and quadrature (I/Q) components of the
MCM signal/flow, as shown in Fig. 5. In fact, the digitized I/Q
components are first deskewed, orthogonalized, and normal-
ized in order to optimally combine them, obtaining a proper
complex representation of the received signal. This DSP is
important for the performance of any CO-Rx. Of course,
the use of an integrated Rx front end is advantageous, since
delays in the different paths of the balanced detectors can be
appropriately designed and manufactured. However, when
using a Rx with discrete components, this DSP module is key
for compensating for the differences between I/Q components
and obtaining a proper complex representation of the received
signal.

Afterwards, thanks to the adoption of coherent reception,
the accumulated chromatic dispersion (CD) can be easily
compensated, by employing a suitable digital filter at the
DSP [7,20]. Unlike the case of DD, which is severely affected
by CD, especially when SSB is not adopted, with a CO-Rx,
thanks to the digital compensation, the VCSEL chirp interplay
with CD can be neglected [7,17,20]. Then, the frequency
difference between the local oscillator (LO) and the received
signal is estimated. This value is then used to drive the LO to
compensate for the laser frequency drift and obtain an accurate
baseband representation of the received signal. A digital low-
pass filter (LPF) follows, and the square modulus function is
applied to obtain a representation of the received signal power.
Note that the filter is specifically designed to avoid unwanted
mixing products between the LO and the received signal itself,
due to nonideal components, while rejecting noise. Therefore,
its response is expected to feature sharp edges and a rather lim-
ited bandwidth. This also allows the easy retrieval of the signal
of interest over the adjacent channels [20]. The LO needs to be
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able to provide an accurate frequency difference between LO
and received signals.

It is worth noting that, considering a VCSEL linewidth of
5 MHz, it has been numerically shown that the LO linewidth,
up to a value of 1 MHz, has a limited impact on the system per-
formance, and a possible frequency mismatch with respect to
the signal central frequency causes a modest impairment [20].

4. EXPERIMENTAL ASSESSMENT

In view of assessing the proposed photonic system architecture
to target the dynamic 5G-supportive MAN as described in
Section 2, we have emulated multihop connections across
multiple HLs in a real testbed network, the ADRENALINE
testbed [11,21].

To experimentally evaluate the performance of the pro-
posed photonic system architecture, a single flow connection
is considered over up to six hops and 160 km. It is enabled
by an S-BVT adopting a VCSEL with 10 GHz bandwidth.
The path includes the real testbed network and 25 km 19-core
MCF. Multiple switching nodes with different functionalities
according to the HL and photonic system architecture are
considered. Specifically, it is considered an HL4 node based on
AWGs and up to five HL3 and HL2/1 nodes, including all the
functionalities described in Section 3.

A. Experimental Setup

The experimental setup is described in Figs. 6 and 7. At the
S-BVT Tx, a single flow is generated enabling a single-mode
VERTILAS VCSEL with 10 GHz bandwidth. It operates
at 1545.32 nm (194.000 THz), which corresponds to a
nominal central frequency (n) of 144 according to [22] for
flexi-grid and represents VCSEL number 6, within subMOD
2 of SOI-chip fundamental MOD 1, identified by the tuple
VCSEL-6/subMOD-2/MOD-1 (see Fig. 6 inset).

At the S-BVT Tx, the adaptive DSP based on OFDM
enabling adaptive loading, described in Section 3.B and
reported in Fig. 5, is used with a 64 GSa/s DAC for directly
modulating the VCSEL. For the S-BVT Rx, we consider both
DD and CO-Rx module options.

The former is a PIN diode with 20 GHz bandwidth and
includes a transimpedance amplifier (TIA); the latter has

Fig. 6. S-BVT adopted in the experiments. (a) Tx based on a DM-
VCSEL operating at 194.000 THz, corresponding to VCSEL 6 of
subMOD 2 of MOD 1 (in the inset pictures, DAC and VERTILAS
VCSEL with a driver and evaluation board); (b) S-BVT Rx with
DD and CO-Rx options (in the inset picture, a CO-Rx with discrete
components).

Fig. 7. Schematic of the transmission system. Case of 15 km
HL4-HL3 connection (point A coincides with point B) and case of
160 km HL4-HL2/1 connection with multiple hops including the
ADRENALINE testbed network path and 25 km 19-core MCF.

discrete components [see the inset picture of Fig. 6(b)] with
up to 40 GHz bandwidth and includes a tunable LO. The
received signal is captured by an oscilloscope (at 50 GSa/s)
acting as ADC and postprocessed by the adaptive DSP, as
detailed in Section 3.B. In the case of a CO-Rx, a full-featured
DSP, including the blocks for I and Q component recovery
(indicated in Fig. 5 with the dashed line and detailed in the
bottom inset), is used.

We have considered a multihop path from HL4 to HL2/1
with six hops covering a total of 160 km and traversing up to
six WSSs and two 100-GHz AWGs. The WSS bandwidth
has been set to 50 GHz. The path includes three nodes of the
ADRENALINE testbed network, two standard single-mode
fiber (SSMF) links of 35 km, and 25 km MCF with fan-in and
fan-out, in addition to SSMF spools of 10, 5, and 50 km. The
links within the ADRENALINE network are preamplified
by means of erbium-doped fiber amplifiers (EDFAs); the rest
of the setup optical amplifiers (OAs) are indicated in Fig. 7.
The WSS at the Tx is for SSB filtering [as in the schematic of
Fig. 6(a)], enabling a more robust transmission. The first node
(N1) represents an HL4 node and adopts 100-GHz AWGs to
forward traffic from the S-BVT towards the upper HL nodes.
According to the envisioned node architecture for HL3 and
HL2/1, described in Section 3, the WSS-based filtering stages
at node N2 implement the add functionality of an HL3 node,
while the subsequent node includes an additional WSS to take
into account the aggregate/disaggregate functionality. This
allows the considered flow to be spectrally combined with
other flows at the HL3 node N3. Then, node N4 performs
the add functionality at HL2/1. It is worth noting that at the
ADRENALINE nodes (N2, N3, and N4), variable and fixed
attenuators have been considered in the setup to emulate the
PS modules present at the HL3 and HL2/1 nodes. After the
19-core MCF, node N5 emulates the pass-through function-
ality at HL2/1 of the polymer PS module adopting a 2-dB
attenuator (Att. in Fig. 7) [8,15]. In the last node (N6), a WSS
is considered for dropping the traffic towards the S-BVT Rx.

In the case of considering IP off-loading, the path of interest
to be analyzed is the entire path depicted in Fig. 7, where the
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S-BVT Tx and Rx are illustrated in Figs. 6(a) and 6(b), respec-
tively. To analyze a shorter HL4-HL3 connection, points A and
B of Fig. 7 are shortcut. Thus, in the first case, N6 represents
an HL2/1 node, while in the second case, it represents an HL3
node.

B. Experimental Results

In this subsection, we report the performance of the
VCSEL-based S-BVT of Fig. 6 adopting either DD or a
CO-Rx.

At the offline DSP, we consider an OFDM signal with 512
subcarriers over 16 GHz. UL is used to estimate the SNR and
the RA BL algorithm is applied for maximizing the capacity
performance (Section 3.B). The target bit error ratio (BER)
for a successful transmission is set to 4.62 · 10−3, considering
hard-decision forward error correction (HD-FEC) with 7%
overhead [11].

Figure 8 shows the capacity performance for the back-to-
back (B2B) case at the varying of the optical SNR (OSNR).
The reference bandwidth considered for the OSNR measure-
ment/analysis is 12.5 GHz (0.1 nm). The maximum capacity
achieved with DD is 36.9 Gb/s, while with a CO-Rx it is
31.2 Gb/s. We have verified that this is due to the adopted
CO-Rx module, which is implemented with discrete com-
ponents. In fact, using a commercial integrated CO-Rx with
similar responsivity, a capacity of 34.6 Gb/s is supported at the
OSNR value of 33.4 dB, close to the value supported by DD
(32.8 Gb/s) and higher than the one obtained by adopting a
discrete CO-Rx (27.6 Gb/s). At the OSNR value of 26.7 dB,
corresponding to a capacity of 23.7 Gb/s, the DD and CO-Rx
B2B curves cross, and for lower OSNR values, it is shown that
the CO-Rx (even implemented with discrete components)
outperforms DD [11]. Then, we have analyzed the multihop
connections as described in Section 4.A. The obtained results
are summarized in Table 2.

For the HL4-HL3 connection, including only N1 and N6
nodes (path shortcutting points A and B in Fig. 7), the capacity
performance of both DD and the CO-Rx is slightly affected,
with similar reduction with respect to the B2B case at the same
OSNR values. In the case of HL4-HL2/1 connection, includ-
ing multiple hops, the testbed network and the MCF (entire

Fig. 8. B2B performance adopting DD, a discrete or integrated
CO-Rx.

Table 2. Connectivity Performance Adopting DD and
the CO-Rx Module at the VCSEL-Based S-BVT

Path Capacity (Gb/s)

HL Connection Hop # km OSNR (dB) DD CO-Rx

HL4-HL3 2 15 35.7 33.7 26.4
HL4-HL2/1 6 160 26.4 7.6 22.6

path of Fig. 7), improved performance (similar to the B2B case
at the same OSNR values) can be obtained with the CO-Rx
DSP. This is thanks to the CO-Rx DSP module allowing com-
pensation for the CD, which in turn severely affects the DD
scheme.

5. PHOTONIC SYSTEM ARCHITECTURE
MODELING AND ASSESSMENT TOWARDS
MULTI-TB/S CONNECTIVITY

In the previous section, an S-BVT based on a VCSEL with a
limited electro-optical bandwidth of 10 GHz was considered,
combined with both DD and a CO-Rx. Adopting a higher
bandwidth VCSEL and an integrated CO-Rx, it is envisioned
to improve the achievable capacity performance to target up
to 50 Gb/s per flow. This enables each module to support up
to 2 Tb/s and target multi-Tb/s connectivity over a dynamic
5G-supportive MAN. Thus, based on the obtained experi-
mental results, we extract a simulation model to estimate the
performance in the case of considering an improved photonic
system, as described in Section 3, including an optimized
SC-VCSEL with a bandwidth of 18 GHz and an integrated
CO-Rx.

First, the developed simulative tool [17] has been validated
by modeling the experimental results reported in the previous
section. This numerical model is then compared with a theo-
retical model [23] developed for the proposed photonic system
architecture. Thereafter, simulations have been performed to
estimate the performance of the photonic systems for the tar-
geted HL4-HL2/1 connection considering a higher bandwidth
VCSEL and an integrated CO-Rx.

In particular, the model of a 45 GHz OM4245 Tektronix
coherent detector has been used [24]. Due to the multiple
hops, the effect of filtering can severely impact the transmission
performance, so the presence of the cascade of either 50-GHz
or 25-GHz WSS filters has been considered. Table 3 reports the
main parameters of the modeling and simulative assessment.

Specifically, the CO-Rx exploits a 14.5 dBm LO with
300 kHz linewidth. The DM VCSEL is modeled considering
both the intrinsic modulation properties and the extrinsic
device parasitic components, following the approach reported
in [25], leading to the overall electrical modulation frequency
responses reported in Table 3. The impact of optical filtering
is evaluated using the experimentally measured 50 GHz and
25 GHz WSS transfer functions [26] generated by a Finisar
Waveshaper programmable filter. The considered propaga-
tion medium is an SSMF with 0.25 dB/km attenuation and
16 ps/nm km dispersion at 1545 nm. The OSNR at the Rx
is varied according to the measurements in order to fit the
experimental data and to estimate the performance of the
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Table 3. Parameters Used for Modeling and
Simulations (Numerical Analysis) with an Improved
Photonic System

Modeling Simulations

VCSEL bandwidth 10 GHz 18 GHz
Modulation bandwidth 16 GHz 20 GHz
MCM subcarrier # 512 512
MCM subcarrier spacing 31.25 MHz 39.06 MHz
Rx bandwidth 20 GHz 45 GHz
AWG bandwidth 100 GHz 100 GHz
WSS bandwidth 50 GHz 50 GHz, 25 GHz
Path length 0, 15, 160 km 0, 160 km

photonic system for different OSNR conditions. The SSB
transmission is performed by properly detuning the first WSS
transfer function with respect to the carrier of the MCM
signal. Similar DSP blocks to those described in Section 3
are applied, performing a suboptimal adaptive BL algorithm
[27] and considering the same target BER of 4.62 · 10−3

(with a 7% overhead HD-FEC limit) for single-channel and
single-polarization transmission.

A. Numerical and Theoretical Modeling Analysis

The modeling of the experimental data has been performed
according to the parameters indicated in Table 3 to adapt the
simulation tools to the system considered in the experimental
setup. As reported in Fig. 9, a very good fitting of the measured
capacity as a function of the OSNR in the case of DD can be
achieved in the B2B condition.

In order to show the capabilities of adopting a fully inte-
grated CO-Rx, a CO-Rx showing the same performance
as DD in terms of the electrical SNR has been simulated.
Accordingly, it has been found that the B2B performance in
the case of using an integrated CO-Rx allows similar results as
DD to be obtained, also in line with the experimental verifi-
cation obtained in the lab with such a type of CO-Rx (orange
diamond point in Fig. 8). Also, a simplified mathematical
modeling has been developed that can be understood as a

C
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Fig. 9. B2B performance. DD experimental curve as in Fig. 8
(OSNR range 20–37 dB), numerical model assessment for DD and
an integrated CO-Rx, and the CO-Rx theoretical model.

bound limit to the simulation results. In this case, a simple
model can be used for the proposed CO-Rx module [23].
The SNR of each OFDM symbol after demodulation can be
expressed as

SNR=
(R2 Ps 0 Pl )

2

2σ 4 + 4σ 2(R2 Ps a Pl )
2 , (1)

R being the responsivity of the photodetectors, Ps 0 the ampli-
tude of the OFDM signal, Psa the average received power, Pl

the power of the LO, and

σ 2
=

R2 Ps a Pl Be

2OSNRBo
, (2)

where Bo is the reference bandwidth for the OSNR, e.g.,
12.5 GHz, and Be is the single-sided electrical bandwidth of
the MCM signal.

Combining Eqs. (1) and (2) with well-known expressions,
the probability of bit error of different symbol constellations
can be derived [28]. Therefore, we can easily obtain the OSNR
values required for a 4.62 · 10−3 BER at different constellations
(i.e., different capacities). Results shown in Fig. 9 correspond
to the parameters of Table 3 and assume Psa/Ps 0 = 9.2 dB.
There, we can observe that the model is in good agreement
with the data. In fact, for high OSNR values (when the electri-
cal SNR is high) the model matches the simulations quite well
(∼1 dB difference). Nevertheless, when the OSNR decreases,
the model differs from the gathered data (>3−5 dB). This
is due to the fact that the numerical analysis includes other
effects not considered in the mathematical model. Actually,
the model is based on ideal intensity modulation, and it does
not take into account optical SSB filtering, laser chirp, and
parasitic effects. Furthermore, according to [23], the model
assumes Gaussian approximation for a noncentral chi-square
process associated with the noise. Therefore, the model is more
accurate for higher than lower OSNR values.

The developed simulation tool also permits one to properly
approximate the impact of SSMF propagation, leading to
the correct estimation of the performance after 15 km and
160 km connections. For the HL4-HL3 connection, similar
performance as in B2B has been obtained, adopting either
DD (36.5 Gb/s at a 35.7 dB OSNR) or an integrated CO-Rx
(36.7 Gb/s at a 35.7 dB OSNR). As reported in Section 4,
the drastic reduction of the achievable capacity for the case of
HL4-HL2/1 connection is due to CD, which cannot be com-
pensated for in standard DD systems. In the case of a CO-Rx,
this effect can be efficiently compensated for at the Rx DSP,
leading to improved performance, as experimentally demon-
strated in Section 4 (Table 2). This has also been numerically
verified with simulations, obtaining 8.5 Gb/s and 23.3 Gb/s (at
the OSNR value of 26.4 dB) in the cases of DD and a CO-Rx,
respectively.

B. Expected Performance Adopting the Target
Photonic System

The simulation tool has been exploited to estimate the per-
formance in the case of adopting a photonic system with a
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Fig. 10. B2B and HL4-HL2/1 path (160 km SSMF) with
50-GHz and 25-GHz WSS filtering.

higher bandwidth VCSEL and an integrated CO-Rx, accord-
ing to the target solution. Furthermore, the supported capacity
has been numerically analyzed, considering both 50 GHz and
25 GHz granularity for the WSS-based nodes both in the B2B
condition and after the entire 160 km connection. Results
are reported in Fig. 10. In the B2B condition, two WSSs are
taken into account (including SSB and drop filtering at the Tx
and Rx, respectively), while in the case of 160 km (SSMF is
considered) the optical signal traverses two 100-GHz AWGs
and six WSSs, as in the experimental setup of Fig. 7.

Since the electro-optical bandwidth of the DM VCSEL is
almost doubled, a strong increase in the achievable capacity
can be noticed. In the case of adopting 50-GHz WSSs, the
target 50 Gb/s capacity can be supported for OSNR values
above 26 dB (and beyond 40 Gb/s above a 22 dB OSNR).
The maximum capacity achieved in B2B at a 36.9 dB OSNR
is 78 Gb/s, while at the minimum considered OSNR value of
19.8 dB the capacity decreases to about half of the target, being
27 Gb/s. For the 160 km SSMF path, no significant reduction
of the supported capacity with respect to B2B arises for an
OSNR lower than 28 dB, in line with the obtained experi-
mental results. A lowering of the supported capacity can be
appreciated for an OSNR beyond 30 dB, where the presence of
the WSS cascade slightly limits the high-frequency subcarriers
BL. In the case of considering 25-GHz WSS-based nodes,
a reduction of the B2B capacity with respect to the 50 GHz
granularity is observed, owing to a slight reduction of the avail-
able optical spectrum to be loaded by the MCM subcarriers.
The maximum capacity achieved in B2B at a 36.9 dB OSNR is
74.3 Gb/s. A very strong limitation arises in the 160 km path
connection, due to the filter narrowing effect of the WSS-based
node cascade with respect to the B2B. Actually, the superpo-
sition of 25-GHz WSSs at the nodes including point A and B
of Fig. 7 leads to an equivalent filter characterized by an effec-
tive bandwidth of about 14.5 GHz (lower than the VCSEL
bandwidth), while for 50-GHz WSSs, an equivalent filter with
29 GHz bandwidth is obtained [26,29]. Thus, in the case of
25 GHz granularity, the limitation on the available spectral
resource reduces the supported capacity below 45 Gb/s, even
at high OSNR values. Nevertheless, for all the analyzed cases,

30 Gb/s can be supported for an OSNR higher than 22 dB.
Thus, up to 1.2 Tb/s can be achieved enabling 40 VCSEL
flows at this rate.

The impact of propagation and filtering here analyzed over
the targeted path shows a different impact of the cascading
of several WSS filters at the two different analyzed granular-
ities: as long as the filter narrowing effect does not induce a
significant reduction of the available spectrum for BL, the
capacity is mainly affected by the OSNR variation; otherwise,
the capacity decrease does not follow a linear evolution with
the OSNR, being mainly affected by the filtering operation. As
expected, a fine granularity of 25 GHz is more critical [9,29].
However, the impact of filtering (on the achievable capacity at
the varying of the node number), for the proposed approach
at this granularity, can be eventually mitigated with a slight
reduction of the electrical spectrum, by means of a suitable
selection of the electrical subcarriers to be modulated [20].
This can also be beneficial in the presence of adjacent channels
and considering the actual VCSEL chirp coefficients (inducing
the spectral broadening) [17,20]. Thus, thanks to the adop-
tion of MCM, with a suitable selection of the modulation
bandwidth/amplitude and filtering at the DSP level, the cross
talk can be mitigated and the performance optimized. Indeed,
nonlinear effects should be further investigated (preliminary
results have been obtained in the framework of [13]), since
they can affect the performance limiting the target capacity
and the scalability of the proposed solution, especially at the
increasing of the path length [30].

6. PROGRAMMABILITY

Dynamic flexi-grid optical connection requests specifying the
source, destination, and required capacity (in b/s) are auto-
matically received, processed, and served by a centralized SDN
controller. For each incoming request, the SDN controller
computes and selects the spatial (i.e., node and links) and
spectral resources (i.e., frequency slot, FS) between the connec-
tion end points fulfilling the capacity demands. Additionally,
capabilities and features derived from the underlying data
plane infrastructure, such as the optical switch filtering, the
maximum end-to-end path distance, as well as the spectrum
continuity and contiguity constraints, are considered when
computing a feasible route. Thereby, the routing process han-
dled within the SDN controller uses as input the connection
demands along with an updated view of the transport network
entailing (i) the availability of the source S-BVT Tx (i.e., an
unused VCSEL and supported central frequency), (ii) the avail-
ability of the destination S-BVT Rx (i.e., an unused CO-Rx),
and (iii) the available optical spectrum on every network link.
This input information is then used by the routing mechanism,
which is referred to as the routing and spectrum assignment
(RSA) algorithm. In [31], an online RSA algorithm tailored
to the specific characteristics of network elements, such as the
VCSEL-based and Co-Rx S-BVTs, along with the use of differ-
ent optical switching nodes sorted by HL (i.e., HL4, HL3, and
HL2/1) is presented.

The output of a successful RSA computation for a given
request provides (i) the selected VCSELs (and thus the asso-
ciated central frequencies for the whole connection FS) at the
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source node, (ii) the LO to be tuned at the destination CO-Rx,
and (iii) the nodes and links to be traversed and the respective
FS. Herein, the FS is determined according to the ITU-T
G.694.1 recommendation [22]. Specifically, the FS is formed
by (i) a nominal central frequency (n) in terahertz, computed
using the expression 193.100 THz+ n ∗ 0.00625 THz (n
being either a positive or negative integer) and (ii) a slot
width (m) in gigahertz, obtained according to the expression
6.25 ∗m. It is worth outlining that, since heterogenous opti-
cal switches supporting different filtering capabilities can be
traversed, the resulting FS (i.e., n and m) to be configured on
each node needs to fulfill such filtering capabilities. In other
words, HL4 nodes supporting 100 GHz filters require that the
FS m parameter is set to 8. On the other hand, for the HL3
and HL2/1 using 50 GHz filters, the FS m is 4. For the sake of
completeness, the FS n parameter is determined by the selected
S-BVT VCSEL. In the considered experimental transport
setup, the S-BVT Tx element operates at 194.000 THz, which
corresponds to n = 144.

The programmability of the involved network nodes and
devices (i.e., an S-BVT Tx VCSEL and a CO-Rx) to accom-
modate a computed optical connection is commanded by the
SDN controller directly communicating with the correspond-
ing network agents. To this end, a RESTful API described and
validated in [32] is used. This API creates client-server rela-
tionships between the SDN controller and the agents to enable
(i) the retrieval of the updated status of the network resources
(e.g., a used/available S-BVT Tx VCSEL and a CO-Rx) and
(ii) the allocation and deallocation of the selected resources
(i.e., S-BVT VCSELs, a CO-Rx LO, optical spectrum links).

Figure 11 depicts the logical workflow (via the defined
RESTful API [31]) used for configuring the network elements
and devices specified in the RSA output. It basically encom-
passes two steps: (a) programming the S-BVT Tx and Rx at the
source and destination end points and (b) programming the FS
for each input and output pair constituting the cross connec-
tion at each traversed (HL) node. For both the S-BVT Tx and
Rx, two dedicated POST messages carry the selected central
frequency (i.e., n = 144) that allow the determination of the
S-BVT Tx VCSEL to be allocated and the LO to be tuned

Fig. 11. RESTful API logical workflow for programming the
transport network elements and devices.

Fig. 12. (a) Captured RESTful API control messages; (b) JSON
contents for S-BVT Tx; (c) JSON contents for S-BVT Rx; (d) JSON
contents for HL4 node; (e) JSON contents for HL3 and HL2/1
nodes.

at the S-BVT Rx, respectively. For each HL optical switch,
a POST message yields the information about the FS to be
used. That is, n = 144, while m is set to either 4 or 8, depend-
ing on the HL4 or HL3 and HL2/1 node type. Figure 12(a)
illustrates, via a protocol analyzer, a screenshot of the set of
RESTful API messages between the SDN controller and the
agents validating the resulting data plane programmability for
setting up the optical flow. Additionally, Figs. 12(b)–12(e) pro-
vide the JSON-encoded information describing the required
parameters to configure the S-BVT Tx (i.e., VCSEL selection),
S-BVT Rx (i.e., a LO), and the HL4 and HL2/1 configuration
detailing the input and output port identifiers and the FS (i.e.,
n and m).

7. CONCLUSIONS

We have described and assessed a modular SDN-enabled pho-
tonic system architecture designed to address the challenges
of 5G-supportive MANs. In the experimental validation, an
S-BVT based on VCSEL technology with 10 GHz bandwidth
is considered, and DD and CO-Rx modules are compared
in a testbed network. It is shown that, while DD is more
affected by OSNR degradation and path length increase, a
CO-Rx, even using discrete components, allows the support
of >30 Gb/s in B2B and >20 Gb/s capacity, over a 160 km
multihop path, including six aggregation nodes and 19-core
MCF. By adopting programmable (SDN-enabled) photonic
transceivers based on ≥18 GHz VCSELs and an integrated
CO-Rx, better performance is expected to be achieved. In
fact, the results, obtained with the derived numerical model,
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show that with 50 GHz granularity, the target 50 Gb/s capacity
per flow can be supported over the six-hop 160 km (SSMF)
HL4-HL2/1 connection for OSNR values above 26 dB. When
the granularity is 25 GHz, the filter narrowing effect could
severely impact the performance, thus limiting the available
bandwidth. Nevertheless, 1.2 Tb/s capacity can be achieved
when the modular S-BVT is configured to enable 40 VCSELs.

Thanks to the adoption of MCM with CO-Rx, with a
suitable selection of the modulation bandwidth/amplitude
and specific filtering at the DSP level, the cross talk can be
mitigated and the performance optimized to increase the
supported capacity. As a next step, the nonlinear effects will
be investigated to further assess the target capacity and scala-
bility of the proposed solution, especially as the path length
is increased. Suitable path selection could be particularly rel-
evant to address this issue. As future work, the agility of the
S-BVT, based on the described technologies, in terms of Tx/Rx
configuration/setup time will be investigated within the real
testbed network.
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