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Abstract

We obtained the best constants of Sobolev inequalities corresponding to complete low-cut
filter. In the background, we have an m-dimensional boundary value problem and a one-
dimensional periodic boundary value problem. The best constants of the corresponding
Sobolev inequalities are equal to diagonal values of Green’s functions for these boundary

value problems.
Keywords
Research Activity Group

1. The Sobolev inequality for a boundary
value problem in n-dimensional Eu-
clidean space

We consider the problem on the basis of a complete
low-cut filter, which is a device that passes only high
frequency.

We assume M = 1,2,...,n=1,2,...,2M — 1,0 <
A<oo,x=(21,29,...,2,) ER", E=(£1,&,...,&) €
R”. We set the unitary inner product

j=1
We define Fourier transform as

u(w) = @)= |

where dx = dxidxs - - - dx,. We introduce Sobolev space
with low-cut frequency

H={ueWM?|q¢)=0 (<A},

e VTHED) y(2) du,

n

Sobolev inner product
o= (52) [ e de
2n) Jigza

and Sobolev energy

2 1\" M |~ ey 2
= —_— d .
[l (27r) /EZA €] [u(&)|” d§

(+,-)pr is proved to be an inner product of H in Proof of
Theorem 1. H is Hilbert space with inner product (-, ) .
Our conclusion is as follows.

Sobolev inequality, best constant, Green’s function, Bessel function

Applied Integrable Systems

Theorem 1 Foranyu € H, there exists a positive con-
stant C' which is independent of u, such that a Sobolev
imequality

(MQU@OQSCM@ )

yeR
holds. Among such C, the best constant is

2

Co=G0) = Fr@ @i —m A

(2)

If one relpaces C' by Cy in the above inequality (1), the
equality holds for u(z) = ¢G(x—yo) with arbitrary c € C
and yo € R™. Green’s function G(z,y) = G(xz — y) is
explained later in Lemma 1.

In the background of this theorem, we have the fol-
lowing n-dimensional boundary value problem. Concern-
ing the uniqueness and existence of the solution to the
boundary value problem, we have the following lemma.

Lemma 1 For an arbitrary bounded continuous func-

o~

tion f(x) satisfying the solvability condition f(§) =
0 (|¢] < A), the boundary value problem

BVP
{(AWuﬂ@ (z € R™),
a€) =0 (I€] < A)

has a unique solution
uw) = [ Gy @eR). (3)

G(z,y)=G(z —vy) (z,y € R") is Green’s function given
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Fig. 1. G(z) (M =1).

Fig. 2. G(z) (M =2)
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Fig. 3. G(z) (M =3).

by

I e R R
X JWT_2(|CE|7") dr, (4)

where J,(z) (z > 0) is the Bessel function. From the
expansion of J,(z) [1, p.145], we have

o .
Z (-1)/
(4m)= JIT(5+7)(2M —n—25) A2M=—n=2j

RG]

Figs. 1-3 illustrate graphs of G(z) in M = 1,2,3,
n=1and A=1

()

G(z) l/ =M cos(|a|r) dr
1

™

Proof of Lemma 1 Through Fourier transform, BVP
is transformed into |¢[?Ma(¢) = f(€) (€ € R™). From
f(§) =0and u(§) =0 (|¢] < A), we have

ue) =GE)fle) (EeRm),
S [IETM (] = ),
G = { 0 (] < A).

Through inverse Fourier transform, we have (3) and

6= (5) [ Te9GQx @R ©

Let T = (t;;) be an orthogonal matrix. We introduce a
new variable y € R™ by the relation ¢ = Ty, or equiva-
lently

(1<i<n).

&= tiy
j=1
It is easy to see that the corresponding Jacobian J is
0
J =det <§> =detT ==+1
dy

and therefore |J| = 1. Here, we consider a special case
tTx = |x|'(1,0,...,0). From (6), we have

2m)"G(z) = eV T @8 |g|=2M ge

[€]>A
= [ ememry g ay
[Ty|>A

V1 *Tz,y) |y|72jw dy
ly|>A

— eﬁ\$|y1|y|—2M dy.

ly|>A

For |y| = r, y is expressed as the following polar coordi-
nates.

y1 = rcos(fy),
Yo = rsin(fy) cos(6s),
y3 = rsin(f;) sin(fz) cos(6s),

Yn—o = rsin(fy) sin(s) - - - sin(6,,_3) cos(6,—2),

Yn—1 = rsin(fy) sin(s) - - - sin(0,,—2) cos(p),

Ypn = rsin(f;) sin(fs) - - - sin(,, o) sin(ep),
where A <r < 00,0 < 01,609,...,0,_
Its Jacobian is

OWis--syn)
A(r,01,...,00_2,9)
™ (sin(61))" % (sin(62))" 2 - -

2 <, 0 < < 2m.

sin(f,,—2).
Here, w,, is surface area of n dimensional unit sphere as
L)

Green’s function (6) is rewritten as follows:

(21)"G(x)

o0 pm T 27
://// ex/jl\zlrCos(91)r7(2an)—1(Sin(ol))nfz
AJO 0J0
X

(sin(f))" 3 - - -sin(0,_2) dpdb, o - - - dbrdr

wn_l/Aoo/OTrcosﬂerOS(ol))

Wy =
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X (sin(61))" "2 doyr— M= =1 gy,

where we use
/ sin(|z|r cos(61)) (sin(61))"~2dB; = 0.
0

Using Lommel’s formula [1, p.179], we have

-1
(27_[_)71G(x) — 7T2F( D) ) Wn—1
oo n_2
X/ T_(QM—n)—l(lmV)—TJnT,g(|:E|’l") dr
A
From
(2 2 "
Ap—— <i)71 Wy = Fnjl )
7T2F(T) r (T)

so we have (4). Moreover, using expansion of Bessel func-
tion [1, p145], we have

2

LTS

S L

J

G(z) =

|2|r 2 —(2M—n)—1
) T T d"'.

From the assumption 2M > n, we have (5). Taking the
limit as  — 0 of (5), we have (2). Thus we proved

Lemma 1.
(QED)

We next show that Green’s function G(z,y) is simul-
taeously a reproducing kernel for a set of Hilbert space
H and its inner product (-,-)q.

Lemma 2 For any u € H and fized y € R™, we have
the following reproducing relations:

u(y) = (u(z), G(z, ) u, (7)
G(0) = |Gz, y)ll3- (8)

Proof of Lemma 2 Since Fourier transform of
G(z,y) = G(x —y) with respect to z is e"V=1EV G(¢),
the relation (7) is rewritten as

(u(x), G(x,y)) u

_(1Y 2M (Vo VT (Ew) O

() [, e G(e) de

=(1>n o/ TOG(E) de = u(y).
2 ) Jig=a

(8) is shown by putting u(z)
pletes the proof of Lemma, 2.

= G(x,y) in (7). This com-

(QED)

Finally, we prove Theorem 1.
Proof of Theorem 1 Applying Schwarz inequality to
(7) and using (8), we have

luly)|* < G, y) |5 lullf = GO) [Jul -
Taking the supremum with respect to y € R™, we have
2
(s 1) < GO . )
yeRn

This inequality shows that the inner product |ul|% =
(u,u) is positive definite. For any fixed yo € R™, if we

take u(x) =
we have

( sup |Gy - y0)|) < G(0) |G (e — )% = G0)

yeR"™

G(z —yo) € H in the above inequality, then

Together with a trivial inequality
2
60" < (s 6~ wl) .
yeR™
we have
2
2
(s 160 m)l) = GO IGE = )l
yeR™

This shows that G(0) is the best constant of (9) and the
equality holds for G(z — yo). This completes the proof
of Theorem 1.

(QED)

For (6), we have

cwi<(5) [

So we see that the maximum of G(z) is G(0).

G(¢)| de=G(0) (v €R),

2. The Sobolev inequality under a peri-
odic boundary condition

We here consider a one-dimensional case. For M, N =
1,2,... and = € R, we introduce the function

p(j, o) = eV=lom,
a; =2mj (j=0,+1,42,...).

We define Fourier transform as

o~

u(x) = a(j) = / u(), z) d.

We introduce Sobolev space with periodic boundary con-
dition and low-cut frequency

H= {u ’ u) € L2(0,1),
uD(1) —uD0)=0 (0<i<M-1),
i) =0 (il <N},
Sobolev inner product
(wo)m = Y a;Mu(i)o(s),
l7|>N
and Sobolev energy
lllzr = Y a3 @)’
l7|=N

(-, ) g is proved to be an inner product of H in Proof of
Theorem 2. H is Hilbert space with inner product (-, ) g
Our conclusion is as follows.

Theorem 2 Foranyu € H, there exists a positive con-
stant C' which is independent of u, such that a Sobolev
inequality

( sup [uly >)2 < Clully (10)

0<y<
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holds. Among such C, the best constant is
Co = G(0)

ﬁC(QM) (N=1),
= 9 N-1 1
RN 2

=1

<.

where ((z) = Y oo n~* (Rez > 1) is the well-known
Riemann-zeta function. If one relpaces C by Cy in the
above inequality (10), the equality holds for u(x) =
cG(x — yo) with arbitrary ¢ € C and yo € R. Green’s
function G(x) is explained in Lemma 3.

It should be noted that if we put IV = 1 in the above
theorem, we have Theorem 2 in our previous work [2].

In the background of this theorem, we have the follow-
ing one-dimensional periodic boundary value problem.
Concerning the uniqueness and existence of the solution
to the boundary value problem, we have the following
lemma.

Lemma 3 For an arbitrary bounded continuous func-
tion f(x) satisfying the solvability condition f(j) = 0
(7] < N), the boundary value problem

BVP
—D)MyCM) = f(z) (0<z<1),
u® (1) —u®0)=0 (0<i<2M —1),
u(j) =0 (7] < N)

has a unique solution

/ G(z,y)f(y) dy (11)

G(x —y) (0 < m,y < 1) is Green’s function

(0<z<1).

G(z,y) =
given by

—2Za

Proof of Lemma 3 Through Fourier transform as

Z]’C\(J)‘p(] z) = f(z) = (_]_)MU(QM)

cos(a;x). (12)

JEZ
= (=DM ()M = aMa()e(,»),
JEZ JEZ
BVP is transformed into
aMa(j) = Fj) (€ 2).

From f(j) = 0 and 4(j) = 0 (|j| < N), we have

a(j) = GG)FG) (€ Z),
Ao L a7 (i = N,
G(”‘{o (il < N).

Through inverse Fourier transform, we have (11) and
(12) as

G) =Y GlielG,z)= > a*M
i=—o0 GI>N
=2 Z aJ M cos(ajz).

We see that the maximum of G(x) is G(0). This com-
pletes the proof.
(QED)

We next show that Green’s function G(z,y) is simul-
taeously a reproducing kernel for a set of Hilbert space
H and its inner product (-,)g.

Lemma 4 For anyu € H and fized y (0 <y < 1), we

have the following reproducing relations.
G(0) = [IG(z, y) 13-

Proof of Lemma 4 Fourier transform of G(x,y) =

G(z —y) wiht respect to z is B(j, y)G(j). Hence, for any
u € H, we have (13) as

(13)
(14)

(w(z), Gz, y)m = Y a?a(j) B, y)G())
l71>N
_ 2M AN N5 ) — SN —
= Y a2MGHaG)eG,y) = Y (el y) = uly).
lil=N lil=N
(14) is shown by putting u(x) = G(z,y) in (13). This
completes the proof of Lemma 4.
(QED)

Finally, we prove Theorem 2.
Proof of Theorem 2 Applying Schwarz inequality to
(13) and using (14), we have

[u(y)]* < NG (@, )l lullF = G(O) [lullZ;
Taking the supremum with respect to y (0 <y < 1), we
have

(jsop lul) <@l )

0<y<1
This inequality shows that the inner product |ul|% =
(u, u)g is positive definite. For any fixed yo (0 < yo <
1), if we take u(z) = G(x — yo) € H in the above in-
equality, then we have

( sup |Gy y0)|> < G(0) |G (x — yo) % = G0)

0<y<1

Combining this and a trivial inequality

60? < ( s |G<y—yo>|)2,

0<y<1

we have

2
(s 166 -] =GO G- wl
0<y<1
This shows that G(0) is the best constant of (15) and the
equality holds for G(z — yo). This completes the proof
of Theorem 2.
(QED)
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