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Abstract

A novel image watermarking scheme is introduced that consists of an adaptive water-
marking algorithm based on a model of the Human Visual System (HVS) and a Dynamic
Fuzzy Inference System (DFIS). This scheme relies on the DFIS to extract the human eye
sensitivity knowledge using the HVS model. The DFIS and the HVS combined are used to
adjust and select the appropriate watermark length as well as the watermarking strength
for each pixel in an image. The main goal of the algorithm is to provide a more robust
and imperceptible watermark. The primary contribution of this work is to present a unique
approach to perform image-adaptive watermarking by introducing a dynamic fuzzy logic
technique. This logic relies on the statistical distributions of the HVS-generated data in
order to accurately approximate the relationship found between all properties of the human
perceptual system. In addition, we introduce a Predictive Watermark Embedding (PWE)
algorithm that exploits the average power of the frequency-domain image coefficients as well
as the aforementioned DFIS model in order to insure that the watermark insertion process
is adaptively and accurately performed in lower-frequency components and significant DCT
coefficients. The aforementioned has been implemented and tested under various attacks
including image compression, cropping, additive Gaussian noise distortion, scaling, low-pass
filtering, as well as collusion attacks. The results achieved demonstrate that the watermark
can survive these attacks while remaining imperceptible. Furthermore, the obtained results
are compared with three other popular schemes and demonstrate that our proposed scheme

yields better results in terms of watermark imperceptibility and robustness.
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Chapter 1

Introduction

The fast development of the Internet and the World Wide Web as well as the rapid emer-
gence of multimedia applications in the past decade have yielded a significant growth in the
transmission of digital media over the Internet, including images, audio and video. However,
the transmission of information over various networks is often unsafe. This lack of security
can be critical depending on the nature of the transmitted media. This issue gave rise to
digital watermarking, a research field which deals with the process of embedding information
into digital data in an inconspicuous manner. A digital watermark is a signal that typically
consists of a pattern of bits that is embedded directly into the digital contents of an image,
video or audio. This in turn enables information security for various multimedia applications
including copyright protection.

The technique presented in this thesis focuses on the watermarking of digital images.
The following terminology is adopted throughout the remainder of this document. The
term Work is sometimes used when referring to a copy of a specific song, video or image.
The original image is often referred to as the cover image. In addition, the term Media is
occasionally used to refer to the means of representing, transmitting and recording digital
content. The purpose of this first chapter is to briefly introduce the topic and to provide the
reader with the necessary background information to facilitate reading the remainder of the

thesis.
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1.1 Background

A generic watermarking system of the type that will be investigated here, encompasses two
primary components: a Watermark embedder as well as a Watermark Detector. As it is
illustrated in Fig. 1.1, two inputs are fed to the watermark embedder. The first input is
the cover work in which we want to embed a watermark, whereas the second input is the
watermark message itself, and it may take on various formats (real values, binary values,
etc.). The watermarked work is subsequently recorded or transmitted by the user. The
watermark detector on the other hand, takes a specific work (not necessarily watermarked)
as an input and it attempts to determine whether a watermark is present in the digital

content, and if so, detect and output the corresponding message.

Cover work —]

Detected
\;V;tt;aerdm; er:< > V\:ja;te;;?::k , watermark
Watermarked message
work

Watermark
message

Figure 1.1: A generic watermarking system. Reprinted from [1]

Digital image watermarking has been extensively researched in literature, where vari-
ous approaches have been proposed. These techniques can generally be divided into fwo
important categories: spatial-domain and frequency-domain. In spatial-domain, the most
popular methods are based on the Least-Significant-Bit (LSB) insertion scheme [2, 3] and
the patchwork technique [4]. The former method consists of embedding the watermark into
the least significant bits of selected pixels of the cover image, while the latter inserts a single
bit of data in the cover work by means of a statistical method and the luminance information

extracted from the image. An advantage of the spatial techniques is their robustness against
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cropping and translation attacks. However, a possible disadvantage of these schemes is their
weakness against signal processing attacks, including additive noise and lossy compression.
In addition, adaptive watermarking techniques can be slightly more difficult to perform in
the spatial domain [5]. Conversely, frequency-domain techniques are generally more robust
against signal processing and geometric transformations than spatial domain based methods.
The most common frequency—domain watermarking methods use the following data trans-
formation techniques: the discrete cosine transform (DCT) [6, 7, 8, 10, 11, 12], the discrete
Fourier transform (DFT) [13, 14], and the discrete wavelet transform (DWT) [15]. The DCT
has been extensively used in image processing and digital watermarking for several impor-
tant reasons. First, it divides the image into three distinguishable frequency bands, enabling
easy access to the perceptually significant low and middle frequency components [16], as it is
illustrated in Fig. 1.2. Appropriate selection of the frequency bands is crucial in digital wa-
termarking, because the watermark must be inserted in low or middle frequency coefficients,
otherwise, it can be easily suppressed by compression or low-pass filtering attacks.
Furthermore, the sensitivity of the human visual system in DCT domain has been sig-
nificantly studied [17], which has resulted the default JPEG quantizéution table [18]. This
also demonstrates that this domain can easily be exploited to incorporate the HVS char-
acteristics, which in turn are used to minimize the visual degradations of the digital data,
commonly introduced during the watermark embedding process. The drawback of DCT
based watermarking schemes is their vulnerability against geometric attacks, such as rota-
tion, scaling and translation. The DWT is another important frequency-domain transform
as it provides a multi-resolution representation of an image. This property is used by various
watermarking schemes in order to generate an efficient watermark detection scheme as it is
illustrated in [15]. Conversely, the DFT generally provides a magnitude and a phase repre-
sentation of the cover work. However, most of the significant information about the image

is contained within the phase component. In consequence, watermarking techniques based
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Figure 1.2: This diagram illustrates the location of the Low-Frequencies (LF), Mid-
Frequencies (MF) and High-Frequencies (HF) when the DCT is performed on an 8 x 8
block of an image. The shaded area encompasses the AC DCT coefficients commonly used

by image watermarking schemes to insert a watermark.

on this transform typically add the watermark to the phase coefficients [14]. This insures
a robust watermark, since any attempt to remove the watermark will result in significant
degradation of the image.

There are many requirements that must be considered when designing an effective and ac-
curate watermarking scheme, including robustness, imperceptibility and capacity. However,
in order to maintain the quality of the image and increase the probability of the watermark
detection, two requirements are indispensable: robustness and imperceptibility (or trans-
parency). Robustness is the ability of the watermark to survive various distortions that
may be introduced unintentionally during certain random manipulations of the digital data,
or intentionally, when a malicious attack is introduced to deliberately alter or remove the
embedded watermark. Malicious attacks may consist of signal processing operations (such
as filtering, lossy compression and additive noise) and geometric transformations (such as

cropping, rotation, scaling and translation). Conversely, imperceptibility refers to the in-
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visible degradation of the image when watermarked. Ideally, the perceptual quality of the
watermarked image must be identical to the original.

The proposed is an adaptive image watermarking algorithm based on a HVS model and
a DFIS. The dynamic FIS and the HVS combined are used to adjust the watermarking
strength and to generate the maximum possible watermark length that can be embedded
without noticeably degrading the quality of the cover image. The watermark is embedded
into the low frequency range of the image after being transformed by the Discrete Cosine

Transform (DCT).

1.2 Applications of Watermarking

In this section, we discuss some of the most important watermarking applications, including
owner identification, proof of ownership, data authentication, access control, copy control,
broadcast monitoring as well as fingerprinting. These potential applications can be catego-
rized in several ways. The classification is generally perfofmed based on the nature of the
information revealed by the watermark [19, 20]. The applications can therefore be classified

as follows:

e Copyright Control: In this class, a watermark is embedded in order to carry infor-
mation related to content ownership. It encompasses the following primary types of

applications: owner identification, proof of ownership, copy control and fingerprinting.

e Content Validation: A watermark is exploited in this case to detect any tampering
that could have been performed on the original multimedia content. It encompasses

several types of applications, including data authentication.

e Information Hiding: In this class, a watermark is exploited as a side channel to con-
vey addition information. It is generally applied in applications such as broadcast

monitoring and device control.
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1.2.1 Owner Identification

Owner identification is typically achieved using a copyright notice of the form “Copyright
date owner” (or “© date owner”), and “@ date owner” for visual works and phonorecords
embodying a sound recording, respectively '. However, a textual copyright notice has several
drawbacks for identifying copyright ownership. The most obvious disadvantage is the ease
to intentionally or unintentionally remove the visible copyright notice. Hence, embedding an
imperceptible and robust watermark is likely to be far more superior for owner identification
than a visible textual copyright notice. Furthermore, the embedded watermark can be
easily extracted from a digital content, whether audio, video or images, to identify the
corresponding copyright owner. This is made possible by providing a user with a simple

watermark detector.

1.2.2 Proof of Ownership

A watermark can also convey certain information in order to not only identify the copyright
ownership but to also prove the ownership. In this case, a textual notice is irrelevant as
it can easily be forged by an adversary. This technique is commonly considered to resolve
a dispute between an adversary that steals or attempts to forge a digital content to claim
ownership and the legal owner of the original work. However, in such a scenario, proof of
ownership using watermarks can prove to be rather unreliable, making digital watermarking
a technology that is currently undependable to prove ownership in a court of law. This is due
to several reasons introduced in [1], where one significant problem is the wide availability of

watermark detectors to adversaries.

'Under Canadian and U.S. law, a copyright protection is automatically granted upon the creation of a
work. The copyright symbol is used as a reminder to the public that copyright exists in the work. It may
also serve for protection in other countries [21]
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1.2.3 Data Authentication

The wide range of sophisticated multimedia editing software tools currently available in
the high-tech market has made it easy to tamper with digital works. In consequence, the
detection of digital tampering has become a difficult and complicated task, which in turn
led to the desperate need of data authentication in order to validate the authenticity of
the digital content. A cryptographic approach can be exploited in order to answer this
problem, where a summary of the digital content is created and assembled into a digital
signature. In the case where the digital work is tampered with, the digital signature will be
modified, revealing that some sort of digital tampering has taken place. Digital signatures
are undesirable in certain cases as the information must always be transmitted with the
original digital data, from which it was created [1]. A more popular and often the preferred
approach, is to embed a watermark in the digital data, that is designed in such a manner
to become invalid with the slightest modification of the work. These type of watermarks
are referred to as fragile watermarks. In the case where small modifications to the work are

tolerated, semi-fragile watermarks are used.

1.2.4 Broadcast Monitoring

Broadcast monitoring is generally performed in order to reliably confirm that a transmission
over a television network or another medium has occurred. There are various techniques
to achieve this, some less automated than others. A less automated approach would be to
hire human observers to watch the broadcast content and collect the necessary information.
This method is however costly as well as inefficient as it is prone to errors. Conversely,
automated approaches can be taken, and they are divided into two different‘categories:
passive and active. Passive systems rely on a computer system that monitors broadcasts
and then compares the monitored content with a set of works stored in a database. A

potential problem of such an approach is the complexity involved to perform such non-trivial
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comparisons. Active monitoring on the other hand introduces additional information to the
original broadcast content in order to identify the transmitted work. It can be performed
using watermarking techniques, where the watermark is created such that it encompasses
information related to the broadcast content. It is then inserted in the actual broadcast

work in order to identify the transmitted content when necessary.

1.2.5 Fingerprinting

Fingerprinting (also known as transaction tracking), is a watermarking application in which
a different watermark is placed in each copy of the work in order to record and identify
each legal recipient. In the case where the work is misused or illegally redistributed, the
owner can then trace and identify the person requnsible. An example of watermarking for
fingerprinting is in the distribution of movie dailies, which is often achieved in Hollywood
movie studios. If a daily is leaked to the press, a studio can easily track the source and

identify the adversary [1].

1.2.6 Copy Control

Digital watermarking can also be used for copy control, generally achieved to prevent il-
legal action, such as copying or recording copyrighted material. Furthermore, watermark
insertion can prove to outperform traditional techniques (used to prevent illegal copying)
such as encryption, as a watermark is inserted within the digital content of the work, and
it is therefore present in the entire representation of the work. In the ideal scenario, every
fecording device should encompass a watermark detector in order to forbid recording when-
ever a copying-prohibited watermark is detected. However, copy control mechanisms based
on watermarking schemes are not widely used due to a nontechnical problem: most recorder
manufacturers do not include watermark detectors in their recording devices, as it seems

to increase the manufacturing price and reduce the demand. The reduction in demand is



Introduction 9

mainly due to the fact that customers prefer recording devices with which they can produce
illegal copies. An obvious solution to this problem would be to enforce a law that would

oblige recorder manufacturers to include watermark detectors in their recording devices.

1.2.7 Device Control

Device control (also known as legacy system enhancement), similarly to copy control, is used
in various applications where a watermark is embedded in a device to convey or transmit
certain information. However, unlike copy control, it plays a valuable role as it enhances the
functionality of a device rather than reduce its value and restrict its use. An example of an
device control application is Digimarc’s MediaBridge system [22], which essentially inserts a
watermark into printed media, such as magazine advertisements. The digital content is then
recollected using a digital camera or a scanner, and the watermark is extracted to link the

data with an associated web site.

1.3 Importance of Human Perceptual Models

In digital watermarking, watermarks embedded in cover works are supposed to be imper-
ceptible and robust. This raises two significant questions. First, how does one embed a
watermark in such a manner that it cannot be perceived by the human eye? Second, how is
it possible to assess whether distortions introduced by inserting a wétermark are perceptible.
This is certainly a non-trivial task. However, the imperceptibility of a watermark should not
be evaluated using a rigid true or false approach, since the perceptibility of visual distor-
tions is greatly dependent on the perceptual abilities of an observer. This section discusses
some of the most important experimental procedures for measuring watermark impercep-
tibility. These techniques are divided into two categories, where one relies on subjective
_ and rigorous methods involving human observers, whereas the other follows an automated

algorithmic approach which essentially computes a measure of the perceptual distances be-
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tween watermarked and unwatermarked works. Furthermore, this section also introduces
various techniques used to exploit human visual models to perform adaptive, imperceptible

and robust watermarking.

1.3.1 Evaluating Watermark Imperceptibility

The imperceptibility criterion can be described using two slightly different types of percep-
tibility measures: fidelity or quality. Fidelity consists of a similarity measure between the
original signal and the processed signal (i.e. the original work and the watermarked work). A
reproduction of the original work is assigned a high-fidelity measure if it is almost identical
to the original. Conversely, a reproduction of the original work is assigned a low-fidelity
measure if it is distinct from the original. Quality, however, is a measure of the degree
of acceptability (or appeal) of the reproduced or watermarked work. Fidelity and quality
are both considered when designing a watermarking system. However, quality is the most
important measure of perceptibility in the case when a recipient of a watermarked work
does not have access to the original work. Conversely, when the recipient has access to the
original work, fidelity is in this case the primary focus when designing the watermarking
algorithm as the watermarked Work must be undistinguishable from the original work. A
method that is rarely used when evaluating both types of perceptibility measures involves
human observers. It is evident that different observers will have distinct perceptual abilities
and will consequently perceive visual discrepancies differently. The Just Noticeable Dz’ﬁer—
ence (JND) is a type of measure for evaluating the level of distortion that can be perceived
in one-half (or 50%) of experimental trials. An example for measuring perceptual variations
is the two alternative, forced choice (2AFC) [23]. In this method, an observer is presented
with two versions of a work: the original and the watermarked. The observer, uninformed
about the distinctions between the works, must choose the work with the higher quality. A

statistical analysis is normally performed in order to determine whether the watermark is
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imperceptible. For example, if the watermarked work is significantly similar to the original
work, 50% of the observers will choose the original image to have the higher quality, and
the remaining 50% of the observers will choose the watermarked imagve to have the higher
quality. This result, where 50% of the observers are correct, generally corresponds to zero
JND.

Another more general approach, commonly used to measure the quality, provides the
observers with more freedom in their choice of answers when examining a work. Rather than
simply stating which work has the higher quality, observers are requested to rate the quality
of the work under test. An example of such a scheme is based on the ITU-R Rec.500, which
defines a five-grade quality scale going from “excellent” to “bad” and a five-grade impairment
scale going from “imperceptible” to “very annoying”. This technique is commonly used
to evaluate the quality of a television picture [24], and has also been investigated in the
evaluation of image watermarking [25].

Although all of the techniques presented up to this point rely entirely on human ob-
servers, they can prove to demonstrate accurate results when evaluating the fidelity and/or
the quality of a work. However, they suffer from several drawbacks such as: they can be
very expensive, the observations cannot be repeated in most cases as different observers be-
have differently, and probably the most important reason, the tests cannot be automated.
An alternative automated approach relies on human perceptual models to measure fidelity.
Generally, a perceptual model is used to compute an estimate of the perceptual distances
between the watermarked and unwatermarked works. An example of such a technique was
proposed by Watson [26]. It consists of a human visual system used to provide an estimate
of the perceptual characteristics of all 8 x 8 blocks of an image. These estimates are then
gathered and used to compute a single estimate of the perceptual distance, Dyu:(co,Cw),
Where ¢o is an original image, and ¢, is the watermarked version of ¢q. This visual model

encompasses a frequency sensitivity table, two masking components based on luminance and
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contrast masking, as well as a pooling function used to compute the perceptual distance.
However, humans visual systems are rather complex to model, and their resulting perceptual
distance measures so far provided do not demonstrate a more precise advantage over simpler-
techniques [27].

A simple technique to measure the perceptual distance is the mean square error (MSE)

function defined as:

N

Dnee(orc0) = 3 S _(euli] = cofi)? | (1.1)

1

However, MSE is rarély used when an accurate perceptual evaluation of a watermarking
system is required as it can easily underestimate or overestimate the perceptual distance be-
tween two works [28, 29]. The most widely used distortion measures in digital watermarking
are the Signal to Noise Ratio (SNR) and the Peak Signal to Noise Ratio (PSNR) which are

defined as follows:

N N

Dsnr(corcu) = Y cplil/ Y (culil — cold])’ (1.2)

i )

Dpsnr(Co, ) = 10 - logy, (m}\a}x 2[3]/ Dynse(Co, Cw)) (1.3)

These distortion measures are popular due to their simplicity, however their primary draw-
back is their inability to properly model human vision. In consequence, high fidelity is not
guarantied if a small distance is obtained when computing the difference between the original

and watermarked works.

1.3.2 Watermarking using Human Visual Models

Watermarking systems often use the information about the cover work in order to improve
the watermark embedding performance. This type of Watermarking also referred to as wa-~

termarking with informed embedding is very desirable as it can yield perfect effectiveness
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(zero false negative rate). In image watermarking, effective informed embedding is generally
achieved by taking advantage of the characteristics of human visual models. These models
are used to perform imperceptible and robust watermarking by taking advantage of the per-
ceptual characteristics of the image. Moreover, some of the simplest perceptual model based
watermarking techniques perform the watermark insertion in the perceptually least signifi-
cant components of the image in order to minimize the possible degradation of the original
work and in turn enable transparent watermarking. In other words, a watermark with a
low signal amplitude is selected and it is embedded into the low-order components of the
image. However, watermarks embedded in this fashion are significantly ineffective as they
can be easily removed or altered through basic signal processing or geometric attacks. This
issue has motivated the use of sophisticated visual models to perform robust and transparent
watermarking.

A significant amount of research has been achieved in the literature to model human vi-
sual systems (HVS) and to understand their response to frequency and luminance variations.
Visual models encompass three types of frequency response: spatial frequencies, spectral fre-
quencies and temporal frequencies. Spatial frequencies are commonly perceived as patterns
or textures, whereas spatial frequency sensitivity is the eye’s sensitivity to changes in lu-
minance. Moreover, the human eye is most sensitive to luminance variations at mid-range
frequencies and the sensitivity declines at lower and higher frequencies. Furthermore, the
eye sensitivity is also affected by the orientation of different patterns, as it is very sensitive
to lines and edges with horizontal or vertical orientations, and it is less sensitive to lines and
edges with varying slopes [30, 31, 32]. Spectral frequencies on the other hand are perceived as
colors, whereas temporal frequencies can be used to describe the eye’s sensitivity to motion.

A variety of image watermarking techniques have been suggested where the frequency
sensitivity of human visual models is investigated in order to guaranty the imperceptibility of

the watermark. Most of these proposals use frequency domain techniques such as DCT, DFT
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and DWT, and add the watermark into the transformed components of the image. More
sophisticated and refined techniques have also been introduced which take full advantage of
the HVS characteristics including its sensitivity to luminance and texture variations as well
as other masking capabilities, which are used to hide or mask a signal with the presence of
another. Human visual models with such characteristics have primarily been used to perform
image-adaptive watermarking. This technique relies on an HVS to adjust the watermark
embedding strength in different areas of an image while maintaining a fixed fidelity. This is
a challenging task since by increasing the embedding strength, the robustness of the system
will also increase at the cost of increasing the embedding distortion resulting in a more
perceptible watermark, which in turn causes a loss of fidelity. Therefore the HVS is exploited
to control the tradeoff between watermark robustness and its imperceptibility. Moreover,
the ultimate goal is to perform image adaptive watermarking by maximizing the energy
of the watermark signal in different areas of the work, without increasing the perceptible

degradation of the watermarked image.

1.4 Basics of Fuzzy Theory

Fuzzy theory relies on mathematical concepts to define what is called fuzziness, a notion
which reveals the aspect of uncertainty. Fuzziness generally refers to the ambiguity that is
commonly found in our daily linguistic expressions, such as “tall person”, “low temperature”
and “old person”. Up until recently, probability theory had been the only mathematical
approach to provide an approximate measure of uncei"tainty [33]. However, probability
provides a measure of the degree of certainty based on the occurrence of an event. Conversely,
fuzziness expresses a much more common measure of uncertainty as it attempts to mimic
human thinking and intelligence. The most general terms of fuzzy theory are fuzzy set
theory and fuzzy logic. Both rely on the concept of fuzziness, however fuzzy set theory

introduces fuzziness in a specific manner as it exploits the concept of sets, whereas fuzzy
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logic extends fuzzy sets and incorporates it into a framework of multivalued logic. The
applications of fuzzy logic and fuzzy set theory has expanded to various areas such as signal
analysis and interpretation, controls applications, as well as in research related to scheduling
and optimization. Refer to [34, 35, 36, 37, 38] for additional applications. In this section, a
concise introduction of fuzzy sets is first provided and it is compared to traditional classical
(crip) sets. A general description of membership functions and linguistic variables is then
presented. Lastly, fuzzy if-then rules are illustrated along with a brief introduction of fuzzy

reasoning.

1.4.1 Fuzzy Sets

A fuzzy set is defined as a generalization of a classical set (also known as a crisp set or -
standard set). The former is a set without a fix boundary whereas the latter is a set with
a clearly defined boundary whose membership function only takes on two values, zero and
unity. Moreover, fuzzy sets are generally used when a gradual transition from “belonging
to a set” to “not belonging to a set” is required. This smooth transition is characterized by
membership functions used to provide fuzzy sets the flexibility required to model commonly
known linguistic expressions, such as “the water is cold” or “the temperature is low”. More-
over, a membership function provides a basic measure of the degree of likeliness or similarity
(also known as the extent or grade) of a fuzzy set to an element in the universe of discourse.
The universe of discourse is the range in a continuous space, of all possible values for.an
input to a fuzzy system. Also, membership functions are defined in greater detail in the
next subsection. Furthermore, a fuzzy set A in universe of discourse U is defined as a set
of ordered pairs of a generic object z and its corresponding membership function grade, as

follows:

A={(z,pa(z)) | x € U} (1.4)
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where the membership function p4(x) associates each element z in U to a membership grade
(or a degree of membership) in the range [0,1]. In order to clearly illustrate how a fuzzy set
can be specified using a membership function, let’s consider the often unclear observations
or opinions when dealing with the height of human beings. Height of humans can be viewed
differently from different perspectives. For example, height may vary by culture or age. A
person that’s considered tall in one culture might be perceived as average or short in another.
The fuzziness of different perspectives is therefore evident as the opinions of different people
from varying backgrounds, cultures or age groups may differ significantly. Consequently, this
can be illustrated as in Fig. 1.3, where U = Height(cm), and the fuzzy sets are “Short”,
“Average” or “Tall” that are characterized by membership functions fighers(Z), faverage(Z)

and prqy(z), respectively.
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Figure 1.3: Membership functions of the fuzzy sets in which people are considered “Short”,
“Average” or “Tall”.

It can be seen from Fig. 1.3 that there are two basic attributes that control the fuzzy
sets. First, the horizontal axes which represents the universe of discourse which corresponds
to the entire set U and it is usually called the support set of the fuzzy set, or simply
the support. Furthermore, the vertical axis, is the membership function, with which the

degree of membership can be depicted for each element [33]. For example, the membership
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function paverage(x) would typically be interpreted as the age value around the middle,
however, the grade of about 160 cm or 180 cm can vary subjectively depending on each
person’s perspective. Fuzzy sets are therefore seen as being subjective, as opposed to the

aforementioned classical sets which are very objective.

1.4.2 Fuzzy Membership Functions

As aforementioned, a fuzzy set is uniquely characterized by its membership function (MF).
Furthermore, a MF i provides a membership grade between zero and one that defines the
degree to which an element z of a set X (or of the universe of discourse U) is included in this
subset. Membership functions can be assoéiated with various shapes, the most commonly
used shapes however are triangular, trapezoidal and Gaussian. In order to define a MF in
a concise manner, a mathematical approach is often used. A triangular MF can be defined

using three parameters a,b,c as follows:

(0, z < a,
T—a
, a<z<hb,
triangle(z;a, b, c) = 4 g:% (1.5)
DR b§$.§07
c—b
A c<z

where the parameters a, b and c specify the horizontal z coordinates of all three corners of the
triangular MF. In Fig. 1.4(a), an example of a triangular MF is shown were the coordinates
a, b and c are set to 0, 30 and 60, respectively.

Furthermore, a trapezoidal MF can be defined using four parameters a,b,c and d as follows:

( 0, z < a,
T —a
, a<z<bh
b—a
trapezoid(z;a,b,c,d) = < a, b<z<gc, (1.6)
d—x
<z<d
i—¢ ¢=%=%
L 0, d<z
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the parameters a,b, ¢ and d specify the horizontal z coordinates of all four corners of the
trapezoidal MF. In Fig. 1.4(b) an example of a trapezoidal MF is shown were the coordinates
a, b, ¢, and d are set to 0, 5, 30 and 60, respectively. Triangular MF's and trapezoidal MFs
are extensively used in various engineering applications due to their simple mathematical
representation and their computational efficiency. However, because the MFs are created
using linear segments, they don’t offer a smooth representation of the degree of membership
at the corner points specified by the parameters [39]. In addition, a Gaussian MF can be

specified with only two parameters ¢, and ¢ as it is shown below:

1 (x - 0)2
gaussian(z;c,0)=e 2\ o /| (1.7)

where ¢ denotes the MF’s center and o represents the MF’s width. In Fig. 1.4(c) an example
of a Gaussian MF is shown were the coordinates ¢ and o are set to 30 and 10, respectively.
Gaussian MFs have become significantly popular for specifying a fuzzy set. This is due
to their immense use in probability and statistics. Although Gaussian MFs can achieve
tremendous smoothness, they are incapable of defining asymmetric MFs which are of great
relevance in various applications. Asymmetric MFs can be specified using sigmoidal functions
as it is shown in [39]. Sigmoidal MFs will not be discussed as they are beyond the scope of
this thesis.

The choice of the shape of a membership function is commonly done arbitrarily by a fuzzy
system designer. However, in more recent fuzzy logic research, membership functions have
been developed using optimization procedures [40, 41, 42, 43]. The number of membership
functions depends on the application and the user. However, a tradeoff exists between effi-

ciency and computational complexity when specifying the number of membership functions.
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Figure 1.4: Examples of three classes of MFs: (a) Triangular MF, (b) Trapezoidal MF, (c)
Gaussian MF'.

1.4.3 Linguistic Variables

Linguistic variables were introduced as an alternative approach to represent and model hu-
man reasoning. In [44], Zadeh states the following: “In retreating from precision in the face
. of overpowering complexity, it is natural to explore the use of what might be called linguistic
variables, that is, variables whose values are not numbers but words or sentences in a natural
or artificial language”. This approach which is based on linguistic characterization is used
to summarize and express human thinking in terms of fuzzy sets rather than crisp numbers
which rely on a numerical characterization. A linguistic variable can be specified using the
following terms: z, T(z),U, G and M(s) [39]. The term z corresponds to the name of the
linguistic variable, T(z) is the set of linguistic terms or linguistic values of z which cover
the universe of discourse U, it is also known as the term set of x, G denotes a syntactic rule
used to generate the terms in T(z), and M(s) is a semantic rule which described a linguistic
value s.

Fig. 1.5 illustrates the use of linguistic variables and linguistic values and their association
with fuzzy sets. The univefse of discourse U is often associated with the linguistic variable.
In this particular case U = “Grade”. The linguistic variable Grade is partitioned into various

fuzzy sets whose MFs cover the continuous space U. The term set T'(Grade) is as follows:
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Figure 1.5: Membership functions of the fuzzy sets in which Grade is the linguistic variable
and “Bad”, “Good”, “Very Good” and “Excellent” are the linguistic values.

T(Grade) = {“Bad’, “Good”, “Very Good” and “Excellent”.}, (1.8)

where each term in T(Grade) is characterized by a fuzzy set of a universe of discourse U =
[0,100]. In addition, the words “Bad”, “Good”, “Very Good” and “Excellent” correspond-to
the linguistic values of the linguistic variable Grade. The syntactic rule in this case refers
to the approach taken to generated the linguistic values in T(Grade), whereas the semantic

rule specifies the MF associated with each linguistic value of the term set T(Grade).

1.4.4 Fuzzy Rules and Fuzzy Reasoning

A fuzzy rule (also called a fuzzy implication or a fuzzy conditional statement) is a general
proposition that is divided into a left hand side and a right hand side, where the left hand side
encompasses a set of conditions linked together through logical operators and the right hand
side contains the fuzzy end result. In consequence, fuzzy rules generally take the following

if-then form:

if xis Athenyis B, (1.9)
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where A and B are linguistic values specified by fuzzy sets, whereas z and y are input values
contained within the universe of discourses X and Y, respectively. The left hand side of
the if-then rule is commonly called the antecedent or premise, while the right hand side is
called the consequence or conclusion. Examples of if-then rules are very common in our daily

expressions, such as the following:

if the service is good, then the tip is generous.

if the temperature is cold, then the heater is on low.

if the snow is melting, then the temperature is high.

if the coffee is very hot, then don’t drink it.

Fuzzy reasoning (also known as approximate reasoning) is an inference technique that
relies on fuzzy if-then rules and already known information in order to derive appropriate
conclusions. A fuzzy modus ponens is a basic rule of inference based on two-valued logic of
which binary modus ponens is a special case. For example, let’s consider the case where A
and B are linguistic values and they are associated with “the temperature is cold” and “the
heater is on low”, respectively. Let’s consider the following fuzzy reasoning,

premise 1 (rule): if x is A then y is B

premise 2 (fact): xis A’

conclusion y is B'.
where = and y are elements and A, A’ and B, B’ are fuzzy sets in the universe of discourses
X, X and Y.Y, respectively. Consequently, if “the temperature is very cold”, it is also
true that “the heater is on very low”. Fuzzy reasoning and fuzzy rules involving multiple

antecedents will be discussed in further details in Chapter 3.

1.5 Contributions of Thesis

The contributions of the thesis are summarized as follows:
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A Dynamic Membership Function Engine (DMFE) is introduced that relies on the
statistical distributions of the input data set to accurately adapt a membership function

for any nonlinear input/output mapping.

A Dynamic Fuzzy Inference System (DFIS) model is depicted which incorporates the
aforementioned DMFE and takes on HVS-generated data as inputs to accurately ap-

proximate the relationship found between all properties of a human perceptual system.

The dynamic fuzzy logic scheme is exploited to provide a novel method to compute the
maximum possible watermark length that can be inserted in a cover image without
introducing visual degradation. Moreover, this logic is also used to determine the

adaptive watermark strength for each pixel in the cover image.

A novel predictive watermark embedding (PWE) technique is also presented. It relies
on the average power of the DCT coefficients in order to provide an accurate estimate

of the embedding regions in which the watermark insertion should be performed.

An automated test-bench is developed that relies on an exhaustive testing scheme to

generate a robust watermark that meets the desired user-specifications.

The presented work has been published in [45, 46]. However, in [45], a simplified version

of the proposed dynamic fuzzy logic scheme was introduced, and a binary watermark was

exploited instead of a real-valued sequence.

1.6 Outline of Thesis

In this chapter ‘a brief introduction of certain concepts in digital watermarking and fuzzy

theory was provided in order to equip the reader with the basic background knowledge re-

quired to understand the thesis topic. The remainder of the thesis is organized as follows.

In Chapter 2, a literature review of several image watermarking schemes is provided in order
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to familiarize the reader with previous works that dealt with spread spectrum techniques,
HVS-based watermarking as well as the application of fuzzy logic to perceptual watermark-
ing. In Chapter 3, the adaptive behavior of the proposed technique is then described using
a dynamic fuzzy inference system and a visual model. In Chapter 4, the proposed water-
marking scheme is depicted. In Chapter 5, the experimental results are presented to prove
the robustness and the imperceptibility of the generated watermark. Finally, in Chapter 6,
concluding remarks are provided and possible extensions and improvements to the proposed

method are also discussed.

1.7 Summary

This chapter has discussed the background information necessary for an adequate undér—
standing of this thesis. A generic watermarking system which essentially incorporates a
watermark embedder and a detector was first presented along with a brief introduction to
spatial and frequency domain watermarking. It was mentioned that the robustness and the
imperceptibility of the watermark is essential for a well-designed watermarking system. In
addition, several possible applications of watermarking have been discussed and they were
classified into three categories: copyright control, content validation and information hid-
ing. The imperceptibility criterion was discussed and its association with human perceptual
models. Finally, a concise description of fuzzy theory was presented, in which we defined

fuzziness as a common measure of uncertainty as it attempts to mimic human thinking.
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Literature Review

The goal of this chapter is to familiarize the readers with several image watermarking schemes
that have been suggested in literature during the past few years. The proposed approach
extends some of these techniques in many ways as it will be discussed in Chapters 3 and 4.

This chapter begins with a concise introduction to spread spectrum techniques and its
applications to digital watermarking (Section 2.1). Section 2.2 describes several important
schemes that perform perceptual image watermarking using visual models. Finally, Sec-
tion 2.3 gives a brief description of some of the most recent watermarking techniques that

rely on fuzzy logic schemes to perform adaptive image watermarking.

2.1 Spread Spectrum Watermarking Techniques

Spread spectrum watermarking was suggested by Cox et al. in [8, 9]. This method is
analogous to spread spectrum radio communications, a technology used by the military in
order to resist against jamming and interference. This technique is characterized by a narrow
band signal that is distributed (or spread) over a much wider band of frequencies. The
process used to spread the signal is kept confidential and known only by the transmitter and
the receiver [1]. Spread-spectrum communication theory was found to be an appropriate
technique for watermarking as it enables the watermark signal to be spread with a low

amplitude but in a wide enough spectrum to hold sufficient signal energy for it to be detected.

24
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The spread spectrum based digital watermarking technique was initially introduced in
[8]. Their scheme was primarily for image watermarking, however, with minor modifications,
it could be extended to secure audio, video and other media. It relies on embedding an in-
dependent identically distributed watermark that consists of random numbers that follow a
Gaussian distribution according to N(0,1) (where N(u, 02) corresponds to a normal distri-
bution with mean u and variance 02). They argue that a watermark should be inserted in a
spread-spectrum-like fashion into the perceptually most significant components of the data.

In addition, they illustrate the watermark insertion process as follows:

Vi =Vi+ow; (2.1)

V) = Vi(1 + aw;) (2.2)

Vi =Vi(e™), (2.3)

where V; denotes the selected coefficients into which the watermark W = wy, ..., w, is
inserted in order to produce the watermarked work V' = V/, ..., V. Furthermore, the

parameter o denotes the watermarking strength. It is evident that Equ. (2.1) is always
invertible, whereas Equ. (2.2) and (2.3) are invertible if V; # 0. However, Equ. (2.1)
may not be appropriate when the V; coefficients vary significantly. Conversely, watermark
insertion methods based on Equ. (2.2) and (2.3) proved to be more robust against strong
variations in V;. However, this scheme does not rely on a human perceptual system in order
to identify the perceptually significant components of an image. The watermark insertion
is performed into the coeflicients of the transform matrix with the highest magnitude. This
does not guarantee that the watermark will be placed in the low-frequency components of the
image. Thus, for certain images, the algorithm may prove to be vulnerable against signal

processing attacks, such as low-pass filtering and lossy compression as well as geometric
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attacks such as image scaling. In addition, the selection of adaptive watermarking strength
and watermark length parameters were not discussed, as constant values were used.
Although spread spectrum based watermarking has been exploited for almost a decade
now, it remains a popular technique to perform digital watermarking of images [47, 48}, audio
[49, 50] and video [51, 52]. In the next subsections, a concise introduction of several spread
spectrum based techniques will be provided, in which it is illustrated how this approach can

be improved using accurate human perceptual systems.

2.2 HVS-based Watermarking Techniques

As aforementioned, perceptual watermarking schemes take advantage of the characteristics
of a human perceptual system in order to modify the information without causing perceptible
changes in the original work. The applications of such HVS models to image watermarking
has been proposed by various authors.

In [10], Huang and Shi propose an adaptive image watermarking algorithm based on a
HVS model which incorporates both luminance and texture masking. This scheme relies on
a block classification method in order to adaptively set the watermarking strength applied
to different 8x8 blocks of an image during the watermark insertion process. The blocks
are classified into three classes: dark and weak texture (class 1), bright and strong texture
(class 2), and other conditions (class 3), where each class is assigned a specific watermarking

strength value. The embedding process is achieved in the DCT domain as follows:

Vi(z,y) = Vi(z,y) + apw, (2.4)

where 3k < i < 3(k+ 1) and (z,y) € {(0,1),(1,0), (1,1)}. Also, ay is the adaptive water-
marking strength for the k’th 8x8 block of the image. There are several drawbacks to this
scheme. The most important is that the block classification method does not take full advan-

tage of the HVS as the watermarking strength components can only be set to three possible
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values. Furthermore, the embedding is limited to the first three low-frequency AC compo-
nents in each block. This does not ensure that the watermark insertion will be performed in
high magnitude DCT coefficients, which could result in watermarked images with low Peak
Signal to Noise Ratio (PSNR) and little resilience to signal processing and geometric attacks.

In [53], Podilchuk and Zeng propose an image-adaptive watermarking scheme in which
they exploit visual models commonly used in image compression techniques. The percep-
tually based watermarking method can be performed in both the DCT or DWT frequency
domains. Their approach relies on Watson’s visual model [26] that take into account the
frequency sensitivity, the local luminance sensitivity as well as contrast masking. Their
watermark is defined as a sequence w = wy, ws, -+ ,w,, that is generated from a normal
distribution with zero mean and unit variance, where n; corresponds to the length of the

watermark for an image I determined by their visual model. The DCT domain based wa-

termark embedder is defined as follows:

(2.5)

c : c

V/ _ Vx,%k + tm,y,kw-%yak’ Zf ‘/'m)ysk > t:z:,y,k’

z,yk .
Vawko otherwise.

where V, , . denotes the DCT coefficients, Vxl,y, . refers to the watermarked DCT coefficients,

C

Wzyk is the adaptive watermarking strength, and ¢ .

is the contrast masking threshold

that defines the Just Noticeable Difference (JND) and it is described as,

toy s = [tz g Vol 27 (85 ) ), (2.6)

z,Y,

where tﬁ’y’k is the local luminance masking, w,, is & number between one and zero and may
be different for each frequency coefficient. In their scheme, w,, = 0.7. The primary weakness
of this method is the approach taken when performing the watermark insertion. First, they
do not limit the watermark insertion to only the perceptually significant parts of the image.
In addition, their method generates significantly weak image-adaptable watermarks when the

characteristics of the original images are fairly uniform. Furthermore, the JND threshold for
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each DCT coefficient is generated independently of the other coefficients in the same block
k. This in turn demonstrates that their visual model is not accurate and does not adapt to
the local characteristics of each block of an image.

Podilchuk and Zeng’s scheme was however extended in [54] by Suthaharan et al., where
the HVS was improved using an entropy masking model which takes into account the
excitatory-inhibitory interaction between pixels. In addition, they exploit a bounded nor-
mally distributed watermark in order to avoid any degradation of the watermarked image

that could be due to pixel values exceeding the JND threshold.

2.3 Image Watermarking using Fuzzy Logic

As aforementioned, fuzzy logic techniques have been used in a wide range of applications,
including digital image and signal processing, computer vision as well as control systems.
However, fuzzy theory has been scarcely investigated in the field of digital watermarking.
Only recently, basic fuzzy logic approaches have been examined a little in the literature to
perform efficient perceptual watermarking.

In [7], Wu and Xie propose an image watermarking technique that relies on a fuzzy
clustering algorithm and a human visual system to adapt the watermarking strength with
respect to the original image. The adaptive strength for each block is determined using a

fuzzy c-means (FCM) algorithm, as follows:

ar = FCM(fy), (2.7)

where f is a feature vector that serves as an input to the FCM algorithm and it is computed
based on the brightness and texture sensitivities extracted from the image using the visual
model. FCM is a data clustering technique used to map each data input to a cluster depend--
ing on some degree that is specified by a membership grade. Furthermore, The watermark

insertion is performed in high magnitude DCT coefficients of selected 8 x 8 blocks. The em-
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bedding is however limited to the middle frequency range of the image, which restricts the
size of the watermark and its robustness against signal processing attacks, such as low-pass

filtering. The embedding process is described as,

!

ok = Veye(L+ B ag - wey i), (2.8)

where o4 is the adaptive strength for a selected block k, and (8 is a scaling factor. Fur-
thermore, binary watermarks are used in this scheme, making it less resistant to tampering
attacks, such as collusion. Moreover, this method does not consider the maximum possible
length of the watermark, and the watermarking strength o is computed for every block,
rather than for each pixel. In addition, clustering algorithms are computationally intensive,
making them impractical for real-time applications, such a real-time digital watermarking.

In [6], Lou and Yin propose an adaptive watermarking algorithm based on fuzzy logic
techniques. This scheme is similar to our own proposal as it introduces a Fuzzy Inference
System (FIS) to extract the human knowledge using a HVS. Their HVS model encompasses
four different properties: luminance sensitivity, texture sensitivity, entropy sensitivity as well
as frequency sensitivity. Furthermore, the fuzzy logic approach is used in order to determine
the different strengths and lengths of a watermark based on the local characteristics of a
specific image. Their watermark insertion process is performed as follows,

/

ek = Veui(l+ 0gyrWeyr), for r(z,y) = Ry, (2.9)

where o, i, is the adaptive strength of watermark w, y , of the k’th 8 x 8 block of the original

image, whereas R, consists of the n coeflicients selected when inserting the watermark in

the k’th block. It is described as follows:
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Rﬂk = {Tk(132)17/rk'(271)27rk(371)377./6(272)47

T,(1,3)s5, Tr(1,4)6} (2.10)

However, this scheme relies on a static FIS model, resulting in a poor representation of the
relationship found between the visual characteristics of certain images (such as brightness
and texture). In addition, similarly to Huang and Shi’s method, this scheme presents an
important drawback in the watermark insertion process. Although the watermark inser-
tion is performed adaptively in the low-frequency range of the image, the high magnitude
DCT coeflicients are not considered. As aforementioned, this can significantly impact the
robustness and the imperceptibility of the watermark.

In the undertaken system, we make use of a simplified human perceptual system and we
demonstrate that an accurate modeling of a fuzzy inference system and its fuzzy membership
functions can smoothly represent the relationship found between the properties of a HVS
model. Moreover, the watermarking strength values are accurately determined even when the
characterized of the cover image are quite uniform as it will be demonstrated in Chapter 5.
In addition, we introduce an predictive watermark embedding (PWE) algorithm that exploits
the aforementioned DFIS model in order to insure that the watermark insertion process is
accurately performed in low-frequency and high magnitude DCT coefficients, while insuring

that the watermark remains robust and imperceptible.

2.4 Summary}

This chapter has presented several image watermarking schemes that can be classified into
three categories: spread spectrum watermarking, HVS-based watermarking, and image wa-
termarking using fuzzy logic.

First, spread spectrum watermarking was described and it is based on spread spectrum
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communication theory. This technique enables a watermark signal to be spread with low
amplitude but in a wide enough spectrum to hold sufficient signal energy for it to be de-
tected. Furthermore, it was demonstrated that HVS have been widely used in watermarking
systems in order to perform imperceptible watermarking without degrading the quality of
the cover work. Finally, fuzzy logic has been investigated in the literature to perform efficient
perceptual watermarking. It can better depict the local characteristics of the image, which

in turn enables an improved approach to performing adaptive image watermarking.



Chapter 3

A Novel Approach to Refining
Human Visual Models using a DFIS

The first two chapters of this thesis have discussed the field of image watermarking at a fairly
general level. We believe that it is essential for the readers to be familiarized with digital
watermarking and fuzzy logic techniques in order to understand and fully appreciate the
proposed work. With the present chapter, we begin a detailed description of the novel image-
adaptive watermarking technique. The proposed algorithm encompasses several independent
modules that are interconnected to achieve a desired output.

The goal of this chapter is to introduce the readers to the primary components that
enable the adaptive behavior of the watermarking algorithm. Section 3.1 describes the basic
model of the human visual system exploited in the proposed scheme. A basic visual model
(rather than a more sophisticated HVS) has been used in order to clearly demonstrate the
perceptual improvements the suggested dynamic FIS can achieve. In Section 3.2, the DFIS
model is introduced and a detailed description of its components is also provided. Although
an attempt is made to generalize the DFIS architecture, the main focus is however on its
application to image watermarking. Finally, in Sections 3.3 and 3.4, we illustrate how the
DFIS is used in order to compute the adaptive watermarking strength and watermark length,

respectively.

32
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3.1 The Human Visual System

The HVS model used in this project was suggested in [26] and [55], and it employs the general
form and breaks it up into three different properties that are used when generating the DFIS.

This model is also used throughout the watermark embedding and detection schemes.

1. Luminance sensitivity (Ly): The brighter the background, the lower the visibility of
the embedded signal. Therefore a longer and a stronger embedded signal can be used.

The luminance sensitivity is estimated by the following formula:

5
Ve
Lp= |22k ) 3.1

where Vpc, is the DC coefficient of the DCT of the k’th block, V pe is the mean value

of all Vpe coefficients of a specific image, and + is set to 0.649 to control the degree

of luminance sensitivity.

2. Texture sensitivity (T ): The stronger the texture, the lower the visibility of the embed-
ded signal. Therefore a longer and a stronger embedded signal can be used. Texture
sensitivity can be estimated by quantizing the DCT coeflicients of an image V using
the JPEG quantization table (Q). The result is then rounded to the nearest integers.
The number of non-zero coefficients is then computed. This method can be estimated

by the following formula:

N
T, = Z cond(

z,y=1

Q(z,y)

g o

where cond(R) takes the rounded value of R and returns ‘1’ if the value is not equal

to zero, ‘0’ otherwise. Furthermore, (z,y) represents the location in the k’th block.
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3. Frequency sensitiwity (F},): Tt can be defined as the response of a human visual system
to variations in the frequencies of stimuli [1]. Moreover, according to the human
perceptual system, the human eye is more sensitive to variations in low frequencies
than it is to higher frequency components. In this model, the frequency sensitivity is

represented by the luminance JPEG quantization table shown in Fig. 3.1.

16 11 10 16 | 24 | 40 | 51 61

12 12 14 19 26 58 60 55

14 13 16 | 24 40 | 57 | 69 | 56

14 17 [ 22 | 29 | 51 87 | 80 | 62

18 [ 22 | 37 | 56 68 | 109 | 103 | 77

24 | 35 | 55 [ 64 | 81 | 104 | 113 | 92

49 | 64 | 78 | 87 [ 103 | 121.| 120 | 101

72 | 92 | 95 | 98 (112 | 100 | 103 | 99

Figure 3.1: Frequency sensitivity which corresponds to the JPEG quantization table.

3.2 The Dynamic Fuzzy Inference System Model

Fuzzy inference systems are widely used computing frameworks and they are based on con-
cepts of fuzzy set theory, fuzzy if-then rules and fuzzy reasoning [39]. They are recognized
to provide a simple fuzzy logic approach in order to perform the mapping from a given input
to an output without the use of conventional mathematical models. The simplicity of the
design procedure of such systems has made them a dominant attraction in a wide variety of
fields such as automatic control, data classification, decision analysis, expert systems, and

computer vision [56, 33, 57].
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Figure 3.2: DFIS model

The proposed DFIS model is based on Mamdani’s fuzzy inference method [58]. It en-
compasses five conceptual components, as illustrated in Fig. 3.2: A fuzzifier, a dynamic
membership function engine module, a fuzzy rule base, a fuzzy inference engine as well as
a defuzzifier. First, the fuzzifier transforms crisp inputs into fuzzy sets. The fuzzy rule
base module on the other hand, is used to store a selection of fuzzy rules. Furthermore,
the dynamic membership function engine provides the system with adaptive Capabilities in
order for the DFIS to not only incorporate human expertise in the form of fuzzy if-then
rules but also fine-tune the membership functions according to a desired input-output data
set. Moreover, the fuzzy inference engine is a generic control mechanism that exploits the
fuzzy rules and the fuzzy sets that represent task-specific data to reach a certain conclusion.
Finally, the defuzzifier converts the fuzzy sets into crisp output data. A detailed description

of the DFIS components is provided in the following subsections.
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3.2.1 Fuzzifier

The fuzzifier determines the degree of membership of the input values to defined fuzzy
sets. A fuzzy set is characterized by a membership function, which maps each element
of the universe of discourse to a membership grade between 0 and 1. In the case of the
aforementioned human perceptual system, the input linguistic variables are associated with
the image dependent part of the visual model, which correspond to the luminance sensitivity
(Lg) and the texture sensitivity (7%). The frequency sensitivity (Fy) describes the human eye
sensitivity to various frequencies and is independent of the image content, it is therefore only
considered following the defuzzification process. The output linguistic variable is the inferred
value associated with the watermarking strength (S;). The term sets T(-) of the linguistic

variables correspond to the sets of their linguistic values and are described as follows:

T(Ly) = {bright, lightly dark, dark}, (3.3)

T(Ty) = {rough, slightly rough, rough}, (3.4)

T(Sy) = {very small,slightly small, slightly

large, medium large, very large}. (3.5)

Furthermore, each term in T'(Wy) and T'(S), where Wy, = {z|z = Ly, Ty} , is characterized
by a fuzzy set of a universe of discourse X = [0,p] and X = [A,E], respectively, as it is
illustrated in the fuzzy system shown in Fig. 3.3, generated by the dynamic membership

function engine and used throughout the watermarking scheme.
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Figure 3.3: Dynamic membership functions and mapping of their input/output variables to

fuzzy sets.
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Figure 3.4: Dynamic membership function engine architecture

3.2.2 Dynamic Membership Function Engine

38

The dynamic membership function engine (DMFE) has been implemented in order to ap-

proximate with great accuracy the relationship established between all the properties of the

human perceptual model. Distinct input membership functions are dynamically generated

for every image prior to the watermarking process. Although the membership functions used

in this scheme consist of triangular and trapezoidal functions, they are not restricted to these

shapes. This is made possible as the DMFE can be adjusted in such a manner to accurately

adapt a membership function for any nonlinear input/output mapping, provided that an
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initial approximate membership function is presented along with an appropriate number of

fuzzy if-then rules.

The DMFE is modelled as in Fig. 3.4 and can be described as follows:

On = |

N _ 2
. \/Zk=1(Wk ¢) , if Wi isnd;

, otherwise.

Bn=C-—K1n'0’n

Dn:C+KQn'Un

(3.10)

(3.11)

The membership function engine depicted in Fig. 3.4 attempts to adjust the fuzzy mem-

bership functions in such a manner to accurately model the distribution of the input data.

When an input data range varies significantly, the fuzziness of the corresponding member-

ship function is increased. Conversely, when the variation of the input data is small, the

fuzziness of the membership function is reduced. To illustrate this process, the general case

is presented in Fig. 3.5. The number of approximate membership functions exploited to

model the distribution of a data set, generally relies on the level of variation of the input
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Degree of Membership {p)

Figure 3.5: The general model used to demonstrate the dynamics of the membership func-
tions.

data as well as the required precision. Consequently, an analysis of the statistical deviation
of the data is considered in order to best model the fuzzy membership functions.

In order to describe this process, the variable A is first set to take the minimum value
computed for Wy, as it is illustrated in Equ. (3.6), where Wy = {z|z = Ly, T} and N is the
number of 8 X & blocks. In addition, to compute the value at point C, we calculate the mean of
W), of all 8x8 blocks of the image as defined in Equ. (3.7). Next, the variable E is compufed
as in Equ. (3.8), where maz corresponds the maximum value of W} computed from the
entire image. Subsequently, the deviation of the input data is estimated as in Equ. (3.9),
where the standard deviation is computed if the input data follows a normal distribution
(n.d.), otherwise, the Average Absolute Deviation (AAD) is evaluated. This approach is
followed bec‘a,use the AAD is less affected by extremes in the tails of a specific distribution,
making it a better candidate when computing the deviation for non-normally distributed
data [59]. Furthermore, A, is used in order to control the deviation of the input data among
the membership functions. Once o, is computed, variable B, and D, are calculated as in
Equ. (3.10) and Equ. (3.11), where K, and Ky, are used to further tune-up the position
of the membership functions, if necessary. In our system, K, = Kj, = 1.

In order to determine whether the input data follows a normal distribution, we make use
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of the kurtosis and the skewness measures, commonly used to compute the variability and
location of a specific data set [59]. The skewness is a measure of the asymmetry of a known
distribution around the sample mean, whereas, the kurtosis is a measure of the peakedness
~or flatness of the data relative to a normal distribution. From the histogram of a data set, it
~ can be observed that a distribution with high kurtosis tend to have a sharp peak around the
mean with heavy tales, whereas a distribution with a small kurtosis tend to have a flatter

peak near the mean. The kurtosis and the skewness measures are computed as follows:

N —
. i= (Xz ~X)?
kurtosis = Z(]i/ ) ) , (3.12)
N L _¥\4 s
skewness = iz (Xi — X) : (3.13)

(N —1)st
where X denotes the mean of the sample input data, s is the standard deviation, and N is
total number of Wy (luminance or texture) values extracted from the original image. The
skewness of a normal distribution or any other symmetrical distribution is zero, whereas the
kurtosis for a normal distribution is equal to three. Moreover, a small margin of error is
tolerated in this scheme when computing the skewness and the kurtosis, to permit a certain
flexibility when determining the distribution of a data set. The normal probability plot is
an alternative approach to determine whether a data set is normally distributed [59]. It is a
graphical technique where a set of data is plotted against a theoretical normal distribution.
In the case where the data set is normally distributed, the resulting points should form
a graph of an approximate straight line. A significant deviation of the points from the
straight line indicates a departure from normality. Although the skewness-kurtosis and the
normal probability plot methods can both be used to determine the normality of a specific
distribution, the latter was however exploited as it permits an automated approach to achieve

this goal.
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3.2.3 Fuzzy Rule Base

The fuzzy ruie base essentially contains a selection of fuzzy rules. It provides a knowledge
acquisition base that is of great relevance when building the fuzzy inference system. The
knowledge consists of a set of IF-THEN rules that can be given by a human expert or can
also be extracted from the linguistic description of the data. A fuzzy if-then rule generally

takes the following form:

IFX, = A AND X, = Ay, .. AND X, = A, THEN Y = B, (3.14)

where A;...A,, and B are linguistic values defined by fuzzy sets on universes of discourse
X and Y, respectively. In addition, it can be observed from the general if-then rule form
above, that each rule base has an antecedent (or premise) part as well as a consequent
(or conclusion) part. The antecedent part is a set of conditions linked together through
conditional (or logical) operators (i.e. AND, OR, NOT), whereas the consequence part
consists of the corresponding action.

In Table 3.1, the fuzzy rules associated with the fuzzy system generated by the aforemen-
tioned DMFE are illustrated. These rules are carefully depicted to best describe the desired
approximate behavior of our fuzzy system in order to establish an accurate relationship

between the image characteristics and the watermark embedding strategy.
3.2.4 Fuzzy Inference Engine

An inference engine is generally defined as a system that can give a conclusion (an out-
put) from a fact (an input) and a set of control rules (knowledge). In the case where the
knowledge includes fuzzy linguistic terms (or values) which are normally generated by the
aforementioned fuzzification process, it is referred to as a fuzzy inference engine. Moreover,

the fuzzy inference engine performs the rule evaluation process, which is divided into two
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Table 3.1: Fuzzy Inference Rules

Rule Number Rule Description

1 If (Luminance is dark and Texture is smooth)
then (watermark strength and length are very small)

2 - If (Luminance is dark and Texture is slightly rough)
then (watermark strength and length are slightly small)

3 If (Luminance is dark and Texture is rough)
then (watermark strength and length are slightly large)

4 If (Luminance is slightly bright and Texture is smooth)
then (watermark strength and length are slightly small)

5 If (Luminance is slightly bright and Texture is slightly rough)
then (watermark strength and length are slightly large)

6 If (Luminance is slightly bright and Texture is rough)
then (watermark strength and length are medium large)

7 If (Luminance is bm‘ght.and Texture is smooth)

then (watermark strength and length are slightly large)

8 If (Luminance is bright and Texture is slightly rough)
then (watermark strength and length are medium large)

9 If (Luminance is bright and Texture is rough)
then (watermark strength and length are very large)

separate tasks: the aggregation and the composition.‘ The aggregation process consists of
evaluating the antecedent part of each rule, whereas, the composition process consists of
evaluating the conclusion part of each rule. Furthermore, during the aggregation process,
the degree of membership (or truth value) for each rule is evaluated and then assigned as
the degree of truth to the consequent part. In addition, the min-max inference method was
used in order to determine the inference output when dealing with composite rules. It is
a common technique that can be depicted in two different steps. First, for each of the an-

tecedents, the minimum value of the membership function is determined for the input values,
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and subsequently applied to the consequent. A fuzzy set is then constructed from the union

of all the rules, using the maximum of the membership values previously determined.
3.2.5 Defuzzifier

The last step in the dynamic fuzzy inference system is the defuzzification of the output fuzzy
sets into crisp values. The defuzzifier is essentially used to determine the value that best
represents the information contained in the fuzzy set. The most widely used techniques
for defuzzification are the Center-of-Maximum and the Centroid-of-Area, also known as the
Center-of-Gravity technique. The latter approach is used in this scheme and it relies on the
gravity method to determine the center of gravity of the output fuzzy region. This is achieved
by .ﬁrst dividing the membership functions of each linguistic term at their corresponding
degree of membership. The divided areas are then superimposed and the weighted mean
of the fuzzy region is computed to determine the inferred output value. In this case, the
defuzzification process is described as follows:

N N
iy = ——Z”Tvl felin)in (3.15)

En=1 the(in )

where i, corresponds fo the overall crisp value obtained based on the relationship estab-
lish among the crisp input values (luminance and texture sensitivity), u. is the aggregated
resultant membership function of the output fuzzy sets and i, is the universe of discourse
corresponding to the centroid of p..

Although the centroid of area is the most commonly adopted defuzzification strategy
today, it is considered undesirable in certain real-time applications as the area calculation
under the membership functions of the output region is highly computationally intensive.

In Fig. 3.6, an example of a fuzzy system generated for a specific image is shown in
order to illustrate how the defuzzification process as well as the fuzzy inference mechanism

work. The example will demonstrate the process for only one 8 x 8 block of the image. Let’s
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assume that the extracted luminance value for this block is 0.6, whereas the texture value
is equal to 22. The luminance value maps into degree of membership values pi(siightiy rough)
= 0.6 and p(rougn) = 0.4, in the fuzzy sets slightly rough and rough, respectively. Similarly,
The texture value maps into degree of membership values figerk) = 0.7 and fi(stightiy bright) =
0.3, in the fuzzy sets bright and slightly dark, respectively. By associating these four degrees
of membership to the fuzzy rule base, four rules will be triggered: Rule 2, 3, 5 and 6. If we
first consider Rule 2, it states the following as it was illustrated in Table 3.1:

If (Luminance is dark and Texture is slightly rough) then (watermark strength and length
are slightly small)

As mentioned earlier, the degrees of membership are p(gore) = 0.7 and psiightiy rough) = 0.6.
Furthermore, the fuzzy AND of the two expressions consists of the lesser value. Therefore
‘the resultant degree of membership of the input condition for Rule 2 is pconprrron = 0.6.
Similar steps are followed in order to determine the resultant degree of membership for Rules
3, 5 and 6 as follows:

(Rule 2) p(siightiy smaiy = 0.6,

(Rule 3) pe(stightty targe) = 0.4,

(Rule 5) pi(stightty targe) = 0.3,

(Rule 6) t(medium targe) = 0.3.

These values are then evaluated to produce a crisp output value. This is achieved using
the aforementioned centroid technique as it is illustrated in Fig. 3.6. For Rule 4, the mem-
bership function of the fuzzy set slightly small is sliced off at the corresponding degree of
membership, ¢ = 0.6, and the centroid of the resulting area is computed and is equal to 1.
A similar approach was followed for the other three rules and the centroid values are 1.5, 1.5
and 2 for Rules 3, 5 and 6, respectively. The final inferred output was then obtained using
the defuzzification equation (Equ. (3.15)) as follows:

ik = ((0.6-1)(0.4 - 1.5)(0.3- 1.5)(0.3 - 2))/(0.6 + 0.4 + 0.3 + 0.3) = 1.41.
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3.3 Computing the Adaptive Watermarking Strength

As aforementioned, the DFIS along with a perceptual model are used in the proposed method
in order to determine the optimal weights for the DCT coefficients of all 8x8 blocks of an
image. The DFIS establishes a relationship between the luminance (L) and texture (7})
sensitivity, which correspond to the image’s dependent part of the visual model. This in
turn enables smoother control of the watermark adaptability with respect to the image’s
characteristics. The luminance and texture sensitivity values are therefore used as the input
data to the DFIS to determine the adaptive watermarking strength values and length of the
watermark for the cover image. The DFIS outputs (also known as the inference result) are
computed by means of the centroid defuzzification method, where the inferred value i, of a
‘specific block k of an image is calculated as in Equ. (3.15).

In order to compute the adaptive watermarking strength, the inferred value 4 is mul-

tiplied the frequency sensitivity (the image-independent part of the HVS) and by a scaling

factor 3 as it is depicted in the following equation:

gyl = Fx,y g /8 3 (316)

where oy, corresponds to the adaptive strength of a watermark at index (x,y) of the
k’th block of an image. Furthermore, F;, denotes the frequency sensitivity at index (x,y),
whereas (3 is a constant used to scale and adjust the generated watermarking strength values
for a specific image. It typically varies as 1 < 4 < 3. A high 8 value is commonly used to
increase the robustness of the watermark at the expense of possibly degrading the quality
of digital data. Conversely, a smaller 3 value generally refers to a not-so-robust watermark,

however preventing any visual degradation to the cover image.
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Figure 3.6: An example used to demonstrate the fuzzy inference procedure.

47



A Novel Approach to Refining Human Visual Models using a DFIS 48

3.4 Computing the Adaptive Watermark Length

The adaptive watermark length is determined similarly to the adaptive watermarking strength.
The luminance and texture sensitivity values are evaluated by the DFIS and the resultant
inferred values are used to compute the watermark length. This is achieved as in Equ. (3.17),

where the watermark length for each block & is computed as follows:

I = {ﬁ’“(lk) x n] , (3.17)
where i is the inferred value generated by the DFIS and 7 is a constant used to set the
maximum number of bits that may be embedded into an 8 x 8 block. In our scheme 7 is set
to 11. In order to insure that the watermark embedding process is achieved in low-frequency

components of the original image, n must then be set to a small value which in turn will

result in a small predicted embedding region as it will be explained in the following chapter.

3.5 Summary

This chapter presented the HVS and the DFIS model exploited in order to enable the adaptive
behavior of the watermarking algorithm. The HVS incorporates three different properties:
luminance sensitivity, texture sensitivity as well as frequency sensitivity. The DFIS relies on
a statistical method in order to approximate with great accuracy the relationship established
between all properties of the human perceptual model. Furthermore, it was determined that
the HVS-DFIS strategy can be used to compute the adaptive watermark length with respect
to the local characteristics of the cover image. Similarly the adaptive watermarking strength
can also be derived. In Chapter 4, we build on what has previously been depicted to provide

a concise illustration of the adaptive watermarking algorithm.



Chapter 4

The Proposed Watermarking Scheme

Image watermarking téchniques have been significantly studied in the past decade and many
methods have been investigated. The proposed Watermari{ing system extends Cox et al.’s [§]
spread spectrum watermarking teghnique to perform adaptive watermark embedding using
the aforementioned HVS-DFIS strategy. The goal of this chapter is to mainly introduce
the watermark embedder and the watermark detector of the proposed scheme and their
relationship to the rest of the system.

Section 4.1 introduces a predictive watermark embedding technique based on a math-
ematical model that provides an accurate estimate of the embedding regions in which the
watermark insertion should be performed. This in turn guaranties a secure and transparent
lwatermark. In Section 4.2, we illustrate the watermark detection process which essentially
“performs the reverse process of embedding the watermark to extract and identify the inserted
message. Finally, in Section 4.3, we demonstrate how the proposed image watermarking

scheme can be used to watermark color images.

4.1 The Predictive Watermark Embedding Process

A predictive watermark embedding algorithm is introduced that exploits the aforementioned
DFIS model in order to insure that the watermark insertion process is adaptively performed

in low-frequency (could be extended to mid-frequencies) and significant DCT coefficients.
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Figure 4.2: The zigzag sequencing technique used to register the DCT coefficients in an

ascending frequency order (lower to higher-frequencies).

The motivation behind this approach is to accurately predict the optimum size of the region
in which the watermark embedding should be performed while taking into consideration the
maximum number of bits that may be inserted in a specific 8 x 8 block of the cover image. In
addition, within each block, the algorithm insures that the watermark sequence is embedded
in the selected high magnitude DCT coeflicients defined within the aforementioned optimum
region. This enables an efficient watermark insertion process and in turn it insures that
illegal tampering of the watermarked image does not remove or transform the watermark
into another legitimate signature. The watermark embedding process, which encompasses
the PWE algorithm is illustrated in Fig. 4.1. The initial step consists of decomposing the
original image into non-overlapping 8 x 8 blocks and subsequently computing the DCT on
each block. Then, the DCT coefficients are registered using zigzag sequencing (shown in
Fig. 4.2), a technique commonly used in JPEG encoders.

Next, the perceptual analysis by the dynamic FIS is performed and the inferred val-
ues 1, the sub-watermark length [, and the adaptive weights oy, are generated for each
block k. Then, if the user desires to embed a predefined watermark, an optimal blocks se-
lection algorithm is performed in order to identify the finest 8 x 8 blocks of the image in

which the watermark insertion should be performed. This selection is based on the per-
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ceptual characteristics of each block. The optimal blocks module also generates an updated
sub-watermark length [,* to insure that the sum of all I.* values is equal to the provided
watermark length. Conversely, if a predefined watermark is not provided, a watermark with
a maximum length (the sum of all l;s) is generated. Subsequently, the [, (or [;*) most sig-
nificant DCT components within the frequency range Rj, are selected, where R; consists of

the optimum embedding region within a block k, and it is described as follows:
R, = {S]S5=[(0,1)1,(1,0)2,(2,0)3, (1, 1)a; .-, (@, Y)n, ]} (4.1)

ne=n-fr, | (4.2)
where ny is the size of generated embedding region, 7 is the maximum number of bits that
may be embedded in an 8 % 8 block and it can vary as 1 < n < 15. In order to compute the
embedding region factor f, we first determine the average power of the DCT coeflicients

within the first r lower-frequency components, which are registered using zigzag sequencing.

This is described as:

1
P, = - Z(V}:,y,k)Q , (4.3)
zy

where Py is the average power of a block k, and V,, ,  is the DCT coefficient at position (x,y)
in the k’th block of the cover image. Moreover, the magnitude of r is empirically derived
and it is directly dependent on the value of 7. In our scheme we set r equal to 20. The

embedding region factor f; is then computed as described below:

( 17 -Pk 2 tmam;

(Tmax _ 1)(Pk _ tmz’n)
(tmax - tmin) ’

fk =<¢ 1+ tmin S Pk < tmax; (44)

L Tnaas otherwise.
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where t,,;, and %,,,, are empirically derived threshold values, whereas T,,,; is the maximum
factor that respects that following condition n - fi < r. It is important to realize that for
small 7, the embedding region can be limited to the low-frequency components, larger values
of n however, might slightly extend the embedding range to the mid-frequency components.

Once the adaptive weights oy, x, the sub-watermark lengths [, (or I;*) as well as the
predictive embedding regions Ry are computed for all 8x8 blocks, the watermark embed-
ding algorithm is then performed to embed the predefined (or generated) watermark. In our
proposed scheme it consists of a random number sequence that follows the normal distribu-
tion N(0,1). Furthermore, the}watermark insertion is based on a spread-spectrum technique
introduced in [8] and can be described as:

/

2k = Vm,y,k: . (1 + gk wx,y,k), (45)

where Vx,y,k refers to the DCT coefficients of the position (x,y) of the £’th block, and oy &
is the selected adaptive strength for the watermark w, ;. Finally, the IDCT of each block

is performed prior to combining all blocks to generate the watermarked image.

4.2 The Watermark Detection Process

The watermark detection process essentially consists of the reverse process of embedding
the watermark. The initial step consists of decomposing the watermarked and the original
images into non-overlapping 8x8 blocks and subsequently computing the DCT on each
block. Then; the DCT coefficients are registered using zigzag sequencing. Subsequently, the
regeneration of the DFIS is performed to reproduce the inferred values i which are used to
compute the watermark length [;, for all blocks. The optimal blocks selection is recomputed
depending on whether an initial watermark was specified. The inferred values are then
multiplied by the frequency sensitivity and a scaling factor 8 to generate the watermarking

strength values which are passed to the watermark detection algorithm. In addition, the
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embedding regions R;, are recomputed from the DCT of the cover image prior to performing
the watermark extraction process. The watermark detection is then achieved and it can be

described mathematically by the following equation:

! _ (Vm{,y,k - ‘/:”,yyk)

wuk (Czyr Vayr)

w , (4.6)

where Vé,y,k is the DCT coefficient at position (x,y) in the k’th block of the watermarked
image. Furthermore, from w;’%k we can obtain the extracted watermark W’ by combining

all sub-watermarks as follows:

WI = U wzlr,y,k ’ (47)

k
where 0 < z,y < 8 and 0 < k£ < N, N being the number of non—overlépping 8 x 8 blocks of

the cover image.

The watermark correlation computation is subsequently performed as follows:

w'-w
W)

where sim is a similarity measurement between the extracted watermark W' and the orig-

sim(W', W) = (4.8)

inal watermark W. If the result is larger than a prédeﬁned threshold then the extracted

watermark is approved and therefore considered as correct.

4.3 Watermarking Color Images

The application of the proposed scheme to color images is rather simple as it is illustrated in
Fig. 4.4. First, the image is converted to YIQ, a color space formerly defined by the National
Television Systems Committee (NTSC), where I (stands for in—phase) and Q (stands for
quadrature) represent the chrominance information, whereas the Y component represents

the luminance information, which is essentially the grayscale representation of the image.
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Fig. 4.5 shows a color (RGB) version of the Baboon image and its grayscale counterpart
(which is the Y component extracted after converting the image from the RGB format to
the YIQ color space). Subsequently, the proposed algorithm takes the Y component as
an input and generates the watermarked version Y’. The Y’ is then combined with the 1Q
components of the original image and converted back to its original RGB format to finally
produce a watermarked color image of Baboon. Fig. 4.6 shows the grayscale watermarked
image of Baboon as well as its color (RGB) counterpart. The color image can thereafter be
converted to other formats, but it must by converted back to YIQ when the extraction of

the watermark is required.

4.4 Summary

In this chapter the proposed watermarking scheme was discussed, in which the HVS-DFIS
strategy along with a predictive watermark embedding scheme are exploited to accurately
perform the insertion and the detection of the watermark. The predictive watermark em-
bedding algorithm is used to compute the average power of the DCT components in order
to predict an accurate size of the regions in which the watermark insertion will be performed
in lower-frequencies and high-magnitude DCT coefficients. Furthermore, the watermark de-
tection process was exploited to extract the watermark from the watermarked work and
consequently perform a similarity measurement with the original watermark. The proposed
adaptive watermarking scheme is primarily design for gray scale images, it can however be
used for color images by simply converting the RGB image to YIQ format and subsequently

embedding the watermark in the Y component.
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I

Figure 4.5: The original RGB image of baboon (left) and its grayscale representation (right).

Figure 4.6: The grayscale watermarked image of Baboon (left) as well as its color (RGB)
counterpart (right).



Chapter 5

Experimental Results

In this chapter we present the experimental results achieved using 256 x 256 gray scale
images of Baboon, Cameraman, House and Cup shown in Fig. 5.1. The Peak Signal to Noise
Ratio (PSNR) was measured in order to evaluate the imperceptibility of the watermark
as well as the degradation of the watermarked images. Furthermore, several experiments
were performed in order to demonstrate the robustness of the algorithm under several signal
processing and geometric attacks. As aforementioned, the watermark in our proposed scheme
consists of a random number sequence that follows the normal distribution N(0,1) [46].
The proposed scheme was also tested using binary watermarks, as it was suggested in [45].
Binary watermarks are however not recommended as they are less robust to attacks based
on collusion of several independently watermarked copies of the same image. In addition,
we compare our experimental results to Cox et al.’s scheme [8], Huang and Shi’s scheme
[10], as well as Lou and Yin’s scheme [6] described in Chapter 2. In order to adequately
compare our results to Huang and Shi’s method, we modified their embedding process to be
performed as in Equ. (2.2). Furthermore, certain experimental results provided for Lou and
Yin’s scheme were extracted directly from [6] in order to make the comparison as accurate
and fair as possible. |

In Section 5.1, the adaptive watermark length and strength are generated and the im-

perceptibility criterion is evaluated for all test images in Fig. 5.1. Finally, in Section 5.2, the
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(¢) (d)

Figure 5.1: Original images of (a) Baboon, (b) Cameraman, (c) House, and (d) Cup.

robustness of the proposed system was also evaluated as the watermarked work was altered
using various attacks, including signal processing attacks such as lossy JPEG compression,
additive Gaussian noise, scaling, low-pass filtering and collusion, as well as geometric attacks

such as cropping and scaling.
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Table 5.1: Watermark Lengths for Images of Fig. 5.1.

Cox et al.’s Huang and Lou and Our

scheme Shi’s scheme  Yin’s scheme  scheme
Baboon 1000 3072 5032 7014
Cameraman 1000 3072 5309 7040
House 1000 3072 3636 5715
Cup 1000 3072 3161 5687

5.1 Adaptiveness and Imperceptibility of Watermark

5.1.1 The Adaptive Watermarking Strength

As aforementioned, the HVS and the DFIS combined were used to take advantage of the
perceptual characteristics of the cover image to determine the optimal weights for all DCT
coefficients. In consequence, a maximum strength watermark can be embedded while main-
taining the perceptual quality of the cover image. The adaptive watermarking strengths of
all 8x8 blocks for our scheme, Lou and Yin’s Cox, Huang and Shi’s scheme and Cox et al.’s
scheme are shown in Fig. 5.2(a), Fig. 5.2(b), Fig. 5.2(c), Fig. 5.2(d), respectively. In Cox
et al.’s scheme, a constant watermarking strength value @ = 0.1 was used. In Huang and
Shi’s scheme, the watermarking strength was assigned one of three possible values a3, as,
as, that were empirically derived for each test image. In Lou and Yin’s scheme and our
scheme, adaptive watermarking strength values were used. However, it is well demonstrated
that our scheme presents a clearer and a smoother representation of the adaptive watermark

weights.

5.1.2 The Adaptive Watermark Length

The watermark length was generated by means of the HVS-DFIS strategy as it was illustrated

in the watermark embedding and detection processes. It is achieved in such a manner
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Figure 5.2: Watermark strength values for each 8 x 8 block (ax) of all images shown in
Fig.5.1 using (a) Our scheme, (b) Lou and Yin’s scheme, (¢) Huang and Shi’s scheme, and
(d) Cox et al’s scheme.
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(d)

Figure 5.3: Watermarked images of the cover images shown in Fig. 5.1 using (a) Our scheme,
(b) Lou and Yin’s scheme, (c¢) Huang and Shi’s scheme , and (d) Cox et al’s scheme
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Figure 5.4: The difference images between watermarked images in Fig. 5.3 and the original
images in Fig. 5.1 using (a) Our scheme, (b) Lou and Yin’s scheme, (¢) Huang and Shi’s
scheme , and (d) Cox et al’s scheme .
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to generate the longest possible watermark that can be embedded without degrading the
quality of the cover image. Moreover, longer watermarks provide more robustness and higher
detection values at the expense of imperceptibility. This was discussed in [8], where it
was illustrated that in most cases (using the similarity measure presented in Equ. (4.8)),
longer watermarks tend to generate higher detection values when the watermark W and the
extracted watermark W' are related, without causing higher similarity values when W and
W' are unrelated (W’ is not the degraded version of W). The watermark lengths that can be
used by Cox et al.’s scheme, Huang and Shi’s scheme, Lou and Yin’s as well as our scheme
are illustrated in Table 5.1. Cox et al’s scheme and Huang and Shi’s scheme use a constant
watermark length of 1000 and 3072, respectively. Lou and Yin’s, similarly to our scheme, use
adaptive watermarks of lengths 5032, 5309, 3636 and 3161. The adaptive watermark lengths
in our scheme correspond to 7014, 7040, 5715 and 5687. Lou and Yin’s scheme and our
scheme demonstrate to nicely model the HVS’s properties as the length of the watermarks
accurately vary with respect to the image characteristics. The images in Fig. 5.1(a) and
5.1(b) are rough and relatively bright resulting in lengthy watermarks. Conversely, images
in Fig. 5.1(c) and 5.1(d) are significantly smooth and uniform resulting in short watermarks.
However, the improved image-adaptive nature of our watermarking scheme, results in longer

possible watermarks for all test images.

Table 5.2: PSNR Values of Watermarked Images of Fig. 5.3.

Cox et al.’s Huang and Lou and Our

scheme Shi’s scheme  Yin’s scheme  scheme
Baboon 37.9 38.0 37.6 38.2
Cameraman 39.9 39.4 40.2 40.4
House 39.8 40.3 41.4 41.6

Cup 40.1 39.14 40.4 41.0
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Figure 5.5: The watermark detector response to (a) Our scheme, (b) Lou and Yin’s scheme,
(c¢) Huang and Shi’s scheme, and (d) Cox et al’s scheme, to 1000 randomly generated water-
marks, where the 500th watermark is the correct watermark inserted in the Baboon image

of Fig.5.1(a).



Experimental Results 67

Table 5.3: Detection Values of Watermarked Images of Fig. 5.3.

Cox et al.’s Huang and Lou and Our

scheme Shi’s scheme  Yin’s scheme  scheme
Baboon 30.5 50.8 51.8 83.1
Cameraman 32.2 34.9 49.9 64.0
House 31.6 30.3 37.4 60.6
Cup 32.6 20.6 31.8 46.4

5.1.3 Watermark Imperceptibility

In order to examine the imperceptibility constraint, the images in Fig. 5.1 were watermarked
using our scheme Fig. 5.3(a), Lou et al.’s scheme Fig. 5.3(b), Huang and Shi’s scheme
Fig. 5.3(c) and Cox et al.’s scheme Fig. 5.3(d). The Peak Signal-to-Noise Ratios (PSNR)
of all watermarked images are illustrated in Table 5.2, and their corresponding detection
values for each scheme are also shown in Table 5.3. Fig. 5.5 illustrates the watermark
detector response of all four schemes, to 1000 randomly generated watermarks, where the
500th watermark is the correct watermark inserted in the Baboon image of Fig. 5.1(a). The
PSNR and detection values demonstrate that our scheme outperforms Cox. et al.’s scheme,
Huang and Shi’s scheme as well as Lou and Yin’s scheme. Moreover, the watermarked images
generated by our scheme show no visual distortions, and they are almost identical to the
original images. Furthermore, the difference images between the watermarked and original
images are illustrated for all four schemes in Fig. 5.4. It can be observed that our scheme
accurately models the regions in which the watermark insertion is performed, as it takes
full advantage of the image-adaptive HVS-DFIS strategy. The watermark is constrained
within the highly nonuniform regions of the image, in order to preserve the imperceptibility
criterion. Conversely, Cox et al.’s scheme, Huang and Shi’s scheme as well as Lou and Yin’s
scheme present a watermark that in most cases, is spread all over the cover image, with little

restrictions.
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5.2 Robustness of Watermark

In this section, the Baboon image shown in Fig. 5.1(a) was used to demonstrate the robust-
ness of the proposed watermarking technique under various attacks. These experiments were

also performed on the other three test images, where similar results have been achieved.

Table 5.4: JPEG Compression Attack

Quality Cox et Huang and Lou and Our
Factor al.’s scheme  Shi’s scheme  Yin’s scheme  scheme
100 30.7 15.3 49.7 82.7
90 30.5 12.7 40.6 80.3
80 29.9 11.8 33.7 72.9
70 28.9 10.3 29.2 65.1
60 27.2 9.2 23.3 56.1
50 25.7 11.7 18.7 48.2
40 23.4 9.5 16.2 40.7
30 19.5 8.1 14.3 33.9
20 13.8 7.8 - 9.5 25.6
10 8.5 7.4 8.1 20.7
5 3.4 5.7 4.3 10.2

5.2.1 JPEG compression attack

Lossy compression algorithms such as JPEG are commonly used for efficient storage and
transmission of images over the Internet. It is therefore crucial to examine whether the
proposed watermarking scheme can survive JPEG compression attacks. In order to perform
this experiment, the watermarked image shown in Fig. 5.1(a) was compressed using different
quality factors. The results are presented in Table 5.4. Moreover, in Fig. 5.7 the detection
values are plotted against a compressed watermarked image with varying PSNR values. The
results clearly demonstrate that our scheme outperforms Cox. et al.’s method, Huang and

Shi’s method as well as Lou and Yin’s method. Furthermore, the detection results are
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Figure 5.6: Image of Baboon (Fig.5.1(a)) after a JPEG compression attack with a 5% quality
factor.

satisfactory for all images, even when the the watermarked image is considerably degraded

when compressed with a quality factor as low as 5% as it is shown in Fig. 5.6.

5.2.2 Scaling Attack

Image scaling is a geometric transformation that can be used to resize a watermarked image.
In this particular case, we investigate whether a watermark can survive both, image reduction
(subsampling) and image zooming. The watermarked image of Baboon (Fig. 5.1(a)) was
scaled by a specific scaling factor and then rescaled to its original size. The watermark was
detected with a reasonable detection value even when scaled by half its original size as it
is illustrated in Fig. 5.8. Our scheme outperformed Cox et al.’s scheme, Huang and Shi’s

scheme as well as Lou and Yin’s scheme as it is illustrated in Table 5.5.

5.2.3 Additive Gaussian Noise Attack

The watermarking scheme was also tested under additive Gaussian noise pollution, with
zero mean and distinct variance values. Fig. 5.9 shows a watermarked image introduced to

a Gaussian noise attack with 0.01 variance, which resulted in clearly visible distortions. The
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Figure 5.7: Detection values to several JPEG compressed images with different PSNR values.

Table 5.5: Scaling Attack

Scaling ~ Cox et Huang and Lou and Our
Factor al.’s scheme  Shi’s scheme  Yin’s scheme  scheme
2 21.3 2.6 44.7 64.5
1.75 21.5 2.0 43.8 64.5
1.5 21.5 1.9 41.6 64.0
1.25 20.5 4.8 51.1 69.0
0.75 11.9 1.6 30.9 46.9
0.5 7.4 0.7 17.4 19.9
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(a) (b)

Figure 5.8: (a) Image of Baboon (Fig.5.1(a)) after a 0.5 scaling attack, (b) Rescaling the
image to illustrate the noticeable degradation of the image.

Figure 5.9: Image of Baboon (Fig.5.1(a)) after an Additive Gaussian noise attack.

Table 5.6: Additive Gaussian Noise Attack

Variance Cox et Huang and Lou and Our
(Units) al.’s scheme  Shi’s scheme  Yin’s scheme  scheme
0.001 25.0 0.6 16.8 31.1
0.005 15.2 0.3 7.7 16.4

0.01 10.8 0.1 9.5 12.0
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Table 5.7: Cropping Attack

Ratio Cox et Huang and Lou and Our

(%) al.’s scheme  Shi’s scheme  Yin’s scheme  scheme
30 24.2 32.0 51.3 68.2
50 20.5 32.3 48.1 57.7
70 16.4 17.8 32.8 46.7

response of the watermark detection for our scheme is 12.0, compared to 10.8, 0.1 and 5.5 for
Cox et al.’s scheme, Huang and Shi’s scheme, as well as Lou and Yin’s scheme, respectively.
The results are therefore satisfactory when compared to the other three methods as it is

shown in Table 5.6.

(a) | (b)

Figure 5.10: (a) Image of Baboon (Fig.5.1(a)) after cropping out 70% of its digital content,
(b) Restored version of the cropped image where the missing data portions have been replaced

with portions from the original image of Baboon.

5.2.4 Cropping Attack

Image cropping is another geometric attack that may occur to a watermarked image. Fig. 5.10(a)

shows a cropped version of the watermarked baboon image in which 70% of its content has
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been removed. The image in Fig. 5.10(b) is however used when performing the watermark
detection process. It is constructed by replacing the omitted portion of the cropped image
with portions from the original unwatermarked image of Fig. 5.1(a). Furthermore, Table 5.7
illustrates the detector response for all four schemes, where the watermarked image is cropped
and 30%, 50% and 70% of its content is removed. The detection values clearly indicate that
our method outperforms Cox et al.’s scheme, Huang and Shi’s scheme, as well as Lou and

Yin’s scheme.

Figure 5.11: Image of Baboon (Fig.5.1(a)) after averaging five watermarked images in order
to simulate a collusion attack.

Table 5.8: Collusion Attack

Watermark Cox et Huang and Lou and Our
ID al.’s scheme  Shi’s scheme  Yin’s scheme  scheme
1 14.1 18.6 _ 27.2 36.4
2 13.5 20.4 27.7 37.6
3 15.1 18.8 27.1 35.8
4 14.4 20.3 26.3 37.1
) 14.1 20.2 25.8 36.2
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5.2.5 Collusion Attack

This attack was achieved in a similar matter as in [8], where five different watermarked images
were generated and averaged to form the image shown in Fig. 5.11. Fig. 5.12 illustrates
the detector response of our scheme to 1000 randomly generated watermarks, where the five
correct watermarks are set at the following indices: 150, 300, 450, 600 and 750. The response
indicates that our scheme is resilient against collusion attacks. Furthermore, Table 5.8
illustrates the detection values for Cox et al.’s scheme, Huang and Shi’s scheme, Lou and

Yin’s scheme as well as our scheme for all five watermarks embedded in the image.
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Figure 5.12: The detector response for our scheme, to 1000 randomly generated watermarks,
where the five correct watermarks are set at the following indices: 150, 300, 450, 600 and
750.
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5.2.6 Low-pass Filtering Attack

The watermarking image of Baboon was also low-pass filtered by means of a mean filter
(Fig. 5.13), which essentially consists of a linear filter generally used for smoothing images.
Table 5.9 illustrates the detector response of Cox et al.’s scheme, Huang and Shi’s scheme,

Lou and Yin’s scheme as well as our scheme to a low-pass filtering attack.

Table 5.9: Low-Pass Filtering Attack

Cox et Huang and Lou and Our
al.’s scheme Shi’s scheme Yin’s scheme scheme
Mean filter 5.8 0.2 3.61 10.5

Figure 5.13: Low-pass filtering attack introduced to the original image of Fig.5.1(a)

5.3 An Automated Test-bench

An automated test-bench was built with the aim of generating a robust watermark that meets
the desired user-specifications. The test-bench’s execution flow is illustrated in Fig. 5.14. The
presented flow considers both the classical and the special case. In the former case a water-

mark with a maximum possible length is generated, whereas in the latter case, a watermark



Experimental Results

Original
image

76

Watermark length

l¢

Generate n.d.
watermark

v

Proposed Watermarking
Scheme

[
Watermarked image

Quality Scaling Mean,
Factor factor Variance
l ! L ,
Image Additive Low-pass Collusion
JPEG 9 gaussian W-p
Scaling . filtering attack
noise
Compressed  Scaled image ~ Noisy image  Filtered image  Colluded image
image :

L

—1

v v

Watermarks Extraction

A A A y

watermark —»

Similarity Measurements

Expected
threshold (s)

[
Detection results

Over Expected
Threshold?

No

Yes
v

Done

Figure 5.14: The execution flow of the automated test-bench.



Experimental Results 77

with a specific length is considered. First, the proposed watermarking algorithm takes the
original image and a normally distributed (n.d.) watermark as inputs. The generated out-
put which corresponds to the watermarked image is then fed to various modules, in which
different types of attacks are performed (including lossy compression (JPEG), image scaling,
additive Gaussian noise, low-pass filtering as well as collusion attacks). Moreover, the lossy
compression module will take on a quality factor as an additional input, whereas the image
scaling and the additive Gaussian noise modules take on a scaling factor as well as a mean
and variance parameters, respectively. Furthermore, the watermark extraction module then
receives the altered watermarked images as inputs and attempts to extract the corresponding
watermarks. Then, a similarity process is performed between the extracted watermarks and
the original watermark. If the similarity results exceed or are equal to the expected threshold
values, then the extracted watermark is approved, otherwise the entire process is repeated.
Such an exhaustive testing approach does not however always reach a desired test target. In
such a scenario, the system must either decrease the values of the expected detection values,
or increase the adaptive watermarking strength by adjusting the scaling factor 2 (introduced

in Section 3.3), at the expense of increasing the embedding distortion.

5.4 Summary

In this chapter the experimental results were presented in order to test the robustness and
the imperceptibility of the generated watermark. The imperceptibility criterion was met by
obtaining an acceptable PSNR measure of the watermarked images. Furthermore, the ro-
bustness of the watermark was evaluated by introducing various attacks to the watermarked
images, including signal processing attacks (such as low pas filtering, lossy compression, ad-
ditive Gaussian noise and collusion) and geometric attacks (such as cropping and scaling).
The results proved that the watermark can survive all these attacks while remaining imper-

ceptible. The obtained results are compared with three other popular schemes (Cox et al.’s
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scheme [8], Huang and Shi’s scheme [10], as well as Lou and Yin’s scheme [6]) and demon-
strate that our proposed scheme yields better results in terms of watermark imperceptibility
and robustness. Finally, an automated test-bench was also developed in order to generate a

robust watermark that meets some predefined user-specifications.



Chapter 6

Conclusions and Future Work

The demand for digital watermarking technologies is developing as the distribution of copy-
right material is becoming more widespread. In this thesis, we proposed an adaptive digital
image watermarking algorithm that is based on a HVS model as well as a dynamic fuzzy
inference system. The dynamic fuzzy inference system relies on statistical methods to accu-
rately approximate the relationship found between all properties of the human perceptual
system. Moreover, the dynamic behavior of the fuzzy inference system is provided by its
dynamic membership function engine module as it can accurately adapt a membership func-
tion for any nonlinear input/output mapping. This strategy was used in order to determine
the adaptive watermarking strength as well as the maximum possible watermark length that
can be inserted in a cover image without introducing visual degradation. It was observed
that the watermarking strength values were accurately determined even when the character-
istics of the cover image are quite uniform. Furthermore, a predictive watermark embedding
technique is used, which relies on the average power of the DCT coefficients in order to
provide an accurate estimate of the embedding regions in which the watermark insertion
should be performed. This approach is proved to restrict the watermark embedding to sig-
nificant DCT coefficients and lower-frequency components. The application of the proposed
method to color images also proved to be feasible. Moreover, robustness of the system to

color images is suspected to be comparable to grayscale images, however, it remains to be
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investigated. The experimental results demonstrated that the proposed scheme can em-
bed an imperceptible watermark without degrading the watermarked image. Furthermore,
the embedded watermark is very robust against signal processing attacks including JPEG
compression, additive Gaussian noise, low-pass filtering, and collusion attacks, as well as ge-
ometric attacks such as image scaling and cropping. An important limitation of this scheme
however, is that any geometric transformations (such as scaling, translation, rotation and
cropping) performed on the watermarked image must be inverted prior to the watermark
detection process. In addition, an automated test-bench was developed that relies on an ex-
haustive testing scheme to generate a watermark that meets the desired user-specifications.
The test-bench was implemented in several independent modules, it can therefore be easily
extendable by other image watermarking applications.

The computational complexity of the undertaken system was not taken into account
since its primary application is assumed to be copyright protection. However, the proposed
algorithm is not recommended for real-time applications as it relies on a defuzzification
procedure that requires a considerable amount of computational effort. It would however
be interesting to investiage whether it is feasible to incorporate the adaptive nature of the
proposed fuzzy system into computationally efficient fuzzy inference systems, such as the
Sugeno fuzzy model [60, 61] and the Tsukamoto [62] fuzzy model.

The future work is to enhance this technique by introducing a blind watermarking strat-
egy. Furthermore, with minor modification such as incorporating a temporal masking effect
into the visual model, this adaptive watermarking scheme could be extended to perform
video watermarking. Moreover, the DFIS strategy can easily be associated with human au-
ditory systems, to refine a perceptual model for audio when performing audio watermarking.
Finally, it would be interesting to further extend the exploited visual model by introducing
other properties (such as entropy masking) and consequently evaluate the performance of

the dynamic fuzzy inference system under such conditions.
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