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Abstract: Uncontrolled environments are the main challenges of real face
recognition systems, recent success of deep learning and features fusion
has led to various performance improvements. This paper proposes a novel
scheme called feature autoencoder (FAE), where an autoencoder model is
not trained directly from the raw facial images, rather it uses a fusion of
features constructed by Gabor filter, local binary pattern and local phase
quantisation. For each feature, a linear discriminant analysis is applied to
reduce its high dimensionality and a limited adaptive histogram equalisation
process is employed for contrast enhancement. The proposed scheme has
been evaluated using known datasets such as AR, ORL and YALE, and the
experimental results carried out on these databases have been compared using
three classifiers: k-nearest neighbour, multiclass support vector machine and
softmax classifier, demonstrating the effectiveness of proposed approach and
parameters. The experimental results obtained and compared with recent and
similar approaches on six databases: ORL, YALE, AR, extended YALE B,
CMU PIE, and LFWcrop, suggest that the proposed technique outperforms
similar techniques. The recognition rates got from them are 100%, 100%,
99.66%, 99.40%, 97.31%, and 90.68% respectively.
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1 Introduction

Face recognition has gained much interest over the past few decades, this is mainly
due to its enormous application areas such as video surveillance, public security and
human-computer interaction (Wang et al., 2015; Bowyer, 2004; La Torre et al., 2015)
to name a few. The main role of face recognition is to identify a face image from a
closed set of several face images stored in a database (Muqeet and Holambe, 2017).
Therefore, representing both test face images and those stored in the database would
be of a great challenge. The major methods used for face recognition are called
holistic methods including principal component analysis (PCA) (Turk and Pentland,
1991), kernel PCA (KPCA) (Schölkopf et al., 1997), linear discriminant analysis (LDA)
(Belhumeur et al., 1997) and kernel LDA (KLDA) (Lu et al., 2003). Latterly, based
on LDA and PCA, Mandal et al introduced the application of curvelet transform in
conjunction with PCA-LDA dimensionality reduction techniques (Mandal et al., 2009).
Huang combined both information between rows and columns using two-directional
2DPCA on the fused face images and the optimal discriminative information from
column-directional 2DLDA (Huang, 2010). Wen et al proposed an approach for face
recognition based on the difference vectors and kernel PCA (DV-KPCA) (Wen et al.,
2012). Huang et al proposed a local structure preserving discriminant analysis (LSPDA)
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by constructing a local scatter matrix and the between-class scatter matrix to characterise
the sub and multi-manifold information, respectively (Huang et al., 2014).

However, PCA and LDA-based methods, also known as eigenfaces and fisherfaces,
are statistical linear which are not efficient in uncontrolled environments. Since face
images can be interpreted as nonlinear objects (Huang and Guan, 2015), and the
performance of these methods deteriorates significantly, especially for multi-view face
images (Dora et al., 2017) or under environmental changes such as pose, illuminations,
or also when images are acquired in free-uncontrolled environments (Feng, 2016).
As a result, many researchers have proposed other feature extraction techniques to
mitigate the above limitations. Among these techniques, local binary pattern (LBP)
(Ojala et al., 2002), scale-invariant feature transform (SIFT) (Lowe, 2004), Gabor filters
(Dora et al., 2017; Štruc and Pavešić, 2010), local phase quantisation (LPQ) (Ojansivu
and Heikkilä, 2008), binarised statistical image features (BSIF) (Kannala and Rahtu,
2012), and histograms of oriented gradients (HOG) (Dalal and Triggs, 2005) have been
proposed. Nevertheless, these techniques have proven their effectiveness by improving
the accuracies in some face recognition problems, they also suffered from a poor
representation of nonlinearities inherent to many facial images (Aslan et al., 2017).

Recently, much success has been achieved when judiciously combining local
and global methods to provide complementary information for a more effective
feature extraction. For example, Zhang et al. (2005) proposed local Gabor binary
pattern histogram sequence approach (LGBPHS), which combines Gabor and LBPs

Histogram to capture the appearance variations due to lighting, expression, and ageing.
Yu et al. (2010) proposed a Gabor magnitude-phase-based texture representation
(GMPTR) based on null space linear discriminant analysis (NLDA). Zhou et al. (2013)
described an approach for blurred and low-resolution face images which combine
Gabor, LBPs and LPQs (GLL) to ensure that blurring is invariant while able to
capture the texture information. Yu et al. (2014) proposed to integrate the mean and
standard deviation of the local absolute difference into the feature extraction from
the standard LBPs to improve the classification ability of the extracted features.
Based on 2D-DWT, Huang et al. (2015) proposed TWSBF approach to combine
pixel and feature-level features using the top-level’s wavelet sub-band decomposition
in order to make a full use of four top-level’s wavelet sub-bands using PCA and
LDA for feature dimensionalilty reduction. Guermoui and Mekhalfi (2016) proposed
a sparse representation of complete local binary pattern histogram using a sparse
representation-based classification and concatenation of complete LBP sing histogram
(CLBP SH) and complete LBP magnitude histogram (CLBP MH) after the pyramid
representation to make the features more global. Fathi et al. (2016) combined
global-Gabor-Zernike (GGZ) and the histogram of oriented gradient (HOG) features.
However, these methods are not supervised or based on predefined filters, the deep
neural networks like the convolutional neural networks (CNN) and the autoencoders
(AE) models have recently been providing to learn filters directly and relate with
the problem studied (Kan et al., 2014; Sun et al., 2015; Xinhua and Qian, 2015;
Vincent et al., 2010). Peng et al. (2015) proposed a discriminative graph regularised
extreme learning machine (GELM) for further enhancing the classification performance
of extreme learning machine (ELM) neural networks model. Liu et al. (2018) proposed
a deep learning framework named enhanced PCA network (EPCANet), based on CNN
for image classification used two convolution layers to learn the PCA filters and one
spatial pooling in the middle of CNN.
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Deep learning usually requires computationally intensive processing and large
resources for training to capture patterns, especially when captured under uncontrolled
environments to reduce the distortions, in order to learn the patterns of subjects to
effectively model the face images (Masi et al., 2016). These conditions may not be
achievable in real face recognition systems. This paper proposes a novel face recognition
method using a combination of features and deep learning. Rather than using the face
images in their original space as an input to the AE, we propose a combination of
several features extracted from the original images after a preprocessing stage using a
contrast limited adaptive histogram equalisation (CLAHE) (Zuiderveld, 1994) to create
a novel representation space to train the AE. The feature employed in this paper is a
combination and fusion of local and global features using Gabor and overlapped LBPs

and LPQs to ensure more discriminating representation then that the system is invariant
under uncontrolled environments. After a reduction of each feature vector independently
using the LDA, an AE (Vincent et al., 2010) is trained by the three concatenated
and reduced features after a normalisation process using zero mean unit variance and
a linear rescaling transformation. Experimental results evaluated on some small and
popular benchmark face recognition databases: AR (Martinez and Benavente, 1998),
ORL (Samaria and Harter, 1994) and YALE (Belhumeur et al., 1997) are assessed and
compared with three classifiers, k-nearest neighbour (KNN), multiclass support vector
machine (SVM), and the AE softmax classifier layer to demonstrate the uses of every
method in the proposed scheme. Experimental results evaluated on AR, ORL, YALE,
extended YALE B (Lee et al., 2005), CMU PIE (Sim et al., 2002), and LFWcrop
(Sanderson and Lovell, 2009) compared with the related works in Table 5 shown that
the proposed technique is outperforms.

The rest of this paper is organised as follows: the proposed approach including
their methods and parameters are presented in Section 2. Section 3 provides the
implementation strategy and results of the proposed technique using AR, ORL and
YALE databases including a comparative study using KNN, SVM, softmax classifiers,
and proposed FAE. Subsection 3.4 presents a comparative analysis of the experimental
results against some similar methods using AR, ORL, YALE, extended YALE B, CMU
PIE, and LFWcrop databases. Finally, a conclusion and future work are given in
Section 4.

2 Proposed approach

The proposed FAE system includes preprocessing, feature extraction, normalisation and
the AE model steps as show in Figure 1.

2.1 Preprocessing

A CLAHE algorithm (Zuiderveld, 1994) is used to enhance the contrast locally on small
regions of the images, this enhancement is limited by a predefined clipping level (CL)
in the range [0, 1] and attempts to overcome the amplification of noise produced by
the process under certain conditions. In this paper, CL is fixed to 0.01 as described
by Sharma et al. (2015), which provides the best performance after many experiment
results, and the best contrast in all databases as shown in Figure 2.
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Figure 1 The proposed approach (FAE) for face classification, where N1 and N2 are the zero
mean unit variance normalisation and the linear rescaling transformation,
respectively (see online version for colours)
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After the preprocessing stage, a raw image is divided into P patches using a sliding
window of m× n pixels with 50% overlapping as shown in Figure 3.
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Figure 3 Example for an image of size 64× 64 divided into 49 patches with 50% overlap,
where m× n = 16× 16 (see online version for colours)
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2.2 Feature extraction

In this work, we have chosen to combine Gabor, LBPs and LPQs as input features
vector for the AE. In the first step, each raw image is preprocessed with CLAHE method
before it is convolved with 40 Gabor filters resulting from five different scales and eight
orientations using equation (1) (Štruc and Pavešić, 2010).

g(x, y) =

(
Fu2

2π

)
∗ exp

(
−Fu2

2π

(
xc2 + yc2

))
∗ exp ((2π ∗ Fu ∗ xc) i) (1)

where for each orientation θ and for each scale u,

xc = x cos(θ) + y sin(θ) (2)

yc = −x sin(θ) + y cos(θ) (3)

and

Fu = 0.25/
√
2
u

(4)

The resulting 40 filtered magnitude images are concatenated to construct a feature
vector. In the second step the preprocessed images are divided into 49 patches (Figure 3)
and an uniform LBPs and LPQs descriptors with normalised histogram are applied to
every patch using the following parameters: for LBPs settings radius r = 2 and number
of sample points n = 16 and the size of a local uniform window of LPQs w = 5. Then,
all normalised histograms for each feature extraction method are concatenated. Finally,
LDA is applied to reduce high dimensionality feature vectors obtained by Gabor,
LBPs and the LPQs methods independently, where the feature dimensions become
(Rank − 1) of each one, and the final feature dimensions will be 3(Rank − 1) .

2.3 Normalisation

All the three reduced feature vectors are then normalised by applying a zero mean
unit variance normalisation on each features vector. Then, these normalised feature
vectors are concatenated to one feature referred to x. Once created, a linear rescaling
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transformation is applied to x in order to normalise it in the range [0 , 1 ] using a linear
function of equation (5); the resulting feature vector is the fed as input to the AE.

y =
x− xmin

xmax − xmin
(5)

This transformation accelerates the encoding process and ensures a similarity between
the input and the output of the AE, especially if the logistic sigmoid or the positive
saturating linear function are used as transfer functions for the decoder. To show the
effect of this normalisation process an evaluation has been carried out on the YALE
database as Figure 4.

Figure 4 The results of non-normalised features on top and normalised features on down:
shown the first four classes of Yale database, where, (a) (e) are our features,
(b) (f) are the histograms of all the database features (c) (g) the similarity between
the input and the output of the autoencoder (d) (h) are the encoded features by
the autoencoder (see online version for colours)
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Note: On down of every features the accuracy (%) of all the database obtained
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2.4 Autoencoders

This work proposes to train an AE with two stacked layers: an encoder layer to encode
our combined features x in the hidden nodes h and a softmax classifier layer to classify
the encoded features h to their class t. Figure 5 shows the three steps for the training
process.

Figure 5 The three steps architecture to train the autoencoders (see online version for colours)
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2.4.1 Encoder training phase

Firstly, in the encoder layer training phase, we have trained an AE model composed
of two layers: an encoder and a decoder are trained to map the input x at its output
Figure 5(a). A backpropagation-based scaled conjugate gradient (Møller, 1993) with a
cost function based on the mean squared error, the L2 regularisation and the sparsity
regularisation terms have been used to assert the closeness between the input and its
reconstructed value. Here, the encoder maps the input x to the hidden nodes through
some deterministic mapping function f :

f : h = f(x) (6)

The decoder maps the hidden nodes back to the original input space through another
deterministic mapping function g equation (7):

g : x̂ = g(h) (7)

The global cost function used in the backpropagation (Olshausen and Field, 1997) is:

E = MSE + λ ∗ Ωweights + β ∗ Ωsparsity (8)

where λ and β are the coefficients of the L2 regularisation and the sparsity
regularisation, respectively. In this work we have fixed λ = 10−6 as the default value to
increase the importance of the sparsity term (Gao et al., 2015) and take β variable in the
experiment results. The mean square error in the cost function defined by equation (9):

MSE =
1

N

N∑
n=1

K∑
k=1

(xkn − x̂kn)
2 (9)
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where N is the number of observations, and K is the number of variables in the output
data, in addition, the L2 regularisation term is:

Ωweights =
1

2

L∑
l

N∑
n

K∑
k

(wnk
(l))

2
(10)

where ∗(l) is the model number l (l = 1: the first encoder, l = 2: the first decoder),
L is the number of hidden layers, K is the number of variables in the input data and
w(l) is the lth weight matrix. Finally, the sparsity regularisation term of equation (11) is
added to control the sparsity of the output from the hidden layer. The sparsity can be
controlled by adding the term Kullback-Leibler divergence (KL) (Olshausen and Field,
1997) that takes a large value when p̂i of a neuron i and its desired value p are not
close in value Figure 6(d); this can cause neurons to be suppressed (Xinhua and Qian,
2015).

Ωsparsity =
D(1)∑
i=1

KL(p| |p̂i) =
D(1)∑
i=1

plog

(
p

p̂i

)
+ (1− p) log

(
1− p

1− p̂i

)
(11)

where D is the number of neurons in the hidden layer, p̂i is the average output activation
measure the ith neuron of the encoder.

p̂i =
1

N

N∑
n=1

hni (12)

where hni is the output value of the ith neuron for every input xn of N training images.

hni = φ(1) (zni) = φ(1)
(
wi

(1)xn + bi
(1)

)
(13)

where φ(1) is the transfer function for the encoder, wi
1 is the ith row of the encoder

weight matrix and bi is the ith entry of the encoder bias vector.
The self-defined parameter p (sparsity proportion) is used as a desired value for

every p̂i, its value is in the range [0, 1] to ensure that all the neurons do not fire at
values 0 or activated at 1 (Xinhua and Qian, 2015). In this work, we have fixed p = 0.5
to make the average output of the neurons close to the centre (0.5) so as to preserve
our features to lie between zero and one, Figures 6(a), 6(b) and 6(c). This ensures that
our results are stable if the sparsity regularisation coefficient β is varied as shown in
Figure 6(e).

In this work, we have chosen a positive saturating linear transfer function for the
encoder and a linear transfer function φ(z)(2) = z for the decoder. The decoder function
g become as shown in equation (14):

g : x̂n = g(hn) = φ(w(2)hn + b(2))(2) = w(2)hn + b(2) (14)
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Figure 6 The evaluation of the sparsity regularisation term in the Yale database
(see online version for colours)
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2.4.2 Softmax layer training phase

In the second phase, a classification layer (softmax) is trained to map the features code
h to the target t (labels) Figure 5(b). The backpropagation based the scaled conjugate
gradient (Møller, 1993) has been used to train the classifier with a cross entropy error
to calculate the error between the output y and the target t using the following function
of equation (15).

E =
1

N

N∑
n=1

K∑
k=1

tkn ln ykn + (1− tkn) ln(1− ykn) (15)

where N and K are the number of training examples and the number of classes,
respectively.

2.4.3 Stacked autoencoder’s training phase

Finally, the encoder layer and the softmax classifier layer are stacked together by
retraining them again in the same network by mapping the features x directly into the
labels t, to generate the new parameters of the AE network {w(1), b(1)} and {w(3), b(3)}
(Vincent et al., 2010). This phase ensures that the features of the hidden layer h are
more discriminative for classes as shown in Figure 7.
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Figure 7 Feature visualisation from the hidden layer h of the first four classes of YALE
database with recognition rates, (a) before retraining the AE (b) after the retraining
with the target t (classes)
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3 Results and discussion

This section provides the implementation details and parameters setting of the proposed
method. We first demonstrate the use of every step in our scheme where KNN, SVM
and softmax classifiers have been implemented to validate the power of our proposed
AE for feature encoding and classification. In these experiments, all the images from
all the datasets are converted to greyscale, cropped and resized to 64 by 64 pixels. The
performance of our system is measured using the accuracy of classification calculated
by equation (16).

Acc = 100× CorrectClassified

NomberTotal
(16)

Three publicly available databases ORL, Yale and AR have been used for evaluating the
performance of the proposed system. Tables 1, 2 and 3 show the experimental results,
when the proposed: preprocessing (CLAHE), patching (Patch), overlapping (Ovrl) and
normalisation (Norm) are used or not. Where in the features column: G, B, Q and L
refer to Gabor, LBPs, LPQs, LDA, respectively.

3.1 Experimental results on the ORL face database

The ORL database include 400 face images taken from 40 subjects where each one
having ten face images. The images were taken at different time with varying lighting
conditions, facial expressions (open/closed eyes, smiling/not smiling), and facial details
(glasses/no glasses). For the experiments, as used by most researchers, we have chosen
the first four images for training and the rest six images for the test, while the feature
dimensions = 117. Table 1 shows the result obtained.
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Table 1 The results on ORL database

Features Accuracy (%)

CLAHE Patch Overl Features Norm KNN SVM Softmax AE

No No No GL+BL+QL No 98.33 96.25 99.17 97.91
No No No GL+BL+QL Yes 97.5 94.58 98.33 97.92
No 16x16 No GL+BL+QL No 98.33 96.25 99.17 99.17
No 16x16 No GL+BL+QL Yes 100 99.17 99.58 100
Yes 16x16 No GL+BL+QL No 98.33 97.5 98.33 99.58
Yes 16x16 No GL+BL+QL Yes 97.5 97.08 98.75 98.75
No 16x16 50% GL+BL+QL No 98.33 96.25 99.17 99.17
No 16x16 50% GL+BL+QL Yes 99.58 99.17 99.58 99.17
Yes 16x16 50% GL+BL+QL No 98.33 97.5 98.33 99.58

Yes No No GL Yes 97.91 96.25 98.33 98.33
Yes 16x16 50% BL Yes 97.5 93.75 97.08 95
Yes 16x16 50% QL Yes 100 97.92 100 98.75
Yes 16x16 50% GL+BL Yes 97.5 95.83 98.75 98.33
Yes 16x16 50% GL+QL Yes 99.58 99.17 99.58 99.58
Yes 16x16 50% BL+QL Yes 99.17 98.33 99.17 99.58
Yes 16x16 50% GL+BL+QL Yes 100 97.92 99.58 100

Table 2 The results on Yale database

Features Accuracy (%)

CLAHE Patch Overl Features Norm KNN SVM Softmax AE

No No No GL+BL+QL No 96.67 95.56 96.67 88.89
No No No GL+BL+QL Yes 93.33 94.44 92.33 93.33
No 16x16 No GL+BL+QL No 90 83.33 90 94.44
No 16x16 No GL+BL+QL Yes 94.44 94.44 94.44 95.56
Yes 16x16 No GL+BL+QL No 96.67 95.56 96.67 96.67
Yes 16x16 No GL+BL+QL Yes 94.44 93.33 94.44 96.67
No 16x16 50% GL+BL+QL No 90 83.33 90 94.44
No 16x16 50% GL+BL+QL Yes 95.56 94.44 95.56 95.56
Yes 16x16 50% GL+BL+QL No 96.67 95.56 96.67 98.89

Yes No No GL Yes 96.67 95.56 96.67 95.56
Yes 16x16 50% BL Yes 93.33 93.33 93.33 88.89
Yes 16x16 50% QL Yes 93.33 95.56 94.44 93.33
Yes 16x16 50% GL+BL Yes 97.78 96.67 97.78 97.78
Yes 16x16 50% GL+QL Yes 97.78 98.89 98.89 96.67
Yes 16x16 50% BL+QL Yes 94.44 95.56 94.44 93.33
Yes 16x16 50% GL+BL+QL Yes 97.78 98.89 97.78 100
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3.2 Experimental results on the Yale database

The Yale face database contains 165 greyscale images of 15 subjects with each subject
having 11 face images which include variations in facial expressions and facial details
Figure 2(b). For this dataset, as used by most researchers, we have chosen the first
five images for training and the rest six images for the test, while the feature dimensions
= 42. Table 2 shows the result obtained.

3.3 Experimental results on the AR database

The AR database consists of over 4,000 frontal images of 126 individual persons. We
have chosen a subset containing 50 female and 50 male subjects as used by most
researchers. For each individual, 26 images captured in two different sessions with
varying facial expressions, illumination conditions and occlusions [Figure 2(c)]. In these
experiments, seven non-occluded images are used as the training set with the remaining
six occluded images with sunglasses and scarves used as the testing set, while the feature
dimensions = 297. Table 3 shows the result obtained.

Table 3 The results on AR S1 dataset

Features Accuracy (%)

CLAHE Patch Overl Features Norm KNN SVM Softmax AE

No No No GL+BL+QL No 83.83 81.5 79.83 88.83
No No No GL+BL+QL Yes 66.5 63.67 82.83 52.67
No 16x16 No GL+BL+QL No 83.83 81.5 79.83 97.17
No 16x16 No GL+BL+QL Yes 91 85 97.33 98
Yes 16x16 No GL+BL+QL No 96.5 95.17 96.33 98.83
Yes 16x16 No GL+BL+QL Yes 98.5 94 99.33 98.67
No 16x16 50% GL+BL+QL No 83.83 81.5 79.83 98.5
No 16x16 50% GL+BL+QL Yes 96.5 72.17 98.17 98.83
Yes 16x16 50% GL+BL+QL No 96.5 95.17 96.33 99.33

Yes No No GL Yes 93.67 89.67 95.5 95.67
Yes 16x16 50% BL Yes 93.67 90 98.33 95.5
Yes 16x16 50% QL Yes 99 96.83 99.16 98.5
Yes 16x16 50% GL+BL Yes 98 94.83 99.33 98.83
Yes 16x16 50% GL+QL Yes 99 96.83 99.33 98.17
Yes 16x16 50% BL+QL Yes 98.5 97 99.5 99.5
Yes 16x16 50% GL+BL+QL Yes 98.83 97.67 99.66 99.66

As shown in the second part of Tables 1, 2 and 3 the results of combining the three
features Gabor + LBP + LPQ consistently outperform the cases when using one or
two features separately. The preprocessing also affects the recognition performance
especially in the case of Yale Database which has a large illumination variation. In
addition, Tables 1, 2 and 3 show that the AE yields higher performances compared
by the other classifiers in most cases. To explain these results, Table 4 summarises
all the experimental results in terms of the rate of classification improvement. This is
illustrated by Accwith which is the average accuracy when using a proposed step, and
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Accwithout when the proposed step not used, averages accuracies have been computed
from Tables 1, 2 and 3.

Table 4 The improvement accuracy of all proposed parts in our approach on all databases
(Yale, ORL, and occluded AR)

Proposed steps Accwithout % Accwit % Gain %
(methods) (mean/STD) (mean/STD)

Preprocessing 91.83/9.28 97.29/2.25 +5.46
Normalisation 93.76/6.24 96.02/6.29 +2.26
Patching (16x16) and 91.12/10.64 (no patching) 97.06/2.97 +5.94
50% overlapping 95.20/4.97 (no overlapping) + 1.86
AE 95.00/6.14 96.41/6.87 + 1.41
All (FAE) 94.88/6.59 99.89/0.2 + 5.01

As shown in Table 4, it can be said that the proposed FAE approach improves the
classification rates from 94.88% to 99.89% using these databases. In addition, when
compared against KNN, SVM and softmax classifiers the proposed AE encoding
outperforms them by at least 1.41%. Furthermore, a performance improvement of
5.46%, 5.94% and 1.84% is achieved when CLAHE, patching and 50% overlapping
are used, respectively. Finally, Table 4 shows an improvement gain of +2.26% when a
normalisation process is used.

3.4 Results analysis

This section discusses the results of a comparative study of the proposed method against
various similar techniques discussed previously in the introduction. Table 5 depicts the
results obtained using similar parameters with the following databases.

• LFWcrop: Is a cropped version (Sanderson and Lovell, 2009) of Labeled Faces in
the Wild (LFW) dataset (Huang et al., 2008), contains 13,233 images of faces
collected from the web of 5,749 different individuals. Images in this database
exhibit rich intra-personal variations of pose, illumination, and expression. It has
been extensively studied for the research of unconstrained face recognition in
recent years. Following Liu et al. (2018) in this experiment, a subset of persons
who have more than 20 photos but less than 100 photos has been chooses, there
are 2,278 images, N = 90% images randomly chosen for train, and the remain
T = 10% of each classes for teste.

• CMU PIE: This database contains 41,368 images of 68 people where each one is
taken under 43 different illuminations, 4 different expressions and 13 different
poses, five near frontal poses with all illumination and expression (c05, c07, c09,
c27 and c29) are frequently used (Sim et al., 2002).

• AR1: The AR database is defined in Subsection 3.3, as described in Huang et al.
(2014), Lu et al. (2012) and Fathi et al. (2016) a subset consists of
14 non-occluded images from the two seasons has been selected.
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• AR2: As described in Lu et al. (2012), eight samples per subject of non-occluded
images with various expression from the AR database (Subsection 3.3) are used
for training while the others from scarves and sunglasses are used for testing.

• AR3: Using the protocol (Wen et al., 2012) we selected 13 images from season 1
to test our method, the original images are normalised to 128× 128 we selected
N = 6 samples from each class for the training, and the remaining (T = 7) for
testing.

• AR4: All the 26 images are used from both seasons 1 and 2 as described in
Huang et al. (2015), where each image is cropped and resized to 50× 40 pixels,
N is set to 9 for training and T = 17 for testing.

• AR5: In this experiment a subset as described in Peng et al. (2015) and Liu et al.
(2018) is used, for each subject only the images with illumination and expression
changes have been used. Seven images from session 1 are used for training
(N = 7), and the other seven images from session 2 for testing (T = 7).

• The extended YALE B database (Lee et al., 2005) consists of 2,414 face images of
38 individuals. Each one has around 64 near frontal images under different
illuminations.

To evaluate the effectiveness of the proposed FAE, different values ranging from 10
to 20 were attributed to the sparsity regularisation coefficients β of equation (8) by
randomly selecting N images for training and keeping the remaining T images for
testing. The experiments are repeated 20 times independently resulting in 220 sub-tests.
The results are then averaged and the standard deviations were computed as shown in
column 4. In Table 5, the parameters and the results of related works are shown in
column 2 and 3, respectively. F uses the First T images for training while R means a
random selection.

As shown in Table 5, the recognition rates (RRs) of the proposed FAE outperforms
all other techniques. For example, in the case of illumination and expression changes
(using CMU PIE, extended Yale and AR1 datasets). The performance improvement is
significant attaining of 99.40% when using extended Yale compared with 95.99% and
93.91% for GELM and EPCANet methods, respectively. Furthermore, a RR of 97.31%
using the whole CMU PIE dataset and 98.68% on the subset C29 have been achieved
against a RR of GELM 93.47% and 90.60% for GELM and LSPDA, respectively. For
the occlusion distortions (AR2), the experiments have been implemented with scarves
and a RR of 98.31% and 99.10% when sunglass is included. For the unconstrained
environments on LFWcrop dataset, a RR of 90.68% has been achieved by the proposed
FAE compared with 88.53% by EPCANet. Finally, the proposed algorithm has achieved
the best recognition performances when using datasets with less poses variation as in the
case of Yale and ORL datasets. Therefore, these clearly demonstrates that the proposed
method outperforms existing methods.



Improving face recognition using deep autoencoders and feature fusion 55

Table 5 The comparison of performances
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4 Conclusions

This paper proposed a face recognition approach using an improved feature with
deep learning employing autoencoders as a modified deep learning methodology. The
approach consists of combining local and global features extracted using three feature
extraction techniques using a simple fusion technique. The autoencoder is trained using
two layers one acting as an encoder and the second as a classifier. This allows the
technique to map the input using a deterministic approach to generate the best features
hence to address the face distortions. Extensive experiments were conducted to validate
the approach and demonstrate the discriminative power as shown by the much improved
RRs obtained using various face datasets used by the research community. It has
been shown that the proposed method is robust to occlusion, pose and illumination
variations. The experimental results carried out using six databases demonstrated the
efficacy of our proposed approach which uses only the frontal gallery images without
any additional information from the unconstrained images. As a recent work, we create
a CNN architecture for the big data of face and iris recognition. As a future work, we
will investigate the use of face alignment to make the system invariant to large pose
variations. We will also investigate a feature selection using different methods that are
less invariant to age variations.
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Štruc, V. and Pavěsíc, N. (2010) ‘The complete gabor-fisher classifier for robust face recognition’,
EURASIP Journal on Advances in Signal Processing, Vol. 2010, No. 1, p.847680.

Sun, Y., Liang, D., Wang, X. and Tang, X. (2015) DeepID3: Face Recognition with Very Deep Neural
Networks, arXiv preprint arXiv:1502.00873.

Turk, M. and Pentland, A. (1991) ‘Eigenfaces for recognition’, Journal of Cognitive Neuroscience,
Vol. 3, No. 1, pp.71–86.

Vincent, P., Larochelle, H., Lajoie, I., Bengio, Y. and Manzagol, P-A. (2010) ‘Stacked denoising
autoencoders: learning useful representations in a deep network with a local denoising criterion’,
Journal of Machine Learning Research, December, Vol. 11, No. 12, pp.3371–3408.

Wang, G., Zheng, F., Shi, C., Xue, J-H., Liu, C. and He, L. (2015) ‘Embedding metric learning
into set-based face recognition for video surveillance’, Neurocomputing, 3 March, Vol. 151,
pp.1500–1506.

Wen, Y., He, L. and Shi, P. (2012) ‘Face recognition using difference vector plus KPCA’, Digital
Signal Processing, Vol. 22, No. 1, pp.140–146.

Xinhua, L. and Qian, Y. (2015) ‘Face recognition based on deep neural network’, Int. J. Signal
Processing, Image Processing and Pattern Recognition, Vol. 8, No. 10, pp.29–38.

Yu, L., He, Z. and Cao, Q. (2010) ‘Gabor texture representation method for face recognition using
the gamma and generalized gaussian models’, Image and Vision Computing, Vol. 28, No. 1,
pp.177–187.

Yu, W., Gan, L., Yang, S., Ding, Y., Jiang, P., Wang, J. and Li, S. (2014) ‘An improved lbp
algorithm for texture and face classification’, Signal, Image and Video Processing, Vol. 8, No. 1,
pp.155–161.

Zhang, W., Shan, S., Gao, W., Chen, X. and Zhang, H. (2005) ‘Local gabor binary pattern histogram
sequence (LGBPHS): a novel non-statistical model for face representation and recognition’, Tenth
IEEE International Conference on Computer Vision, 2005. ICCV 2005, IEEE, Vol. 1, pp.786–791.

Zhou, S-R., Yin, J-P. and Zhang, J-M. (2013) ‘Local binary pattern (LBP) and local phase quantization
(LBQ) based on gabor filter for face representation’, Neurocomputing, 20 September, Vol. 116,
pp.260–264, Advanced Theory and Methodology in Intelligent Computing.

Zuiderveld, K. (1994) ‘Graphics gems iv’, Contrast Limited Adaptive Histogram Equalization,
pp.474–485, Academic Press Professional, Inc., San Diego, CA, USA.


