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Abstract

Distributed control systems (DCS) and supervisory cordral data acquisition (SCADA) systems were devel-
oped to reduce labor costs, and to allow system-wide mong@nd remote control from a central location. Control
systems are widely used in critical infrastructures sucklestric grid, natural gas, water, and wastewater indestri
While control systems can be vulnerable to a variety of tymlesyber attacks that could have devastating conse-
quences, little research has been done to secure the cepsteins. American Gas Association (AGA), IEC TC57
WG15, IEEE, NIST, and National SCADA Test Bed Program haentsetively designing cryptographic standard to
protect SCADA systems. American Gas Association (AGA) hagimally been designing cryptographic standard to
protect SCADA communication links and finished the report’Al2 part 1. The AGA 12 part 2 has been trransferred
to IEEE P1711. This paper presents an attack on the protoctte first draft of AGA standard [36]. This attack
shows that the security mechanisms in the first version oAtBA standard protocol could be easily defeated. We
then propose a suite of security protocols optimized for BEMCS systems which include: point-to-point secure
channels, authenticated broadcast channels, autheatieatergency channels, and revised authenticated emgrgenc
channels. These protocols are designed to address théspkallenges that SCADA systems have.

1 Introduction

Control systems are computer-based systems that are utiad miany critical infrastructures and industries (e.g.,
electric grid, natural gas, water, and wastewater indestiio monitor and control sensitive processes and physical
functions. Without a secure SCADA system it is impossiblprimtect the nation’s critical infrastructures.

Typically, control systems collect sensor measuremerdsoperational data from the field, process and display
this information, and relay control commands to local oreggrequipments. Control systems may perform additional
control functions such as operating railway switches iftareakers, and adjusting valves to regulate flow in pipgedi
The most sophisticated ones control devices and systemseaea higher level.

Control systems have been in place since the 1930s and tlegxeaprimary types of control systems. Distributed
Control Systems (DCS) and Supervisory Control and Data Aitipn (SCADA) systems. DCS systems typically are
used within a single processing or generating plant or ov@mnall geographic area. SCADA systems typically are
used for large, geographically dispersed distributionrafiens. For example, a utility company may use a DCS to
generate power and a SCADA system to distribute it. We wilaemtrate on SCADA systems and our discussions are
generally applicable to DCS systems.

In a typical SCADA system[21], data acquisition and contied performed by remote terminal units (RTU)
and field devices that include functions for communicatiand signaling. SCADA systems normally use a poll-
response model for communications with clear text messdg@tmessages are typically small (less than 16 bytes)
and responses might range from a short “l am here” to a dump ehéire day’s data. Some SCADA systems may
also allow for unsolicited reporting from remote units. Td@nmunications between the control center and remote
sites could be classified into following four categories.

1. Data acquisition: the control center sends poll (request) messages to réaraiaal units (RTU) and the RTUs
dump data to the control center. In particular, this inchstatus scan and measured value scan. The control
center regularly sends a status scan request to remotsosifesfield devices status (e.g., OPEN or CLOSED or
a fast CLOSED-OPEN-CLOSED sequence) and a measured vaneeguest to get measured values of field
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devices. The measured values could be analog values caltigibded values and are scaled into engineering
format by the front-end processor (FEP) at the control eente

2. Firmware download: the control center sends firmware downloads to remote ditehis case, the poll message
is larger (e.g., larger than 64K bytes) than other cases.

3. Control functions: the control center sends control commands to a RTU at regitgt® Control functions are
grouped into four subclasses: individual device contr@.(éo turn on/off a remote device), control messages to
regulating equipment (e.g., a RAISE/LOWER command to adpesremote valves), sequential control schemes
(a series of correlated individual control commands), artdmatic control schemes (e.g., closed control loops).

4. Broadcast: the control center may broadcast messages to multipletestaoninal units (RTUs). For example,
the control center broadcasts an emergent shutdown messaget-the-clock-time message.

Acquired data is automatically monitored at the controlteemo ensure that measured and calculated values lie
within permissible limits. The measured values are moadavith regard to rate-of-change and for continuous trend
monitoring. They are also recorded for post-fault analyStatus indications are monitored at the control centdr wit
regard to changes and time tagged by the RTUs. In legacy SCgBfems, existing communication links between
the control center and remote sites operate at very low sp@edild be on an order of 300bps to 9600bps). Note
that present deployments of SCADA sysetms have variant le@dhel technologies, which may have much better
performances (for example, 61850-based systems). Higdesdribes a simple SCADA system.
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Figure 1: A simple SCADA system

In practice, more complicated SCADA system configuratiodste Figure 2 lists three typical SCADA system con-
figurations (see, e.gl, [11]).

Recently, there have been several efforts to secure thenadCADA systems. The examples are:

1. American Gas Association (AGA) [11]. AGA is among the firgtdesign cryptographic standard to protect
SCADA systems. American Gas Association (AGA) had originbeen designing cryptographic standard to
protect SCADA communication links and finished the reportAA® part 1. The AGA 12 part 2 has been
trransferred to IEEE P1711.

2. IEEE P1711[2]. This is transferred from AGA 12 part 2. T$tisndard effort tries to define a security protocol,
the Serial SCADA Protection Protocol (SSPP), for contretegn serial communication.

3. IEEE P1815. Standard for Electric Power Systems Comnmatioits — Distributed Network Protocol (DNP3).
The purpose of this standard is to document and make avatladlspecifications for the DNP3 protocol.

4. IEC TC57 WG15[]4, b]. IEC TC57 WG57 standardize SCADA comiation security via its IEC 608705
series.
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Figure 2: Typical SCADA system configurations

5. NIST [€]. The NIST Industrial Control System Security 83group works on general security isseus related to
control systems such as SACAD systems.

6. National SCADA Test Bed Program [7]. The Department ofigpestablished the National Supervisory Con-
trol and Data Acquisition (SCADA) Test Bed program at Idaletibinal Laboratory and Sandia National Lab-
oratory to ensure the secure, reliable and efficient digiob of power.

2 Threats to SCADA systems

Several (real and simulated) attacks on SCADA systems vaperted in the past few years| [9,/13, 10]. In the
Maroochy Shire attack [9], an Australian man hacked into Maoochy Shire, Queensland computerized waste
management system and caused millions of liters of raw seteegpill out into local parks, rivers and even the grounds
of a Hyatt Regency hotel. It is reported that the 49-yeanviiek Boden had conducted a series of electronic attacks
on the Maroochy Shire sewage control system after his jolicgtipn had been rejected. Later investigations found
radio transmitters and computer equipments in Boden’s Tae laptop hard drive contained software for accessing
and controlling the sewage SCADA systems. The simulatecrauattack [[18] conducted in March 2007 by the
U.S. Department of Homeland Security resulted in the dadtatruction of a $1 million dollar large diesel-electric
generator.

SCADA systems were not designed with public access in mimely typically lack even rudimentary security.
However, with the advent of technology and particularly ttiernet, much of the technical information required to
penetrate these systems is widely discussed in the publiof®of the affected industries. Critical security flaws for
SCADA systems are well known to potential attackers. It &zéel that SCADA systems can be taken over by hackers,
criminals, or terrorists. Some companies may assume thgtube leased lines and therefore nobody has access to
their communications. The fact is that it is easy to tap thess [1]. Similarly, frequency hopping spread spectrum
radio and other wireless communication mechanisms fretjuesed to control remote terminal units (RTU) can be
compromised as well.

Several efforts [25,16,/ 7] have been put on the analysis aodgiion of SCADA system security. According to
these reports [25] 6] 7], the factors that have contribudele escalation of risk to SCADA systems include:

e The adoption of standardized technologies with known walbidities. In the past, proprietary hardware. soft-



ware, and network protocols made it difficult to understaod SCADA systems operated—and therefore how
to hack into them. Today, standardized technologies sutkiadows, Unix-like operating systems, and com-
mon Internet protocols are used by SCADA systems. Thus thebeu of people with knowledge to wage
attacks on SCADA systems have increased.

The connectivity of control systems to other networks. Idesito provide decision makers with access to real-
time information and allowing engineers to monitor and colithe SCADA systems from different points on
the enterprise networks, the SCADA systems are normalggnated into the enterprise networks. Enterprises
are often connected to partners’ networks and to the InteBwne enterprises may also use wide area networks
and Internet to transmit data to remote locations. Thistessfairther security vulnerabilities in SCADA systems.

Insecure remote connections. Enterprises often use léassgwide area networks/Internet, and radio/microwave
to transmit data between control centers and remote lagati@hese communication links could be easily
hacked.

The widespread availability of technical information aboantrol systems. Public information about infrastruc-
tures and control systems is readily available to potehtakers and intruders. For example, Sean Gorman’s
dissertation (see, e.gk, [19,135]) mapped every businassndastrial sector in the American economy to the
fiber-optic network that connects them, using materialswzes available publicly on the Internet. In addition,
significant information on SCADA systems is publicly avalk (from maintenance documents, from former
employees, and from support contractors, etc.). All the@mation could assist hackers in understanding the
systems and to find ways to attack them.

Hackers may attack SCADA systems with one or more of thevigfig actions.

1.
2.

4,
5.

Denial of service attacks by delaying or blocking the fldinéormation through control networks.

Make unauthorized changes to programmed instructioR3 iis at remote sites, resulting in damage to equip-
ment, premature shutdown of processes, or even disablmgot@quipment.

Send false information to control system operators tgudse unauthorized changes or to initiate inappropriate
actions by system operators.

Modify the control system software, producing unpresid results.

Interfere with the operation of safety systems.

The analysis in reports such as[25[ 6, 7] show that secuongra@l systems poses significant challenges which
include

1.

the limitations of current security technologies in s@ay control systems. Existing Internet security tech-
nologies such as authorization, authentication, and @tioryrequire more bandwidth, processing power, and
memory than control system components typically have; et stations are generally designed to do specific
tasks, and they often use low-cost, resource-constraifEopnocessors;

. the perception that securing control systems may not tsecgaically justifiable; and

. the conflicting priorities within organizations regargithe security of control systems. In this paper, we will

concentrate on the protection of SCADA remote communiadtitks. In particular, we discuss the challenges
on protection of these links and design new security teagies to secure SCADA systems.

3 Securing SCADA remote connections

Relatively cheap attacks could be mounted on SCADA systemmuanication links between the control center and
remote terminal units (RTU) since there is neither autleatibn nor encryption on these links. Under the umbrella
of NIST “Critical Infrastructure Protection Cybersecuyrif Industrial Control Systems”, “American Gas Associatio

(AGA) SCADA Encryption Committee” has been trying to idéptihe functions and requirements for authenticating
and encrypting SCADA communication links. Their propo&al][is to build cryptographic modules that could be



invisibly embedded into existing SCADA systems (in pariécuone could attach these cryptographic modules to
modems of Figur&l2) so that all messages between modems @yt and authenticated when necessary, and
they have identified the basic requirements for these cgypfithic modules. However, due to the constraints of
SCADA systems, no viable cryptographic protocols have lidentified to meet these requirements. In particular, the
challenges for building these devices are (5eé [11]):

1. encryption of repetitive messages
2. minimizing delays due to cryptographic operations
3. assuring integrity with minimal latency

e intra-message integrity: if cryptographic modules buff&ssage until the message authenticator is veri-
fied, it introduces message delays that are not acceptafrieshcases

e inter-message integrity: reorder messages, replay messaigd destroy specific messages

4. accommodating various SCADA poll-response and retatesgiies: delays introduced by cryptographic modules
may interfere with the SCADA system’s error-handling matbkans (e.g., time-out errors)

supporting broadcast messages
incorporating key management
cost of device and management

mixed mode: some SCADA systems have cryptographic chebwhile others not

© © N o v

accommodate to different SCADA protocols: SCADA deviegs manufactured by different vendors with
different proprietary protocols.

This paper designs efficient cryptographic mechanisms tivead these challenges and to build cryptographic
modules as recommended [n [11]. These mechanisms can beoukeilld plug-in devices called sSSCADA (secure
SCADA) that could be inserted into SCADA networks so thatathmunication links are authenticated and encrypted.
In particular, authenticated broadcast protocols aregdesi so that they can be cheaply included into these devices.
It has been a major challenging task to design efficientheunticated emergency broadcast protocols in SCADA
systems.

The trust requirements in our security protocol design isodlews. RTU devices are deployed in untrusted
environments and individual remote devices could be cliattdy adversaries. The communication links are not
secure but messages (maybe modified or re-ordered) couleliverdd to the destination with certain probability. In
another word, complete denial of service attacks (e.g.yjamg) on the communication links are not addressed in our
protocol. Compromising the control center in a SCADA systeithmake the entire system useless. Thus we assume
that control centers are trusted in our protocol.

4 sSCADA protocol suite

The sSCADA protocol suite is proposed to overcome the chgdle that we have discussed in the previous section.
sSCADA devices that are installed at the control centerlis¢aaster sSSCADA device, and SSCADA devices that are
installed at remote sites are called slave sSCADA devicash haster sSCADA device may communicate privately
with several slave sSCADA devices. Once in a while, the maS€ADA device may also broadcast authenticated
messages to several slave sSSCADA devices (e.g., an emgrgjautclown). An illustrative sSCADA device deploy-
ment for point-to-point SCADA configuration is shown in Fig[B.
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Figure 3: sSCADA with point-to-point SCADA configuration

4.1 \Vulnerabilities of a proposed protocol to AGA

In this section, we discuss vulnerabilities of a proposemtqmol to AGA. These analysis shows the challenges in
designing secure communication protocols for SCADA systef point to point secure channel protocol has been
proposed by the AGA standard draft [11] 36] (an open sour@deimentation could be found ati[8]). We first briefly
review this protocol in the following.

Preshared secrets are installed into the master sSSCADAlavel SSCADA devices during deployment. These
secrets are used to negotiate session encryption and &adtiem keys for the two devices. Each sSCADA device
maintains a send sequence state variable in order to assigguence number to each ciphertext message it sends.
The send sequence variable is initialized to one at sessigatiation, and incremented with every ciphertext message
sent. Leti be the current send sequence number@nd p; ... p,, be the plaintext message that the sSSCADA device
wants to send, wheng; (j = 1,...,n) are blocks of the cipher block length (for example, if AES128sed, thetp,
contains 128 bits). Then the sending SSCADA device encif¢o the ciphertext as follows:

C =icico---cpa

where
cj = Ek[pj &) Ek[i,j, 00.. ]],
a = MACy/ [iP],

Ey[-] denotes the encryption process using the kegnd MAG [-] denotes the message authenticator computation
process using the kel/. The sending SSCADA device then serddo the receiving SSCADA device. L&t =
i¢16, - - - &, be the message that the receiving SSCADA device receives.

At the receiving side, the sSCADA device maintains a recsi®guence state variable in order to record the
sequence number of the last authenticated message thagiited. The receive sequence variable is initialized to zer
at session negotiation. Before decrypting the receiveuertgxt, the sSSCADA device checks that the sequence number
1 contained in the message is greater than the sSSCADA's seiyuence variable. If it is not, the sSSCADA device
discards the remainder of the message. This check is usedtoecthat an adversary cannot replay old messages (in
the following, our analysis shows that this protection ddug easily defeated). Provided the sequence number check
succeeds, the receiving sSSCADA device decrypts the messagdows:

where B
p;j = Di[¢;] @ Exi,5,00.. ).

The receiving SSCADA device forwards the decrypted plaindock p; to the SCADA system as soon as they are
available. Finally, the receiving sSCADA device computesMAC for the message as follows:

@ = MAC,[i P]

and compares it to the MAG. If the two match, the sSCADA device updates its receive segel variable to the
sequence numbef the received message, and otherwise it logs an error.

Now we present our attack on the above protocol in the folgwi Assume that the adversary Carol controls
the communication links between the sending and receM@ADA devices and the current receive sequence state
variable at the receiving SSCADA side contains the vajuéNVhen the sending sSSCADA device sends the message
ciphertextsC' = icyco - - - cpa for i > ig in the future, Carol forwards these ciphertexts to the k@egisSCADA
device by modifying one bit in the authenticatar&ll other bits are forwarded as it is). When the receivinGABA
devices receives these ciphertexts, it checks the sequenteers (which are correct), decrypts the ciphertext ldpck



and forwards the decrypted plaintext blocks to the SCADAtesys However, since the authenticators have been
tampered, the receiving sSCADA device fails to check théenticators. Thus the receiving sSSCADA device will
only log errors without updating its receive sequence stati@ble. That is, the receiving sSSCADA device will hold
the valueiq for its receive sequence state variable. At the same timml Gays all these ciphertexts and observe
what happens in the SCADA system. Thus she can learn the ng=aof these ciphertexts to the SCADA system.
At some time in the future, Carol wants the SCADA system toaveraccording to the ciphertet which contains

a sequence number larger than Carol can then just forward this ciphertext to the recejwSCADA device. Of
course, Carol can also tamper the authenticator so thaettedving SSCADA device still holds the valdg in its
receive state variable after processing this message. edeiving SSCADA device will just decrypt this ciphertext
and forward it to the SCADA system since the sequence nundrgained inC' is larger thariy. In another word, the
SCADA system is now in the complete control of Carol’s hand.

Another potential pitfall in the proposed protocol is thatre keys are used by two sides. This leaves the door
open for the attacker to replay the message from one dirextithe other direction. This vulnerability could easily be
fixed by using different padding schemes or using differayiskfor different directions. The original authors of the
protocol has recommended some fix[ih [8] to avoid our aboae kst

4.2 Point-to-point secure channels

In the previous section, we presented an attack on the fafittafrthe AGA proposal. Though the protocol in the AGA
proposal could be fixed, in the following, we present a newasesolution. In order to reduce the cost of SSCADA
devices and management, only symmetric key cryptogragiitriiques is used in our design. Indeed, due to the
slow operations of public key cryptography, public key dographic protocols could introduce delays in message
transmission which are not acceptable to SCADA protocasa&htic security property [27] is used to ensure that an
eavesdropper has no information about the plaintext, evitrsées multiple encryptions of the same plaintext. For
example, even if the attacker has observed the ciphertékshiot down” and “turn on”, it will not help the attacker

to distinguish whether a new ciphertext is the encryptiotsbfit down” or “turn on”. In practice, the randomization
technique is used to achieve this goal. For example, theagesender may prepend a random string (e.g., 128 bits for
AES-128) to the message and use special encryption modesswhaining block cipher mode (CBC) or Hash-CBC
mode (HCBC). In some mode, this random string is called tit@lization vector (IV). This prevents information
leakage from the ciphertext even if the attacker knows sgaintext/ciphertext pairs encrypted with the same key.

Since SCADA communication links could be as low as 300bpsianmdediate response are generally required,
there is no sufficient bandwidth to send the random string €ath time with the ciphertext, thus we need to design
different cryptographic mechanisms to achieve semantargtg without additional transmission overhead. In our
design, we use two counters shared between two commurggaitners, one for each direction of communication.

The counters are initially set to zeros and should be at [E2&thits, which ensures that the counter values will
never repeat, avoiding replay attacks. The counter is uséleainitialization vector (1V) in message encryptions if
CBC or HCBC mode is used. After each message encryptionaheter is increased by one if CBC mode is used
and itis increased by the number of blocks of encrypted d&t&BC mode is used. The two communicating partners
are assumed to know the values of the counters and the ceulatent need to be added to each ciphertext. Messages
may get lost and the two counters need to be synchronizedamndele (e.g., at off-peak time). A simple counter
synchronization protocol is proposed for the SSCADA protsaite. The counter synchronization protocol could also
be initiated when some encryption/decryption errors apgea to unsynchronized counters.

In order for two sSCADA devices to establish a secure charmataster secret key needs to be bootstrapped
into the two devices at the deployment time (or when a new $34evice is deployed into the existing network).
For most configurations, secure channels are needed omiebeta master SSCADA device and a slave SSCADA
device. For some configurations, secure channels among sBRADA devices may be needed also. The secure
channel identified with this master secret is used to estaldther channels such as session secure channels, time
synchronization channels, authenticated broadcast efgrand authenticated emergency channels.

Assume that(-) is a pseudorandom function (e.g., constructed from SHA-25@8 two sSCADA devicesl
and B share a secré€ 5 = Kpa. Depending on the security policy, this k&, 5 could be the shared master
secret or a shared secret for one session which could bdigiseabfrom the shared master key using a simple key
establishment protocol (in order to achieve session keshfress, typically one node sends a random nonce to the
other one and the other node sends the encrypted sessioogeatiidr with an authenticator on the ciphertext and the
random nonce). Keys for different purposes could be deffisad this secret as follows (it is not a good practice to



use the same key for different purposes). For exanfplezs = H(Kap, 1) is for message encryption from to B,
K'\p = H(K4g,2) is for message authentication framto B, Kp4 = H(K g, 3) is for message encryption from
Bto A, andK , = H(Kapg,4) is for message authentication fraBto A.

Optional message authentication codes (MAC) are used fopaaties to achieve data authentication and integrity.
Message authentication codes that could be used for sSCAipfementation include HMAC [15, 30], CBC-MAC
[29], and others. When partf wants to send a messageto party B securely,A computes the ciphertext =
E(Cy4, K ap,callm) and message authenticatonc = M AC(K', 5, Cal|c), wherecy is the last] bits of H(Cy)

(I could be as large as possible if bandwidth is allowed and 82dbiould be the minimal¥ (Ca, Kap, ¢allm)
denotes the encryption @f; ||m using keyK 45 and random-prefix (or IV{’4 andC, is the counter value for the
communication fromd to B. Then A sends the following packets 8:

A — B: ¢, mac (optional)

When B receives the above packef3,decryptse, checks that, is correct, and verifies the message authenticator
mac if macis present. As soon d3 receives the first block of the ciphertext,can check whether, is correct. If it
is correct, them3 continues the decryption and updates it counter. Othenidstiscards the entire ciphertext. If the
message authenticator codec is presentB also verifies the correctnessiafic. If mac is correct,B does nothing,
otherwise,B may choose to inform that the message was corrupted or try to re-synchronizeotneters.

There are several implementation issues on how to delieemiiissage to the target (e.g., RTU). For example, we
give a few cases in the following.

1. B uses the counter to decrypt the first block of the cipherte#ig first/ bits of the decrypted plaintext is not
consistent withH (C4 ), then the reason could be that the couxtgris not synchronized or that the ciphertext
is corrupted. B may try several possible counters until the counter chechitocess succeedd3 then uses
the verified counter and the corresponding key to decryptrteesage and deliver each block of the resulting
message to the target as soon as it is available. If no cocotdd be verified in a limited number of trial&
may notify A of the transmission failure and initiate the counter syoofmration protocol in the next section.
The advantage of this implementation is that we have mirédhidelay from the cryptographic devices, thus
minimize the interference of SCADA protocols. Note thatliistimplementation, the message authenticator
mac is not used at all. If the ciphertext was tampered, we relyh@netrror correction mechanisms (normally
CRC codes) in SCADA systems to discard the entire messagéBd (respectively HCBC) mode is used,
then the provable security properties (respectively, ot on-line cipher security properties) of CBC mode
(respectively HCBC mode) [14, 16] guarantees that the lattatas no chance to tamper the ciphertext so that
the decrypted plaintext contains correct CRC that was ugeldADA protocols to achieve integrity.

2. Proceed asinthe above chbe 1. In additionytheis further checked and the decrypted message is delivered to
the SCADA system only if thenac verification passes. The disadvantage for this implemiemnt# that these
cryptographic operations introduce significant delay fassage delivery and it may interfere with SCADA
protocols.

3. Proceed as in the above chbe 1. The decrypted messagiwésatkto the SCADA system as soon as they are
available. After receiving the entire message ana:, B will also verify mac. If the verification passed? do
nothing. OtherwiseB re-synchronizes the counter withor initiates some other exception handling protocols.

4. In order to avoid delays introduced by cryptographic afiens and to check thexac at the same time, sS-
CADA devices may deliver decrypted bytes immediately to ténget except the last byte. If the message
authenticatornac is verified successfully, the sSCADA device delivers thé tage to the target; Otherwise,
the sSCADA device discards the last byte or sends a randoentbythe target. That is, we rely on the error
correction mechanisms at the target to discard the entissage. Similar mechanisms have been proposed in
[11]. However, an attacker may insert garbages betweeniphertext andnac thus trick the SSCADA device
to deliver the decrypted messages to the SCADA system. dfithppens, we essentially do not get advantage
from this implementation. Thus this implementation is retammended.

5. Instead of prependy to the plaintext message, one may choose to prepend thres bjibther specially
formated string to the plaintext message (three bytes baltidvs normally available in SCADA systems)
before encryption. This is an acceptable solution thougtstifleprefer our solution of prepending the hash
outputs of the counter.



There could be other implementations to improve the perémwe and interoperability with SCADA protocols. sS-
CADA device should provide several possible implementegifor users to configure. Indeed, sSCADA devices may
also be configured in a dynamic way that for different mess#geses different implementations.

In some SCADA communications, message authenticatiopisisufficient. That is, it is sufficient fod to send
(m, mac) to B, wherem is the cleartext message amdic = M AC (K, 5, Ca||m). SSCADA device should provide
configuration options to do message authentication witkaatyption. In this case, even if the counter value is not
used as the IV, the counter value should still be autheetibatthemnac and be increased after the operation. This will
provide message freshness assurance and avoid replaysat&BCADA should also support message pass-through
mode. That is, message is delivered without encryption amideatication. In a summary, it should be possible to
configure an sSSCADA device in such a way that some messagesithienticated and encrypted, some messages are
authenticated only, and some messages are passed throegftydi

It is straightforward to show that our point-to-point sezwhannels provide data authentication, data integrity,
data confidentiality, and weak data freshness (that is,agessarrive at the destination in the same order that was sent
from the source).

4.3 Counter synchronization

In the point-to-point message authentication and enarggirotocol, we assume that both SSCADA devidesnd B
know each other’s counter valué€s, andC's. In most cases, reliable communication in SCADA systemsasigded
and the security protocols in the previous section work figgll we provide a counter synchronization protocol so
that sSSCADA devices could synchronize their counters whemessary. The counter synchronization protocol could
be initiated by either side. Assume thatnitiates the counter synchronization protocol. Then traqgrol looks as

follows:
A— B: NA

B— A: CB, MAC(K/BA,NAHCB)

This counter synchronization protocol is analogous toith{g2].

The initial counter values of two SSCADA devices could betstrapped directly. The above counter synchro-
nization protocol could also be used by two devices to boaghe initial counter values. A master sSSCADA device
may also use the authenticated broadcast channel that Waiseiliss in the next section to set several slave sSSCADA
devices’ counters to the same value using one message.

4.4 Authenticated broadcast channels

Encryption and authentication alone are not sufficient f8ABA applications. For example, it is not acceptable to
authenticate a message individually in an emergent shutadven timely responses from the RTU's are critical. In
order to support authenticated broadcast, we use one waghamgs. This channel can be used to establish other
channels such as authenticated emergency channels (e cigon).

Typical authenticated broadcast channels require asyritnoeyptographic techniques, otherwise any compro-
mised receiver could forge messages from the sender. CljgBhgroposed a symmetric cryptography based source
authentication technique in the context of authenticatmmmunication among routers. Cheung’s technique is based
on delayed disclosure of keys by the sender. Later, it wad nsthe Guy Fawkes protocal [12] for interactive unicast
communication, and i [17, 18, 20,133,/34] for streamed dat#ticast. Perrig, Szewczyk, Tygar, Wen, and Culler
adapted delayed key disclosure based TESLA protocol$ B§3p3Fensor networks for sensor broadcast authentica-
tion (the new adapted protocol is calle@ESLA). One-way key chains used in these protocols are gnamto the
one-way key chains introduced by Lamport/[31] and the S/KEthantication scheme [28].

In the following, we briefly describe the authenticated lolcsst scheme for SCADA systems. At the sender
(normally the master sSCADA device or a computer connectd)l et up time, the sender generates a one-way key
chain in the setup phase. In order to generate a one-way ey ohlengthn, the sender chooses a random k&y
first, then it applies the pseudorandom functiémepeatedly tdC,, to generate the remaining keys. In particular, for
eachi < n, K; = H(ICZ+1)

For the purpose of broadcast authentication, the sendés g time into even interval§. The duration of each
time interval is denoted as(e.g.,d = 5 seconds ob minutes or even 2 hours), and the starting time of the interva
I; is denoted ag;. In another word¢; = tg + 6. At time ¢;, the sender broadcasts the K€y. Any device that
has an authentic copy of kég;_, can verify the authenticity of the kelf; by checking whethek;_; = H(K;).



Indeed, any device that has an authentic copy of somekefy < i) can verify the authenticity of kejC; since
Ky = HOTV(KS).

Let d (a unit of time intervals) be the key disclosure delay factbne value ofd is application dependent and
could be configured at deployment time or after deployment (esing the secure broadcast protocols itself). After
d is fixed, the sender will use keying materials derived from Ke, 4 to authenticate broadcast messages during the
time intervall;. Thus the message being broadcast during time intép\auld be verified by the receiver during the
time intervall; 4 after the sender broadcadts, ; at timet,, 4. It is easy to see that in order to achieve authenticity,
the sender and the receiver need to be loosely time syndenOtherwise, if the receiver time is slower than the
sender’s time, an attacker can use published keys to impatesthe sender to the receiver. Typically the key disclsur
delay should be greater than any reasonable round trip tatvegen the sender and the receiver. If the sender does not
broadcast data frequently, the key disclosure delay maygéisantly larger. For examplelé could take the value
of several hours for some SCADA systems.

If a receiver (typically a slave sSSCADA device) is deployéd@me time during the intervd}, the sender needs
to bootstrap keyC; on the one-way key chain to the receiver. The sender alscsrtedubotstrap the key disclosure
schedule which includes the starting timef the time intervall;, the key disclosure delay factdr and the duration
0 of each time interval. All these information could be bopped to the receiver using the point-to-point secure
channel that we have designed in the previous section og wshrer channels such as manual input. During a time
intervalI; (j > i), the receiver receives the broadcast kgyfrom the sender and verifies whethiéy_; = H(K;).

If the verification is successful, the receiver updatesets dn the one-way key chain. If the receiver does not receive
the broadcast key during the time interval(either due to packet loss or due to active denial of senieels such
as jamming attacks), it can update its key in the next timeriati ;| ;.

When a receiver gets a packet from the sender, it first chebkshar the key used for the packet authentication
has been revealed. If the answer is yes, then the attackerskihe key also and the packet could be a forged one.
Thus the receiver needs to discard the packet. If the keymaieeen revealed yet, the receiver puts the packetin the
buffer and checks the authenticity of the packet when theesponding key is revealed. As stated above, if the sender
and the receiver agree on the key disclosure schedule atidhés loosely synchronized, then message authenticity
is guaranteed. However, the protocol does not provide epndiation, that is, the receiver cannot convince a third
party that the message was from the claimed sender.

If we assume that the time between the sender and the reee/évosely synchronized and the pseudorandom
function #(-) and the message authentication code (MAC) are secure, thanadogous proof as ifn_[34] could be
used to show that the above authenticated broadcast chiarseelre. Note that we say thgbgeudorandom function
H(-) is secure if the function family (x) = H(k, z) is a pseudorandom function family in the sense of [26] when
is chosen randomly. That is, a function fam{ly. ()} is pseudorandom if the adversary with polynomially bounded
resources cannot distinguish between a random choseridarfobm {f(-)} and a totally random function with
non-negligible probability. We say that a message autbatibin scheme MAC is secure if a polynomially bounded
adversary will not succeed with non-negligible probailit the following game. A randoribits keyk are chosen by
the user. The adversary chooses messages. ., m; and the user generates the MAC codes on these messages using
the keyk. The adversary succeeds if she could then generate a MACoroaelifferent message’ # my, ..., m;.

Though the time synchronization between the sender ancettedver plays an important role in the security of
the protocol, they do not need to have 100% accurate clodktheir clocks are sufficiently accurate, then time
synchronization protocol could be designed to synchrothige clocks to meet the security requirements. The time
synchronization protocols could be based on the pointsiotsecure channels discussed in the previous section.

4.5 Authenticated emergency channels

In our basic authenticated broadcast protocol, the receamnot verify the authenticity of the message immediately
since it needs to wait for the disclosure of the key after & tpariod ofdd. This is not acceptable for some broadcast
messages such as an emergency shutdown. In order to ovetitisroballenge, the sender may reveal the key used
for emergency messages immediately or shortly after thesagesbroadcast. This will open the door for an adversary
to modify the emergency messages. For example, if the messsses through a nodebefore it reaches a node
C, D can discard the message and create a different emergensgageeand forward it t6’. In another case, an
attacker may jam the targét during the emergency broadcast period and séna@sdifferent emergency message
(authenticated using the revealed key for the emergencgage} later. However, these attacks are generally not
practical since if the bad guy jams the channel in a wirelesg@nment, then he jams himself and he cannot receive

10



the authenticated broadcast message either.

4.6 Authenticated emergency channels with finitely many mesges

In this section we design authenticated emergency chanédt can only broad finitely many emergency messages.
Assume that emergency messageseare. ., e,. Without loss of generality, we may assume that= i for i < u.
Before the sender could authentically broadcast theseagessit needs to carry out a commitment protocol.

Let v be a fixed number. During the message commitment procecheesender choosasrandom numbers
Ni,...,N/ for eachi < u. It then computes; ; = #(e;||N}) for all i < u andj < v. Using the authenticated
broadcast channel, the sender broadcasts the commitfrentsi < v andj < v} to all receivers. Receivers store
these commitments in their memory space.

Each time when the sender wants to broadcast the messtmeeceivers emergently, it chooses a random unused
j < v, and broadcastg:;, j, N}) to all receivers. The receiver verifies that; = H(e;||N}). If the verification is
successful, it knows that the messageomes from the sender and delivers it to the target. At theesime, the
receiver deletes the commitmeny; from its memory space.

Note that after each message commitment procedure, therseoald broadcast each message at mdshes.
Thus the sender may decide to initiate the message comntipnetocol when any one of these messages has been
broadcast sufficiently many times (e.g.= 1 times). Each time when the message commitment protocaltiated,
both the sender and the receiver should delete all previmusnitments from their memory space.

The security of the emergency channel could be proved fdyroalder the assumption that the pseudorandom
function?(-) is a secure one-way function. That is, for any giyesith appropriate length, one cannot findasuch
that?(z) = y with non-negligible probability.

Theorem 4.1 Assume that the authenticated broadcast channel is secure and the pseudorandom function (-) is a
secure one-way function. Then the authenticity of messages that receivers accept from the emergency channel is
guaranteed.

Sketch of Proof. Assume for a contradiction that the authenticity of the eyaacy protocol is broken. That is, there
is an adversaryl who controls communication links and manages to deliver asangen to the receiver such that
the sender has not sent the message but the receiver adeeptessage. We show in the following that tHé()
is not a secure one-way function. Specifically,ddte the total number of messages that the sender can broadcast
in the emergency channel with one commitmeént; }, andy, . . ., v, bet randomly chosen strings with appropriate
lengths (i.e., they are potential outputs?@f. We will construct an algorithr® that usesA to compute a pre-image
x = H~(y;) of some stringy; with non-negligible probability.

Since the broadcast channel is secure, we can always adsantleet commitmengr; ;} that the receivers accept
are authentic. The algorithf works by runningA as follows. EssentiallyP simulates an authenticated broadcast
channel for4 with a sended and a receiveB.

1. P chooses a random numbex +¢.

2. P computes a commitmeti; ; } as specified in the emergency broadcast protdBgicks¢ — I + 1 random
values from the commitmert; ;} and replace them with;, y;+1, - - ., y:.

3. P runs the sender’s algorithm to authentically broadcastrtbdified commitment td3.

4. Forthe first — 1 emergency messagé?runs the sender’s algorithm of the emergency broadcastqubivith
no modification to broadcast the pre-images ofithel unmodified commitments.

5. P then waits forA to deliver a fake messagé that B accepts as an authentic emergency broadgasttputs
2’ as one of the pre-imagesgf. . . ., y;.

We briefly argue thaP outputs the pre-image of one of the strings from. . . , y. with non-negligible probability.
Since A succeeds with non-negligible probability in convincing tleceiver to accept a fake message, it must deliver
this message as tligh message for sonie< ¢ in the authenticated emergency channel. Thus for thie algorithm
‘P outputs a pre-image for one of the given strings with nonligéde probability. Q.E.D.

Theoreni 411 shows that messages received in the emergescyattare authentic. However, it does not show
whether these messages are fresh. Indeed, when the senddcdsts an emergency message at the tjntlee
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adversary may launch a denial of service attack againsettedver or just does not deliver the message to the receiver.
Thus the receiver will not be able to delete the commitmerthisf message from its memory space. Later at time

t', the adversary delivers this message to the receiver angtleéver accepts it. In our emergency channel, there is
no way to avoid this kind of delayed message attacks. Thusiwiessage freshness is important, one may use the
revised authenticated emergency broadcast channel thatigéscuss in the next section.

4.7 Revised authenticated emergency channel

There are basically two ways to guarantee the freshness efeaved message. The first one is to use public key
cryptography together with time-stamps. The second soius to let the receiver send a nonce to the sender first and
the sender authenticates the message together with the.nssme/e have mentioned earlier, public key cryptography is
too expensive to be deployed in SCADA systems. For the sesolntion, the delays introduced in nonce submission
process are generally not acceptable in an emergent situath this section, we introduce a revised emergency
broadcast protocol, which provides weak freshness ofvedenessages. Here weak freshness means that the received
message is guaranteed to be in certain time lifiin another word, at timg the adversary cannot convince a receiver
to accept a message that is posted before thettim@'.

Let theu emergency messages bg . ..,e,. Similar to the previous protocol, the sender needs to cautya
commitment protocol before the authenticated emergenagdwmast. In the revised protocol, the sender chooses
random number&V;, ..., N! andv expiration time pointd} < T4 < ... < T¢ for eachi < w. It then computes
rij = H(es||NJ||T)) for i < wandj < v. Using the authenticated broadcast channel, the sendaddasts the
commitments{r; ; : ¢ < wandj < v} to all receivers. Receivers store these commitments im themory space.
The functionality of expiration time points in the revisembcol is to guarantee that the commitmep; for the
message; expires at the tim@’}. In another word, when the receiver recei(/elsN;, T}), it will accepts the message
only if the current clock time of the receiver is earlier th@h

If the sender wants to send the messag# receivers at time, it chooses a random unusg¢d< v such that
t< T; the estimated transmission time from the sender to recisiless thaﬂ“j —t, ande is the earliest time in the
commitments that satisfies these conditions. Then the séndadcastge,, j, N;f, Tj) to all receivers. The receiver
verifies thatr; ; = #(e;||N7||T}) and the current clock time of the receiver is earlier thgn If the verification is
successful, it knows that the messageomes from the sender and delivers it to the target. At theesane it deletes
the commitment; ; from its memory space. Otherwise, the receiver discardegsage.

The implementation of the revised emergency broadcasb@obhas the flexibility to choose the gaps between
expiration time point§”s for eachi < w. The smaller the gap, the better the freshness property.etewsmaller
gaps betweeﬁl”s add additional overhead on the communication links. Itse possible, for different messages
one chooses d|fferentvaluesFor example, for more frequently broadcast message, the wéw should be larger. It
is also important to guarantee that the commitment is alsafficient and when only a few commitments are unused,
the sender should initiate a procedure for a new commitment.

The security of the revised emergency broadcast protocobeaproved similarly as in Theordm #.1. It is still
possible for an adversary to delay an emergency messagg NZ Tl) broadcast by the sender during the time
period [T; 1 TZ] until TZ However, she cannot delay the message to some time poietsZ’;J‘ In another word,
weak freshness of rece|ved messages are guaranteed inidedlrauthenticated emergency channel.

5 Conclusion

In this paper, we systemarically discussed the securitesfor SCADA systems and the challenges to design such a
secure SCADA system. In particular, we present an attackeptotocols in the first version of AGA standard draft
[36]. This attack shows that the security mechanisms in tkedraft of the AGA standard protocol could be easily
defeated. We then proposed a suite of security protocoismaetd for SCADA/DCS systems which include: point-to-
point secure channels, authenticated broadcast chaaogignticated emergency channels, and revised authieatica
emergency channels. These protocols are designed to addeespecific challenges that SCADA systems have.

Recently, there has been a wide interest for the securerdasig implementation of smart grid systemsl[24].
SCADA system is one of the most important legacy systemsegthart grid systems. Together with other efforts
such asl[i7,16.12,13,] 4] 5], our work in this paper presents dalisiep for securing the SCADA section of the smart
grid systems against cyber attacks.
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