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ACSmI: A solution to address the challenges of Cloud services 

federation and monitoring towards the Cloud Continuum. 

Abstract 

The evolution of cloud computing has changed the way in which Cloud Service Providers offer their services and how Cloud Customers 

consume them, moving towards the usage of multiple Cloud Services, in what is called multi-cloud. Multi-cloud is gaining interest by the 

expansion of IoT, edge and the Cloud Continuum where distributed Cloud federation models are necessary for effective application 

deployment and operation. 

This work presents ACSmI, Advanced Cloud Service Meta-intermediator, a solution that implements a Cloud federation, supporting the 

seamless brokerage of Cloud Services. Technical details addressing the discovered shortcomings are presented, including a proof of concept 

built on JHipster, Java, InfluxD, Telegraf and Grafana. ACsmI contributes to relevant elements of the European Gaia-X initiative, specifically 

to the federated catalogue, continuous monitoring, and certification of services. The experiments show that proposed solution effectively saves 

up to 75% of the DevOps teams’ effort to discover, contract and monitor cloud services. 
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1 Introduction 

In the past years the paradigm shift from PC-centric computing to cloud computing has led into the emergence of several Cloud 

Services and providers. Initially, Cloud Services were offered as third-party computational capacities but now a days the offer 

has become more and more functional diverse, context specific and technology driven. Following this transition, Cloud services 

users’ consumption of such services has evolved too, from one single Cloud Service type, offered by one provider to the usage of 

multiple Cloud Services, in what is called a Multi-Cloud approach.  

Multi-cloud is defined as the serial or simultaneous use of services from diverse providers to execute an application (Petcu, 

2013). At business level, Hybrid Cloud is the term commonly used. Gartner (Mazzucca and Ed, 2015) defines hybrid cloud as 

the coordinated use of cloud services across isolation and provider boundaries among public, private and community service 

providers, or between internal and external cloud services. Several scenarios demonstrate these serial or simultaneous 

interactions among hybrid heterogeneous private and public clouds and across all cloud layers (IaaS/PaaS/SaaS) (ETSI, 2013). 

Therefore, Multi-Cloud is getting more and more interest as microservices-based software applications are increasingly getting 

popular fostering flexibility for the developers to build applications for distributed complex environments.  

Microservice architectures have evolved from the SOA concept, improving issues and challenges in terms of applications build 

and deployment when the size of the application becomes large and distributed (Jambunathan and Y., 2016). Microservices 

architectures provide isolated, loosely-coupled unit of development that works on a single concern. This independency makes 

them the best candidate to profit from the advantages of heterogeneous Hybrid Cloud scenarios. Each application component (or 

microservice) can be deployed independently, considering its specific deployment needs or desired non-functional requirements 

(NFR) such as location, cost, performance, etc. Specially for critical infrastructures and applications where the fulfillment of the 

SLAs is crucial, the possibility of selecting different types of services with different characteristics and SLOs optimized for each 

component incorporates relevant benefits as no NFR needs to be favored at expense of other. This new paradigm, where a single 

application is deployed over an ecosystem of heterogeneous and distributed cloud resources encompasses new needs in terms of 

management, governance, monitoring, or SLA assessment. 

While the research community has focused the effort to advance in the way the software applications can be de-couple with the 

aforementioned micro-services based architectures and the enablers that support the operation of this kind of newly distributed 

applications (i.e. containerization, server-less computing, etc.) a few research initiatives have been concentrated on the 

management of federated, interoperable, self-monitored, and legal compliant ecosystem of cloud services from a holistic point of 

view, not only focusing in a single step of the Cloud Service Lifecycle, like for example the operation and deployment of the 

physical resources (Tordsson et al., 2012) (Michon et al., 2017). 

 In addition, intermediates layers to govern the complex ecosystem of Cloud Services are becoming more and more relevant as 

the next generation of Cloud environments emerges following the Cloud Continuum paradigm. The new Computing Continuum 

can be defined as a heterogeneous environment based on the decentralization and federation of diverse computing entities and 

resource typologies (Balouek-Thomert et al., 2019). Besides the traditional Cloud Computing services, Fog and Edge Computing 

services are to be part of this Cloud Continuum. To this end the support of Multi-Cloud and computing federation models is 

required so that diverse, decentralized and autonomic management and hybrid computing models can be implemented. The 

brokerage of multiple Cloud services can provide flexible means for assembling such heterogeneous Cloud-based elements in 

support of the Cloud Computing Continuum. 

That leads to questions about how to make those heterogenous services work together, or how to unify all the efforts so 

maximum effectiveness and efficiency can be obtained out of the existing computing services. This is when a Cloud Service 
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Broker (CSB) comes into play. Their goal is to integrate or aggregate services, to enhance their security, or to do anything which 

adds a significant layer of value (i.e. capabilities) to the original Cloud services being offered (Alonso et al., 2017a).  

Existing cloud services shall be made available dynamically, broadly and cross border, so that software providers can re-use and 

combine cloud services, assembling a dynamic and re-configurable network of interoperable, legal compliant, quality assessed 

(against SLAs) single and composite cloud services. To this extent, a viable intermediator and federator of Cloud Services 

Broker (Alonso et al., 2017a) can make it less expensive, easier, safer (also in legal terms), interoperable and more productive 

for companies to discover, aggregate, consume and extend Cloud services, particularly when they span multiple, diverse Cloud 

services providers in different European Member States.  

This article presents a solution for Cloud Services Brokerage and Federation, ACSmI, Advanced Cloud Service Meta-

intermediator (Figure 1). The paper is organized as follows. Section 2 analyses the related work introducing the challenges in 

Cloud Services Brokering as well as discussing existing solutions following a multi-dimensional approach and introduces the 

initial functional description of the proposed ACSmI solution. Section 3 includes the detailed technical design of the Cloud 

Service intermediator and all the subcomponents. Section 4 shows the experimental results accompanied by discussion. Section 

5 summarizes the study contributions and highlights the future work directions. 

2 Related work 

2.1 Motivation and problem statement 

As previously introduced, enabling the complex ecosystem of distributed Cloud Services to support the Cloud Continuum still 

lays down into several challenges for both users and providers. 

First (Nizamani, 2012) and then Fortis (Fortiş et al., 2015) discussed key challenges faced by the users in moving their 

data/services to Cloud platforms including:  

 Choosing the right provider specially for concrete needs such as regulation compliance. 

 Service management, including the ability to discover, contract and operate them. 

 Security and Privacy issues.  

 Trustworthiness of CSPs.  

 Dealing with vendor lock-in. 

 Support and reliability related to liability of the cloud provider in case of SLA or QoS breaches.  

From the provider’s perspective, there are many challenges to be addressed being the most relevant ones (Neelakanta, 2012):  

 Understanding the market, the competitors in the domain, the user preferences for various features such as security and trust 

requirements.  

 Adapting to the market: Current Cloud platforms follow a fixed price per resource for their products and services with some 

small exceptions like Amazon spot pricing (Jurg van and Flavia, 2011), therefore more dynamic pricing strategies are 

required to attract more customers. 

Considering the scientific community, researchers (Elhabbash et al., 2019) (Ibarra et al., 2016), (Juncal Alonso et al., 2019) , 

(Zhou et al., 2019), extracted similar conclusions from the analysis of existing Cloud Services intermediation approaches: 

customer assistance is not addressed as the user perspective of the Cloud Brokerage is not tackled; Complex services bidding is 

still a challenge limited to very few restricted characteristics of the services mainly related with the low level interoperability of 

the resources and not expanding to other high level layers such as the common monitoring ability or multi-contracting capability; 

Standards or common languages for services descriptions are missing, and the majority of works rely on simulations for 

verifying their solutions. 
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At policy level, the need of specific solutions for Cloud Services Federation is also considered as a key research objective. To 

this respect, the European Data Strategy released in February 2020 (European Commission, 2020) outlines a strategy for policy 

measures and investments to enable the data economy in Europe. Among the different problems identified in that 

communication the adoption of cloud is mentioned, both from the consumer and provider side. These problems include 

compliance with data protection regulation, multi-cloud interoperability, data portability, and the lack of a European cloud and 

data infrastructure. One of the four pillars upon which the data strategy is built is the proposal by the EC to create a “a cloud 

services marketplace for EU users from the private and public sector [...] by Q4 2022” where “potential users (in particular the 

public sector and SMEs) [are] in the position to select cloud processing, software and platform service offerings that comply 

with a number of requirements in areas like data protection, security, data portability, energy efficiency and market practice”. 

The analysis of the presented situation enabled us (Alonso et al., 2017a) (Alonso et al., 2019a) (Juncal Alonso et al., 2019) to 

group the needs and propose the challenges (CH) that organizations using multi-Cloud Computing will address in the next years:  

1. Governance (CH1): Ensuring that services deployed in the cloud are protected is critical. Sharing can create leaks that cannot 

be tolerated. Fostering strong governance programs in place will protect enterprises and their data. 

2. Risk tolerance (CH2). Every enterprise should assess their tolerance for pitfalls such as lost data and application outages. As 

Information as a Service and Integration as a Service evolve, enterprises will see risks reduced. 

3. Regulations (CH3). Lobbying for regulations and standards are predicted to be a key step to ensure cloud integration. 

4. Cross border interoperability (CH4): Means to support cross border interoperability need to be put in place such as intelligent 

discovery, context-aware service management and fluid service integration, assuring data portability in such a federated 

ecosystem, while guaranteeing proper identity propagation with service-specific granularity level of information. 

5. Matching customer requirements with cloud service specifications (CH5): customers in any EU country should be provided 

with a guarantee of security, legislation awareness and other non-functional requirements when using any cloud service within 

heterogeneous environment. This implies that the selected service offerings must match with all functional and non-functional 

requirements coming from the customers. 

6. Legislation compliance, defining means of assuring service compliance with legislation of EU countries (CH6): a service is 

legislation aware when the services are constrained by legal requirements, such as data privacy, data protection, data security and 

data location. A big challenge in this concern is to develop the methods and interfaces for ensuring legislation compliance and 

easy legislation change propagation through composite services in a legislation heterogeneous environment. 

7. Cloud Service SLA assessment and monitoring (CH7): monitor and control the diverse properties of utilized services, 

composite or stand-alone, at real-time, while also being able to provide all the critical information for the appropriate reactions 

when necessary, especially when SLA conditions are not fulfilled (e.g. elasticity, data localization). 

8. Seamless change of provider (CH8): enable to seamlessly change the service provider including all services, dependencies and 

associated data to avoid vendor lock-in and to be able to quickly react in situations which may cause outage of the service. 

 

To overcome these challenges we propose a framework to support a distributed Cloud Service environment of interoperable, 

legally compliant, self-monitored and reliable cloud services, through the ACSmI: Advanced Cloud Service Meta-Intermediator. 

Despite the high relevance of the problem, to our best knowledge it has not been formally proposed and validated in the 

literature a comparable Cloud Brokerage solution, addressing both the needs of the Cloud Services Providers and the 

requirements of the Cloud Services consumers and supporting the whole lifecycle of Cloud Services, from endorsement and 

discovery to monitoring and operation. 
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2.2 Analysis of related work and state of the technology 

Following the work done in (Ibarra et al., 2016), (Alonso et al., 2017b), and (Juncal Alonso et al., 2019) the analysis of the most 

relevant existing Cloud Broker Solutions with respect to the identified challenges in section 1.1 is presented.  

To carry out this study the challenges have been traduced into Key Functionalities (KF) for the anlysed existing solutions to 

fulfill (Table 1): 

Table 1. Relationship between ACSmI key functionalities and detected challenges for Cloud Services Brokerage. 

 

 

 

 

 

 

 

 

 

Trying to cover existing solutions with different maturity in terms of technology readiness the analysis has included Cloud 

providers such as Amazon WS, HP and IBM, as well as other big players such as Cisco or Oracle. At the same time, both 

commercial solution providers (such as Appcara AppStack and Jamcracker Service Delivery Network) and Open Source 

initiatives (Ubuntu Juju) which are developing solutions that enable the creation of customized cloud marketplaces have been 

studied.Targeting specifically the European research community, Helix Nebula Marketplace , established by a combination of 

public and private organizations specifically addressing European legal and regulatory requirements has been identified also as 

relevant for the study. 

In another segment, Governmental Cloud marketplaces continue to growth in number and influence. Gov.apps in the US was the 

first one to appear, but soon others summed up to this trend: UK with Digital Marketplace (previously CloudStore offered under 

G-Cloud) and other on-going initiatives in Australia and New Zealand. Both US (Gov.apps) and UK (Digital Marketplace) 

Cloud marketplaces are operated from Government institutions: GSA (US General Services Administration) and UK 

Government Procurement Service as part of the G-Cloud Programme. For instance, US GSA offers consolidated contracting to 

negotiate better prices and reduce administrative costs for US Government agencies purchasing goods and services through GSA 

schedules. At European level, efforts are finally being invested in a European Federated Cloud through the Gaia-X project (DE-

CIX Management GmbH et al., 2020), in collaboration with German and French governments, which first proof of concept for 

the design of the European cloud are set to be ready towards the end of 20201.  

Different solutions have been evaluated, from the more stable ones (already commercialized in the market) to the most 

innovative ones (provided as research project results). More concrete, 8 commercial solutions, 3 open source products, 3 public 

administration solutions and 9 solutions coming from research projects have been analyzed. 

In figure 2 their coverage with respect to the key features described in table 1 is presented. 

From this analysis the following conclusions can be extracted: 

 The mechanisms for the governance of the services are covered by almost all the analyzed solutions. 

 The features related with the intelligent discovery and the assessment of the SLA are not covered in the majority of the 

solutions. 

 
1 Gaia-X has not been included in the study as in the moment where this paper was written the first prototypes were not implemented. 

Key feature Related challenge 

KF1-Mechanisms to authorize and manage different roles and profiles CH1, CH6 

KF2-Services endorsement with complete information CH5, CH6 

KF3-Information about the status services for the CSPs shall be available CH7 

KF4-Intelligent discovery (including ranking) of services based on NFRs selected CH4, CH5 

KF5-Contracting and billing functionalities for different providers CH1 

KF6-Deployment mechanisms CH4, CH8 

KF7-NFRs monitoring CH2, CH3, CH4, CH6 
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 Most of the commercial solutions do not cover or only cover partially the majority of the key features identified. Indeed a 

few of them cover the functionalities related to automatic multi-cloud deployment and NFRs monitoring. 

 EU funded projects address the majority of the challenges identified (except the intelligent discovery) but they do not offer a 

complete solution as they are not focused on multi cloud applications and their needs. 

 None of the existing solutions cover all the identified challenges/features that are relevant for multi-cloud scenarios. 

 The proposed solution ACSmI can contribute to relevant modules of the European Gaia-X initiative for the federated 

catalogue of services, continuous monitoring, certification and accreditation of CSs. 

3 Solution proposal 

3.1 ACSmI: Detailed technical design of an Advanced Cloud Service meta-intermediator  

The Advanced Cloud Service (meta-) intermediator (ACSmI) (Escalante, 2019) aims to provide the means for the discovery, 

contracting, managing and monitoring of different cloud service offerings. ACSmI also provides means to continuously assess 

the fulfilment of non-functional properties of cloud service offerings while enforcing the legislation compliance.  

ACSmI can be described and understood considering the different phases that a Cloud Service will go through during its 

lifecycle (see Figure 3). In this respect, while some standardizations efforts are centered on the application lifecycle (i.e. TOSCA 

(OASIS, 2013)) or in the Cloud SLA lifecycle (Trapero and Suri, 2016)) up to our knowledge no work has been published 

centred on the Cloud Service lifecycle. In the case of the intermediation of Cloud Services it is relevant to be aware of the 

different phases that a Cloud Service passes through from the point of view of the Cloud Service Broker. These phases have 

been defined considering the different actors that has a role in the ACSmI. They are based on the roles defined by NIST in the 

Cloud Computing Standards Roadmap (NIST Cloud Computing Standards Roadmap Working Group, 2013):  

 Service initialization, including cloud service endorsement into the broker, (Federated) intelligent discovery of services, 

(Federated) service contracting, CSLA provision, Users management in the broker, Security Management and Creation of 

the aggregated services in the Service Broker. 

 Service operation, including CSLA monitoring, legislation compliance, data migration/portability, service metering, Billing 

to the user, and CP costs estimation. 

 Service termination: including service withdrawal and service contract termination:  

ACSmI has been designed to support these activities (Figure 4). Four main conceptual components are in charge of the 

implementation of the core functions: 

 Service Management oversees the execution and management of all the operations related to the services offered by ACSmI. 

Functions like Cloud Services endorsement, intelligent discovery, or service operation are covered.  

 Cloud Service SLA monitoring implements the monitoring functionalities: 1) Collects the different SLA terms that will be 

monitored and selects the metric/parameters associated to each term, 2) stores the collected data, 3) continuously assesses 

the compliance of the SLA of the contracted services and informs the user if an anomaly occurs and 4) notifies the CSLA 

violation to the CSP.  

 Legislation Compliance is responsible of the assessment of the information collected from the CSPs with respect to the 

requirements set by the applicable legislation, as requested by the user when defining the NFR. This module is also in 

charge of the assurance of the propagation of the changes in the legislation through all the services inside the service registry 

with the corresponding assessment and also it is responsible of showing how contracts are terminated as well as what terms 

regulate the termination of a service, e.g. data format on exit, data portability, security measures etc.  
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 Business Model management which executes and manages of all the operations related to Service Contracts in ACSmI. It 

also performs all the activities related to the financial operations with the different users.  

These conceptual modules have been technically traduced in the following software components, from section 3.1.1 to section 

3.1.5. 

3.1.1 ACSmI Discovery 

ACSmI Discovery component (service management in Figure 4), covers the discovery and endorse functionalities, as well as the 

modification and deletion of the services endorsed in the service registry. The discovery and endorsement of the services is 

performed based on common attributes for each service type class. Figure 6 shows the class model of the ACSmI discovery 

component.  

For the final prototype, three service classes have been defined with the corresponding service attributes, namely “Storage”, 

“Database”, and “Virtual machine”. It is to be said that the approach followed allows the easy enlargement of the service classes 

to new type of services (i.e. edge nodes services in the case of IoT based systems). The rationale behind this design for the 

service catalogue is based on the assumption that the ACSmI will integrate both general purpose Cloud vendors such as Amazon 

as well as small niche oriented ones (i.e. Aimes https://www.aimes.uk/ who is specialized on Cloud solutions for the Health 

sector ).Table 2 shows the relationship between the service type and the attributes of each service. Similarly, the selection of the 

current attributes is used to describe the services including relevant characteristics that a DevOps team will need when seeking 

for Cloud Services (Figure 7). The selection of the current ones was based on the requirements elicited from the use-cases used 

for the initial validation of the solution (section 4). Like the service classes, attributes can be extended to include new services 

properties. Any CSP that wants to endorse their cloud services in the service registry is required to provide this information 

(Figure 7). 

Table 2. Attributes for each cloud service class in the ACSmI Discovery 

Storage DataBase Virtual Machine 

Region  Region  Region  

Zone Zone Zone 

Provider Provider  Provider  

Storage type  Database type  Virtual CPU cores  

Storage subtype  Database technology  Frequency per core 

Storage capacity  Data transfer IN  Memory  

Storage data redundancy  Data transfer OUT  Instance storage 

Availability  Virtual CPU cores  Optimized for 

Request – Response time: Storage 

Performance 

Database storage capacity  Public IP 

Legal certifications/ accreditations  Availability  Underpinning technology 

Cost/Currency Transaction Unit (DTU):  Database 

performance 

Availability 

 Legal certifications/ accreditations  Response time: Virtual Machine 

Performance 

 Cost/Currency Legal Level/accreditations  

  Cost/Currency 
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3.1.2 ACSmI business model management 

ACSmI Business model Management component (Business Model Management Figure 8), is responsible for the execution and 

management of the core functions with respect to the contracting and billing of the Cloud Service: 

 Contracting:  The prototype allows to establish contracts with Cloud providers to use their resources through the ACSmI. 

For this Cloud providers need to offer APIs, so that ACSmI contract the services programmatically.  

 Manage CSPs: To deploy the software onto an infrastructure user needs to have an access. The prototype offers the 

possibility to the user to provide their own credentials for a concrete Cloud provider or to establish a new contract. Once 

established, the existing contract can be reused. 

 Billing: It also includes features for setting specific rules for contract(s) billing, tracking the usage information, charging 

users in accordance with the defined rules and providing billing and usage-related reports both to the provider and to the 

monitoring component. 

The current prototype of the ACSmI Contracting component is an extension of the Cloud Broker platform 

(http://cloudbroker.com/ ). It supports the situations when contracting is requested for more than one resource. For this 

prototype, pre-defined contracts have been stablished with Amazon and Microsoft Azure. The case when the automatic 

contracting is not supported by the Cloud Service provider is also offered by ACSmI contracting. This is the case of most of the 

small, sector specific Cloud Services providers. Different possible contracting workflows are shown in Figure 9.  

3.1.3 ACSmI monitoring 

ACSmI Monitoring component (SLA Monitoring in Figure 10) monitors the fulfilment of the SLAs for each Cloud Service 

contracted. QoS monitoring and SLA verification is an important source to verify trust and to adjust trust. If the monitoring is 

conducted by a Cloud Broker, then the belief in the results of monitoring is dependent on the trust in that broker with respect to 

objective and professional monitoring (Huang and Nicol, 2013). Existing tools such as Nagios or Ganglia provides means to 

monitor low level metrics of computing resources in general, but still automation on the configuration and calculation of 

complex metrics to assess CSLAs is still missing, especially when addressing multi-cloud environments. Some attempts (Ward 

and Barker, 2015) have been performed to address the elasticity and scalability inherent to Cloud deployments but with no focus 

on the monitoring of specific metrics to properly assess actual CSLAs contractually relevant. ACSmI monitoring assess the 

SLAs (referred as non-functional properties) of the services offered by the CSPs to detect any violation of the SLAs. If a 

violation is detected, an alert to the CSP will be sent. In ACSmI, the NFRs to be assessed are performance, availability, location 

and cost. These have been selected considering the needs and preferences of the Use Cases used for the validation of the solution 

(section 4). Nevertheless, as with the other modules the design has been made to be extendable with new non-functional 

requirements. For the current implementation only virtual machines (IaaS) have been considered.  

For each of the selected Non-Functional Requirement, related metrics to be assessed have been defined. With the objective of 

being able to compare and combine the SLA from different CSPs the metrics are defined and expressed by ACSmI and 

compared to the SLOs provided by the providers. ACSmI supports ISO/IEC 19086-1:2016 standard (ISO, 2016) for the SLOs 

and the metrics definition. This standard seeks to establish a set of common cloud SLA building blocks (concepts, terms, 

definitions and contexts) that can be used to create Cloud Service Level Agreements (CSLAs). In ACSmI prototype the authors 

have used the MCSLA core library (Dutkowski, 2019) which up to our knowledge is the only implementation of the standard.  

The instantiation of such library for the usage of ACSmI monitoring has implied the definition of the corresponding parameters 

such as metric, Expression, Parameter, Remedy, ViolationTriggerRule, UnderlyingMetricRef, which are terms required by the 

standard. SLAs from the cloud service providers should be as descriptive as possible, and they should especially contain metrics 

that allows the customer to monitor the fulfillment. On the contrary, this is rarely the case.  
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The definition of a compound SLA for a Multi-Cloud application is another issue that needs to be tackled by ACSmI. The 

former library supports the definition of different aggregation patterns for composed Service Level Objectives. This is crucial 

when addressing Multi-Cloud applications, for which the composed Multi-Cloud SLA (MCSLA) (Dutkowski, 2019) is based on 

the composition of the underlying Cloud services SLAs’ on which the different components are deployed. The MCSLA can act 

as the contract between the end-users and the developer of the multi-cloud native application and it needs to be assessed at run 

time. The fulfillment of such MCSLA depends on the individual Cloud Services and their own CSLAs. 

An MCSLA must therefore act as an aggregator of all terms defined in the various SLAs, as shown in the next formula with 

Availability:  

MultiCloudAvailability (term1,…,termn) = 100% - (∑ (100% -termi))  

A graphical representation of this approach supported by ACSmI monitoring is shown in figure 11. 

The solution proposed in ACSmI combines push monitoring (internal approach for monitoring VMs) and pull monitoring 

(external approach for monitoring VMs) (Alcaraz Calero and Gutiérrez Aguado, 2015) for cloud resources. Initially push 

monitoring was selected as the candidate path to be followed due to its independency and low intrusion levels. After some 

testing it has been decided to follow a combined approach to be able to address some of the proposed metrics such as 

performance at resource level that with the push monitoring approach was impossible to get. Technically this implies the 

incorporation of pre-configured agents to be installed in the corresponding virtual machines, in what is called Extended Internal 

Adaptive Architecture (Alcaraz Calero and Gutiérrez Aguado, 2015). As the definition of the NFRs differ from one CSPs to 

others and being far of having a common approach, the set of metrics to assess the selected NFRs have been specifically defined 

for ACSmI. This strategy allows to compare, compose and assess the values in a consistent way for different Cloud providers. 

On the contrary, it enforces the Cloud providers to provide specific metrics for the SLOs defined by ACSmI. In this case and in 

order to support the most standardized metrics, the guidelines defined in ISO/IEC 19086-1 and in the literature (Ataie et al., 

2017) and practitioners (i.e. Cloud Service providers) have been adopted. The metrics related to these definitions are the ones 

which are monitored and compared: 

 Availability. This NFR has defined as:  

Availability = MTBF/(MTBF+MTTR)  

This composed metrics are calculated based on other discrete metrics using different techniques (i.e. responses to the ping 

command).  

 Performance. For the performance the usage of CPU, memory and disk is measured. For the current prototype, ACSmI 

monitoring is initialized to the 80% of the values in each category (i.e. 80% disk usage) but different thresholds can be 

established and configured ad hoc through the ACSmI monitoring API. 

 Location. This NFR determines where a cloud resource is located, geo-locating its IP address from the Service registry. The 

information that relates the IP addresses with their real time locations is taken from MaxMind GeoIP2 Java API with the 

free GeoLite2 database.  

 Cost. This NFR determines the current cost that a CSP is reporting on a certain resource. The actual incurred cost per Cloud 

Service is monitored through the ACSmI billing API (described in section 3.1.2) which provides information on the usage 

and the incurred costs in a certain period of time (configurable). 

During the monitoring process, if any of the stablished SLAs is violated the ACSmI monitoring component generates an alert for 

the operator of the application (through an email) and updates the ACSmI discovery Service Registry information to support the 

future selection or discard of a Cloud Service.  

Figure 12 and figure 13 show examples of the implemented ACSmI monitoring component GUI. 
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3.1.4 ACSmI legal 

ACSmI legal (Legislation Compliance in figure 14) aids in the support of the assurance of the legal compliance of a Cloud 

service to be endorsed into the ACSmI registry.   

In order to enable such a functionality, a legal expert as part of the entity exploiting ACSmI will be in charge of performing a 

legal compliance analysis of the services. ACSmI legal component, supports the legal expert by easing the collection of legal 

related documents and information and characterizing the services under a legal level taxonomy. The classification of the Cloud 

Service under this taxonomy will provide the users of those services with relevant information about the regulations and legally 

relevant certifications supported. For this, each Cloud Service is assigned with a legal level (tier 1, 2 or 3, tier 1 being the 

highest), based on an extensive questionnaire and guidelines set supporting the legal interpretation of the existing legal 

compliance situation of a certain Cloud Service.  

The assessment of the legal compliance is based on information to be provided by the CSP, namely: 

 The service contract applicable to the service 

 The SLA applicable to the service 

 The Data processing agreement governing the service  

 Any other contract also governing the service, if any 

In (Gryffroy, 2019) all the legal controls used in ACSmI are extensively explained. For the determination of the legal level, only 

legal controls which information can be assessed “in concreto” are considered. Firstly, based on the contractual documents 

provided by the CSPs when onboarding their service into ACSmI, and secondly, based on other pieces of information that CSPs 

might be required to provide in addition to those contracts, i.e. by answering a limited list of questions to obtain legal 

information which is relevant but not (typically) provided in a contract (e.g. the presence of a DPO at the CSP). 

These contracts are uploaded to the ACSmI registry when the CSP endorses its services. Moreover, when endorsing its services, 

the CSP must answer a questionnaire and based on these answers and on the analysis of the CSPs contracts the existence of two 

types of controls are stablished:  

 8 controls related to the 8 yes/no questions asked to the CSP. They are called “simple controls” and can either be present 

() or not present (). 

 26 controls related to an assessment of the contracts offered by the CSP by the legal expert. They are called “layered 

controls”. These controls relate to legal topics and ensure a minimum level of legal protection and/or safeguards is/are 

present. If any of these layered controls are present, no legal level will be assigned, and the service cannot be endorsed into 

ACSmI. Based on the number/characteristics of the layered controls found the service is classified in one of the following 

categories: basic legal safeguards present (), substantial legal safeguards () or strong legal safeguards ().  

This leads to a matrix where the relationship of the controls and the legal level is related. In table 1 an excerpt of this matrix is 

shown:  

Table 3. Excerpt of the controls and the related ACSmI legal level.  

Control Legal level tier 3 (basic 

legal safeguards) 

Legal level tier 2 

(substantial legal 

safeguards) 

Legal level tier 1 (strong 

legal safeguards) 

 Simple controls 

Valid company registration    

DPO contanct    

Representative     

Data transfer mechanisms    

Data Processing agreement    
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ISO 27001 or equivalent    

 Layered controls 

Assessment of Alternative 

Dispute Resolution 

mechanisms 

   

Termination options of 

CSPs counterparties 

   

Liability coverage    

Force majeure coverage    

 

Based on the answers and the analysis by the legal expert of the CSP contracts, a legal level will be assigned to the Cloud service 

being endorsed. 

3.1.5 ACSmI: Technical implementation  

The presented technical design was implemented in a modular way, providing several interfaces. In table 4 the technologies used 

for each of the modules are presented. 

Table 4. ACSmI technologies per software component 

 

 

 

 

 

 

 

 

 

The solution was implemented and deployed for experimentation in TECNALIA premises, in Derio (Spain). The code has been 

released as open source code and is available in a gitlab public repository2. 

4 Experiments and solution validation 

Four testing cases have been implemented to validate ACSmI, three from the infustry (real experiments with software 

applications at production stage) and one from the research field. They are microservices based applications with specific Non-

Functional Requirements that are deployed in a Multi-Cloud topology using the presented ASCmI for the discovery, contracting 

and run time monitoring of the cloud services: 

 Clinical Trial Governance Platform: A tool for academic health science researches to develop and manage clinical trials. 

Sensitive Personal Patient Identifiable Information is stored within this tool, and the data belongs to people who live in 

different countries across the world. Adopting the Multi-Cloud approach to address the legal ramifications of hosting 

sensitive data comes with specific critical NFRs in terms of security and legal compliance which is the main motivation for 

the selection of this testing case. For the validation exercise an architecture of 5 microservices has been used.  

 Blockchain-based energy trading platform. This platform brings together energy producers and consumers, allowing the 

former to make energy offers and the latter to purchase power under the terms of the offer. The energy exchanges are 

 
2 https://git.code.tecnalia.com/DECIDE_Public/DECIDE_Components/-/tree/master/ACSmI 

ACSmI component Baseline 

technologies 

Implementation language  

ACSmI discovery JHipster Java 

ACSmI  contracting Cloud Broker 

Platform 

Ruby on Rails 

ACSmI monitoring Telegraf, InfluxDB Java 

ACSmI billing Cloud Broker 

Platform 

Ruby on Rails 

ACSmI legal None Java 
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handled by means of smart contracts. For the ACSmI validation an instance of 3 microservices of the original system has 

been utilized. 

 Cloud Service provider incidence tracking. An internal application to coordinate and monitor activities performed in the 

data centres of the Cloud Service provider (ARSYS https://www.arsys.es/. For the validation exercise the architecture tested 

was formed of 3 microservices.  

 Multi-cloud micro-services-based application (Sock Shop): The Sock Shop App3, is a loosely coupled microservices 

demo application. It simulates the user-facing part of an e-commerce website that sells socks. The Sock Shop app is 

designed to provide as many microservices as possible. In the case of ACSmI validation the Sock Shop has served as an 

additional “use case” application to guarantee the scalability of the solution as it includes 9 microservices while the other 

use cases include 2 or 3. In this experiment the Sockshop application has been deployed into 1 Cloud Service provider (but 

different Cloud Cervices of such provider) and two different Cloud Services providers over multiple services.  

The proposed solution has been evaluated under different perspectives, User centred testing to test the fulfilment of the use cases 

needs), requirements achievement tracking to assess the functionalities offered with respect to the functional requirements 

elicited) and Business centred evaluation to indicate the benefits that it brings to the companies that make use of it.  

In this article only the results from the Business Centred Evaluation are reported and discussed. 

For that, an estimation of the effort needed to manually perform the activities corresponding to different processes under the 

Cloud Service Lifecycle have been reported by the Use Case owners, Cloud Services Intelligent Discovery, Cloud Services 

Contracting and Cloud Services Monitoring. Then the effort needed for the same activity has been calculated using ACSmI. This 

is then translated to costs based on the characteristic of each company and project. 

An example of the process followed for the Business centered evaluation for the Intelligent Discovery process is included in 
table 5. 
 

Table 5. Resources needed to perform the activities included in the Intelligent Service Discovery process, under the Cloud Service Lifecycle. 

Cloud Service 

Intelligent 

Discovery process 

Broken down activities Effort needed 

PH: Person/hour 

PM: Person/month 

Effort 

needed 

with 

ACSmI 

Saved 

effort  

Study the existing available Cloud Services from different 

providers 

2PH 0.5PH 2PH 

Analyse the characteristics of each Cloud Service (SLAs, 

costs, supported technologies, third party components 

dependencies, etc.)  

8PH 0PH 8PH 

Be aware of run-time information of specific Cloud Services 

with respect to SLA violations so that these Cloud Services 

can be discarded when selecting the most appropriate ones.  

0,5 PM 0PH 60PH 

 
In figure 15 the effort needed to perform all the activities from each of the processes is reported. The effort is reported in 

person/hour for the main three processes, Cloud Service Discovery, Cloud Service Contracting and Cloud Service Monitoring in 

terms of the estimation of the needed effort to implement the activities o complete the corresponding phase. For this validation 

exercise in figure 15, graphic a) the same application is deployed in the same number of Cloud providers both manually and 

using ACSmI. In figure graphic b) the same application is deployed firstly into one service provider and secondly into two 

services providers. This exercise allowed us to compare on the one hand the advantages brought by ACSmI when the complexity 

 
3 https://microservices-demo.github.io/ 
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of the application increases (in terms of microservices number) and on the other hand the benefit provided by ACSmI when, with 

the same application complexity (the same number of microservices) the number of Cloud providers increases. 

The unit to measure the effort is the person hour. In this way the results from the different companies can be compared 

independent from their internal structural cost based on their size or industrial sector. 

In figure 15 a) the colour code is as follows: 

 Blue results correspond to the Cloud Service provider Incidence Tracking application deployed in one Cloud provider 

(Arsys). Dark blue for the effort needed to perform each task manually and light blue depicts the effort needed to perform 

each task using ACSmI. 

 Yellow results correspond to the Clinical Trial Governance Platform deployed in two Cloud providers (Aimes and 

Amazon). Light yellow for the effort needed to perform each task manually and dark yellow depicts the effort needed to 

perform each task using ACSmI. 

Therefore, in figure 15 a) two applications are compared, one with two microservices deployed in a single Cloud provider and 

another one with 4 microservices deployed in two different Cloud Service providers. In both cases the developer saved effort 

when they used ACSmI in the Cloud Service Contracting and monitoring processes. The developers reported that the effort 

saved in the monitoring process (up to the 80 %) is mainly due to the proactive continuous monitoring which allowed the 

developers to assure the fulfilment of the CSLA contracted in terms of accomplishment of the selected non-functional 

requirements (availability, location and performance). When the number of Cloud providers increases the savings are extended 

to the discovery phase. The developers reported that analysing the needs of each microservice and each Cloud Service provider 

is a time-consuming task, even more when the offer is disaggregated and described in different terms. 

In figure 15 b) the color code is as follows: 
 
 Blue results correspond to the Sockshop deployed in one Cloud provider (Amazon). Dark blue for the effort needed to 

perform each task manually and light blue depicts the effort needed to perform each task using ACSmI. 

 Yellow results correspond to the Sockshop deployed in two Cloud providers (Amazon and Azure). Light yellow for the 

effort needed to perform each task manually and dark yellow depicts the effort needed to perform each task using ACSmI. 

In this case the savings achieved when using ACSmI are greater. In the three phases the effort saved is relevant, more than the 

90%. Now, as 9 microservices are composing the application, the analysis of which Cloud Service fits better (Intelligent Service 

Discovery) requires much more effort than in the previous case. Subsequently the benefits reported when using ACSmI for this 

purpose are also greater. 

From this, it can be deduced that when the number of CSPs grows the benefits of using ACSmI increases exponentially. 

In figure 16 the different effort saving percentages are shown for the different experiments. The savings produced by ACSmI 

increases both with the application complexity (in terms of microservices number) and the number of Cloud Services to be used 

in each case. Of course, some deviations may exist as the exercises have been made by different DevOps teams. 

5 Conclusions and future work 

This paper describes ACSmI, a Cloud service meta-intermediator for automatic Cloud Service discovery, contracting, proactive 

monitoring and CSLA assessment. ACSmI was designed to hide the complexity of Cloud infrastructure selection and 

management and to support dynamically the monitoring of the services to ensure the fulfilment of the SLOs with respect to 

certain non-functional properties such as location, performance, availability and cost, as part of the SLA. ACSmI is an extensible 

framework where common but crucial NFRs for the Cloud can be included both for services discovery and monitoring (i.e. load 

balancing, scalability, legal awareness). It has been proven, by a set of four experiments that the usage of ACSmI positively 

impacts the effort needed to discover, contract and manage multiple Cloud Services at run-time. 
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ACsmI also contributes to relevant elements of the European Gaia-X initiative, specifically to the federated catalogue, 

continuous monitoring, and certification of services. 

As part of the future work, it is planned to further investigate new requirements in an edge-cloud environment, including the 

characterization of edge nodes and network services as available resources to be selected and brokered through the framework. 

This will require the extension of the taxonomy for the service registry as well as the adaptation of the monitoring mechanisms 

and techniques. Moreover, it is expected to extend the work on the legal aspects to be incorporated into the monitoring phase so 

that the legal level is included in the continuous monitoring phase. To this respect the approach can be broaden to the 

incorporation of compositional certification monitoring feature, assuring that the composition of monitoring metrics from the 

Cloud Services fulfils the evidences required by the certification scheme at any time. In this case new monitoring parameters, 

metrics and the related techniques to acquire and securely store them shall be put in place. 
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Fig.  1. Advance Cloud Service Intermediation, a solution for Cloud Service Federation towards the embracement of multi-cloud native applications by the 

European Software Industry. 
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Fig.  2. Coverage percentage with respect to the key functionalities of commercial solutions, research projects-based outcomes, open source frameworks and 

solutions from the public administration for Cloud Service Brokering 
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Fig.  3 The Cloud Service lifecycle in ACSmI 

 

 

Fig. 4 ACSmI conceptual architecture 

 

 
Fig. 5. ACSmI discovery high level component diagram 
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Fig.  6. ACSmI Discovery Service class model 

 

 
Fig. 7. ACSmI discovery UI for the Cloud providers (Cloud Service Endorsement) and Cloud Consumers (Cloud Service Discovery). 

 

 
Fig.  8.ACSmI business model management component diagram 
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Fig.  9. Resource contract process in ACSmI 

 

 
Fig.  10. ACSmI monitoring component diagram 

 

 
Fig.  11. Conceptual Idea – Make up of an MCSLA 
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Fig.  12 ACSmI Cloud Resource Monitoring Grafana dashboards and detail of the email received after a location NFR violation 

 
Fig.13 Detail of location violations registered in an ACSmI Cloud Service 

 

 
Fig.  14. ACSmI legal component diagram. 
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Fig.  15 Effort estimation per phase in the same and in different number of Cloud resources 

 

 
Fig.  16. Effort saving percentage 

 


