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Abstract— Chi-square histogram distance is one of the distee
measures that can be used to find dissimilarity beteen two
histograms. Motivated by the fact that texture disdmination
by human vision system is based on second-order 8tdics, we
make use of histogram of gray-level co-occurrence atrix
(GLCM) that is based on second-order statistics angropose a
new machine vision algorithm for automatic defect dtection
on patterned textures. Input defective images arepét into
several periodic blocks and GLCMs are computed afte
quantizing the gray levels from 0-255 to 0-63 to lap the size of
GLCM compact and to reduce computation time. Dissintarity
matrix derived from chi-square distances of the GL®/s is
subjected to hierarchical clustering to automaticdly identify
defective and defect-free blocks. Effectiveness tife proposed
method is demonstrated through experiments on defége
real-fabric images of 2 major wallpaper groups (pmmand p4m

groups).
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I.  INTRODUCTION

The need for automated defect detection scheme
industries stems from quality control of industnmbducts.
Quality control is a key aspect in various indwstri
Conventional human-vision based inspections denfand
high labor cost and skilled inspectors. Moreover,the
conventional human-vision based inspections, ladk
repeatability and reproducibility of inspection ults due to
fatigue and subjective nature of human inspectiand
imperfect defect detection are common. These,rim &ffect
the inspection quality and the production rate.adtomated
inspection system can help in reducing the inspediime
and increasing the production rate.
industries, textile industry is one of the biggé@stditional
industries requiring automated inspection. Pattbtegtures
are often found in various applications such aaroér tiles,

Among various
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wallpapers, and textile fabrics. Modern textile ustties
produce so many varieties in fabric design. Newtets, all
patterned fabrics produced by the modern textithistries
can be grouped into only 17 wallpaper groups whach
denoted as pl, p2, p3, p3ml, p31m, p4, p4m, p4g,pgm
pmg, pgg, p6, pém, cm, cmm and pmm [1], [2]. These
wallpaper groups basically consist of lattices of
parallelogram, rectangular, rhombic, square or fexal
shape. A wallpaper group has at least one of the
characteristics of translational, rotational, refilenal and
glide-reflectional symmetries. In fact, pl definegexture
with just one lattice repeating itself over the gbete image
such as plain and twill fabrics as shown in Figajland (b).
Among the other 16 Wallpaper groups, pmm, p2 ana p4
are called major wallpaper groups due to the faat the
wallpaper groups other than pmm, p2 and p4m can be
transformed into these 3 major groups through gétdene
transformation [3]. Examples of fabrics belongimgthese
major wallpaper groups are shown in Fig. 1 (c),aaddl (e).
Due to complexity in the design, existence of nwusr
categories of patterns, and similarity betweendéfect and

background, most of the methods in literature dedpen
lf?aining stage with numerous defect-free samples fo

obtaining decision-boundaries or thresholds proodéfect
detection [4] — [8]. In this paper, we propose ahuod of
defect detection on patterned fabric images withany
training stage with the help of texture-periodicégd chi-

Osquare histogram distance derived from gray level c

occurrence matrices. The main contributions of ti&earch

can be summarized as follows:

- The proposed method of defect detection is more
generic as the method can be applied to periodig@n
belonging to 16 out of 17 wallpaper groups (othemt
pl group images such as plain and twill fabric iegg

- The proposed method does not require any trainages
with defect-free samples for decision boundaries or



thresholds unlike other methods. As a result,

storage of defect-free samples.
- Detection of defective and defect-free periodictautis

automatically carried out based on cluster analysi

without human intervention.

The program for the proposed algorithm is written i
Matlab-7.0 and run in a Pentium-IV Personal Compofe
RAM capacity 2 GB. The organization of this paperas
follows: Section-ll presents a brief review on eluare
histogram based on gray level co-occurrence matrécel
the proposed algorithm for defect detection alonigh w
illustration and results from experiments on vasiaeal
fabric images with defects. Section-1ll has theatosions.

Il. PROPOSEDMETHOD OFDEFECTDETECTION

Chi-square distance is one of the distance meashbags
can be used as a measure of dissimilarity betwaen t
histograms and has been widely used in variouscigins
such as image retrieval, texture and object cliassifn,
and shape classification [9].
processes, the difference between large bins
important than the difference between small bind Hrat
should be reduced. The chi-square histograms takertto
account [9]. The chi-square histogram distance sofren
the chi-square statistics to test the fit betwedis&ibution
and observed frequencies. Based on the findinga fi®]
that human vision perception for texture discrintiom is
based on second-order statistics, we make usestafgham
of gray-level co-occurrence matrix (GLCM) that issled on
second-order statistics to discern between defectind
defect-free periodic block. Since the time of pregloof 14
features derived from GLCM by Haraliekal. [11], several

authors have used GLCM features for various texture

analysis applications (eg. [£2J16]). In this paper, we
intend to use information from every pixel-pairaoperiodic
block with that of other periodic block to computiee
distance metric. The uniqueness of this distancériene
based on GLCM is that the distance measure is derei
for every pair of gray levels between two periobdiocks
unlike the conventional GLCM-features that are caoted
for the entire GLCM.

A. Chi-square Histogram based on GLCM

the
proposed method does not need huge memory space for

- Lif 1(xy) =i
> > andl (x+Axy +Ay) =
LY 0, otherwise

AxAy( = (1)

Fhe offset X, Ay) characterizes the pixel displacement and
the orientation for which the co-occurrence matisx
calculated. Ifp andq represent the probability distributions
of two eventsA andB with random variables,= 1, 2,...,n,

the chi-square measure between these two histogimms
given by [9]

13 [pO-aOF [p(i) - at)]’ @)
273 p()+q()

The square root of chi-square measure is a distarstdc

[9] which is termed here &hi-square Histogram Distance.

If p(i, j) andp(i, j) represent the joint-probability histograms
of two different image®\(M, N) andB(M, N) respectively,
with the dynamic range of gray values beingl.{e1) (where

L is the total number of gray levels), the chi-sgudistance
metric between these GLCM two histograms can be

Xae =

In histograms of manycalculated from the following relation:
is les
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B. Algorithm Description

There are three main assumptions in the proposed
algorithm as follows:

- Test image is of at least two periodic units inizamtal
direction and two in vertical direction whose dirarms
are known a priori.

- Number of defective periodic units is always ldsant
the number of defect-free periodic units.

- Test images are from imaging system oriented
perpendicular to the surface of the product such as
textile fabric. This assumption is due to the theit in a
defect detection system in industries such as dabri
industry, the imaging system is always oriented
perpendicular to the plane of fabric surface.

Based on our earlier approach of analyzing patterne
textures [17], four cropped images are obtainedanfithe
defective test image by cropping it from all foormers (top-
left, bottom-left, top-right and bottom-right). & is the an
image of sizeM x N with row periodicityP; (i.e., number of
columns in a periodic unit) and column periodidRy (i.e.,

Gray level co-occurrence matrices have been emoloye!“urnber of rows in a periodic unit), then the sizempped

in extracting texture features for various applmas for a
long time. It estimates the gray-level dependenicieslocal
neighborhood for a given pixel displacement
orientation. In other words, a GLCM is a matrixtteaunts
the number of times a pixel with grey-leveloccurs at
position a vector from a pixel with grey-levej.
Mathematically, the GLCM for an imadéx, y) of size M,
N) parameterized by the offsetx, Ay) is given as [11]

and

image Joop IS Magp X Neop Where Mgg, and Ngg, are
measured from top-left, bottom-left, top-right abdttom-
right corners and are given by the following equadi

4)
©®)

Each cropped image is split into several periodachks of
size P, x P,. In order to construct GLCMs, the number of

op = flOOr(M /P,) x P,
—roor(N/P)XP

crop



gray levels is an important factor in the compuotatiof
GLCMs. The more levels included in the computatithe
more accurate the extracted textural informatioith,wof
course, a subsequent increase in computation dastsless
gray levels will result in loss of information dum
quantization. In general, the effectfafse-contouring starts
predominating in an image if the gray levels arangized
below the dynamic range 0-63 [18]. In the propasethod,
each 8-bit test image having a dynamic range 0-855
linearly quantized to 6-bit image having a dynansicge 0—
63. Sum of GLCMs over 8 directiorse {0, n/4, n/2, /4,
n, 5n/4, 32, and #/4} for a unit pixel displacement that is
rotation-invariant is utilized to get a distancetrixay (i.e.,
dissimilarity matrix) containing chi-square distanmetrics
for each periodic block with respect to itself aatl other
periodic blocks using (3) as below:

/Y:Ll X:LZ Xl.nfl Xl,n
)(.2,1 X?,Z )(2.,n71 )(.Z,n (6)
W= : : : :
/Yn—J_l Xn—]_z Xn—].n—l Xn—ln
Xn,l Xn.z /Yn.n—l /Yn,n

It should be noted that if a cropped image hamimber of
periodic blocks, then the size of the dissimilaritgtrix isn
x n. Since dissimilarity of a periodic block with itses zero
and dissimilaritybetweeni™ periodic block and™ periodic
block is same as thdétetween" periodic block andi™
periodic block, the dissimilarity matrix becomediagonally
symmetric matrix hollow matrix as below:

0
X 0
: 7
Y= : . )
/Yn—].l Xn—lz 0
/Yn,l )(n,z /Yn,nfl 0

It may be noted that because the matrix is sinaitaout the
diagonal, the upper diagonal elements are nodfilter the
sake of simplicity. This dissimilarity matrix isrdctly given
as input to the Ward'’s cluster algorithm [19] tdcamatically
get defective and defect-free periodic blocks fremch
cropped image. Detection of defective periodic kdofrom
each cropped image does not give an overview otdtsd
defects in the input defective image. Hence, ireptd get
the overview of the total defects in the input image use

split into several periodic blocks and dissimikanihatrices
are obtained based on (7). These dissimilarity icegrare
shown in Fig. 2 (b)-(e) in gray-scale form by seglithe
matrix elements linearly in the range 0-255. It rhaynoted
from Fig. 2 (b)-(e) that the diagonal elements he t
dissimilarity matrix indicate that the periodic bks are of
zero dissimilarity with themselves and that thesidislarity
matrix is symmetric. The dendrograms obtained from
hierarchical clustering of the dissimilarity magsc are
shown in Fig. 3 along with the identified defectiblcks.
The defective blocks thus identified from each e
image are shown in Fig. 4, where the boundarieshef
defective blocks are highlighted using white pixelhe
boundaries of defective periodic blocks identiffemin each
cropped image are shown in Fig. 5 (a) by superiingosn
the original defective image and in Fig. 5 (b) sepely on
plain background. The morphologically filled zonese
shown in Fig. 5 (c) and the edges extracted usiagn¢s
edge operator are shown superimposed on origifattie
image in Fig. 5 (d). Thus, it is clear tHation of defects
from all 4 cropped images helps in getting an osvvof
total defects in the input image.

D. Experiementson 2 Major Wallpaper Groups

As far as defect detection based on lattice contept
concerned, reason behind choosing pmm, p2, and p4m
wallpaper groups is that all other wallpaper grouope be
transformed into these 3 wallpaper groups through
geometric transformations [3]. However, since thappsed
method needs only horizontal and vertical periddsre is
no need for geometric transformation of wallpapeyugs
other than pmm, p2 and p4m groups into pmm, p2peimal
groups. Due to lack of required database, only pamd
p4m images with defects such as broken end (Bi),kthr
(TNB), and thick bar (TKB) (as shown in Fig. 6) adized
to show the effectiveness of the proposed algorithm
Defective periodic blocks identified from each qoep
image of the defective fabric images and final itssafter
merging of defects, morphological filling and edfggection
are shown in Fig. 7.

E. Performance Evaluation of the Proposed Algorithm

In order to access the performance of the proposed
method, performance parameters, namely, precisenall
and accuracy [20], [21] are all evaluated in temhgrue

defect-fusion proposed in [17] that involves merging of the positive (TP), true negative (TN), false positiveP}, and

boundaries of the defective periodic blocks idédiffrom
each cropped image, morphological filling [18] a@enny
edge extraction [18].

C. AlgorithmIllustration with Example

In order to illustrate the proposed algorithm faafett
detection, let us consider a pmm defective dotepa¢d
fabric image as shown in Fig. 2 (a). Following é&hd (5),
four cropped
periodic blocks are obtained from the test imagth e
help of periodicities known a priori. Each croppethge is

images containing complete number of

false negative (FN), where true positive refertheonumber
of defective periodic blocks identified as defeetivtrue
negative is defined as the number of defect-fregogie
blocks identified as defect-free, false positivéere to the
number of defect-free periodic blocks identifiedda$ective
and false negative refers to the number of defegirriodic
blocks identified as defect-free. Precision is thumber of
eriodic blocks correctly labeled as belonging tre t
positive class divided by the total number of pdiddblocks
labeled as belonging to the positive class andisutated



as TP/(TP+FP). Recall is the number of true passtiv
divided by the sum of true positives and false tigga that

(1]
are periodic blocks not labeled as belonging topbsitive
class but should have been and is calculated d3FPFEN).  [2]
Accuracy is the measure of success rate that oenssid

[3]

detection rates of defective and defect-free péritdtbcks
and is calculated as (TP+TN)/(TP+TN+FP+FN). Though
the number of periodic blocks from a defective inippage
is same for all of its cropped images, the numbgr ofs
defective periodic blocks identified does not haeebe
same for all cropped images. This is mainly duéhtofact
that the contribution of defect in each periodiodi may
differ for different cropped images. The performanc
parameters averaged over all cropped images foh eagg
defective image are given in Table 1 for pmm andnp4
groups. The performance parameters averaged for all
images of pmm and p4m wallpaper groups (viz., pieai [7]
recall and accuracy) are (100%, 82.2%, and 96.784) a
(100%, 81.6%, and 99.2%) based on total number :ﬁg]
periodic samples — 756 and 1080 for pmm and p4
wallpaper groups respectively. It may be noted that

5]

relatively less recall rates indicate that there faw false [9]
negatives identified by the proposed method. Howeve
because the proposed method yields high precisiah a 10
accuracy, it can contribute to automatic defecectain in [10]
fabric industries.
[11]
TABLE I. SUMMARY OF PERFORMANCE PARAMETERS FOR EACH
DEFECTIVE IMAGE(NOTEZ BE=BROKEN END, TNB=THIN BAR, AND
TKB=THICK BAR)
[12]
Wallpaper | Defect | No. of periodic| Precision| Recall | Accuracy
group blocks (%) (%) (%)
BE 252 100 80.0 96.8 [13]
pmm TNB 252 100 75.0 98.4
TKB 252 10C 91.7 97.€
BE 36( 10C 91.7 99.£
p4m TNB 360 100 90.6 99.2 [14]
TKB 360 100 62.5 98.9
[15]
[ll. CONCLUSIONS
Through experiments on real fabric images of 2 majo[161
wallpaper groups (pmm and p4m) with defects, weehav
shown that the chi-square histogram based featnpdoging  [17)
gray-level co-occurrence matrix is effective in entifying
fabric defects. Absence of training stage with defeee
samples for decision-boundaries or thresholds, persised
method of identifying defects using cluster analyaind high  [18]
success rates are the novelties of the proposdtbhethus,
the proposed method can contribute to the developmie [19]
computerized defect detection in fabric industries. [20]
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Figure 1. Fabric examples: (a) Plain fabric (plugio (b) Twill fabric (p1 group); (c) Dot-patternddbric (pmm group); (d) Star-patterned fabric (p2
group); (e) Box-patterned fabric (p4m group).

@

Figure 2. (a) Input defective image; (b), (c), &id (e) show the dissimilarity matrices derivedrfrithe chi-square distance metrics of the croppedyém
obtained from top-left, bottom-left, top-right ahdttom-right corners of the test image respectively
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Figure 3. Dendrogram obtained from cluster analg$ishi-square dissimilarity matrix obtained frohettest image by cropping it from (a) top-left (b)
bottom-left (c) top-right and (d) bottom-right cens. Defective blocks identified from these croppedges are (8, 9, 15, 16, 17, 22, 23, 24, 2732835,
52, and 53), (8, 9, 15, 16, 17, 22, 23, 24, 27,328,35, 52, and 53), (8, 9, 15, 16, 17, 27, 28,a4f8l 46) and (8, 9, 15, 16, 17, 27, 28, 45, and 46
respectively. It may be noted that since the crdppeges have more number of periodic blocks, grégic block identities in the abscissa are notsh

in order to have better clarity.

©

Figure 4. Defective periodic blocks identified frahe cluster analysis E;g;?: i?j'e:llt%isézatfg:noé ﬁ:ifeccrtogggr};nSSeB:#m;;&igfgﬁm
?r: d|35|m|ladr|t_y matrix (ii;rl_vecé ffrom the ct:hl-slq;aﬂtst;r;cle f{netrl(t?s of original image; (b) Boundaries of the defectivecl®shown separately
ne cropped images oblained from @ op-'e (_bt( -l © op- on plain background; (c) Result of morphologichirfy; (d) Canny edge
right and (d) bottom-right corners of the test imagth their boundaries identified shown superimposed on original defectivage using white

highlighted using white pixels. pixels
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Figure 6. Sample real fabric images with defed3; (b), and (c) represent pmm images with defe&&, TNB and TKB respectively; (d), (e) and (f)
represent p4m images with defects - BE, TNB and Tédpectively.

Figure 7. Defect detection on real fabric imagesstFsecond, third and fourth columns show thaniified defective periodic blocks from cropped ireag
obtained from top-left, bottom-left, top-right, abdttom-right corners of the defective images;Hdolumn shows the final result after merging diedés,
morphological filling and edge detection; Firstceed, third, fourth, fifth and sixth rows show ttiefect detection result for pmm image with defe@&k;
pmm image with defect — TNB, pmm image with defed@KB, p4m image with defect — BE, p4m image vdfect — TNB, and p4m image with defect —
TKB respectively. It may be noted that since tlo& patterns in p4m images are too bright, grayesin all p4Am images are linearly scaled down by a
factor 0.5 so as to make the boundaries of thectieégppear with better clarity to viewers.
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