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Abstract: Security cameras have recently been widely implemented in public 
locations, and the overall crime rate has decreased dramatically due to these 
omnipresent gadgets. These cameras are typically employed to offer cues and 
evidence after crimes have occurred rather than to prevent or deter criminal 
activity in the first place. Manually monitoring a lot of video footage from 
surveillance cameras takes significant time and effort. As a result, it is critical 
to automatically recognise aggressive actions from video signals. It is also 
critical to detect violence in videos to protect children from inappropriate 
content. This paper tackles the difficult subject of detecting violence in videos. 
Unlike previous work focusing on merging multimodal features, we take it 
further by including and utilising visual subtypes connected to violence. The 
proposed approach is implemented using Jupyter notebook and Tensorflow, 
with better accuracy of 76.79% on the proposed database test set. 
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transfer learning; motion vector; neural network. 
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1 Introduction 

Problems with public security have sparked significant concern in recent years. 
Surveillance video systems are frequently utilised for monitoring public situations and 
play a significant role in public security (Heng et al., 2019). Hundreds of thousands of 
surveillance cameras are distributed throughout the city to ensure public safety (Mumtaz 
et al., 2018). An escalating range of security monitors are being put in open spaces, such 
as airports, railway stations, and highways, for extensive surveillance, and greater quality 
lenses, such as full HD and 4K webcams, are increasingly being employed in real 
scenarios (Heng et al., 2019). These cameras are valuable tools for monitoring people’s 
habits, detecting their existence in a certain location, and possibly studying their actions, 
all of which can aid in the prevention, detection, and reduction of crime (Rashaideh et al., 
2019). A crime is an illegal behaviour for which a person can be prosecuted under the 
law and can be divided into several categories. Crime research is a type of law 
enforcement work that systematically examines a crime pattern to identify and pinpoint 
the source of the crime (Prabakaran and Mitra, 2018). Since crimes are distinct every 
time, it’s critical for the system to be educated on broad data that allows it to judge what 
defines a crime. One method is to create task-specific methods, such as those for violent 
acts identification and road crime identification; however, these frameworks are context 
limited and would not function as a generic crime recognition method in the actual 
situation. Another option is to train your model on various crimes to identify crime as a 
whole rather than just the one it was trained on (Puthige et al., 2021). 

In terms of outstanding multimedia services such as multimedia processing, 
multimedia information understanding, and multimodal integration, among others, 
identifying inappropriate visuals is a recently emerging scientific issue (Ding et al., 
2021). Substantial population segments are gaining easy access to multimedia content, 
yet data management is inadequate. Due to the large volume of multimedia content, 
physically creating annotations is a difficult operation (Giannakopoulos et al., 2010). A 
digital video is a form of visual capturing system which uses a digital signal instead of an 
analogue stream (Kang, 2007). Videos are innately multimodal and have extremely rich 
and complicated semantics (Sharma and Kumar, 2020). Methods for detecting high-level 
semantics in various unrestricted videos can be used in many scenarios, such as online 
video searches (Jiang et al., 2018). Although there has been a lot of research into still 
image facial identification, there has been less study into video identification. Unlike still 
photos, video often provides significantly more material for identification, including 
temporal and multiview features. However, we’re focused on solving real-world video 
recognition challenges in which the environment is chaotic and subjects aren’t actively 
interacting with the camera (Mau et al., 2013). 
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The categorisation of audio-visual content based on the presence of specific human 
actions is a topic that is becoming increasingly popular. Detection of violent events is 
receiving much attention in surveillance systems for people’s protection in public spaces, 
especially after the multiple terrorist strikes in India over the last several years (El-Gamal 
et al., 2020) and to identify regular human actions from unusual activities. Violence 
detection is critical in developing computerised safety monitoring systems. Regular life-
engaging activities, like taking a stroll, sprinting, running, and hand gesturing, are 
frequently classified as typical human behaviours. In contrast, unusual ferocious acts, 
such as fights involving two or more people, are subjected to violence (Mumtaz et al., 
2018). Most violent incidents in video data are defined by specific audio events (e.g., 
explosions) (Giannakopoulos et al., 2010). 

There are a few challenges in classifying violence in surveillance video systems. The 
data these cameras create is in petabytes (El‐Hasnony et al., 2021). Yet, there is not 
enough human labour to evaluate it because most places have a low human-to-camera 
ratio. As a result, some occurrences and actions are skipped, and questionable conduct is 
not identified in time to avoid problems (Alkhonin et al., 2020). Due to several 
constraints, such as dynamic lighting shifts or lens motions in the backdrop image. 
Dimensions, shadowing, angle, and noise backdrop can generate intra-class differences in 
human movements, making it harder to discern aggression (Xu et al., 2014). The inability 
to recognise might threaten public safety (Liu et al., 2020). Another issue is that human 
involvement causes selection bias and indigeneity issues. This fact makes developing an 
automatic classification system for violent videos even more important (Shinichi and 
Terumasa, 2015). As a result, in an emergency, the governing officials will be notified 
and take immediate action against any observed violence (Mumtaz et al., 2018). 

These issues can be solved using an automated intelligent anomaly detection system. 
Anomaly denotes happenings out of the ordinary, irregular, unexpected, and 
unpredictable, diverging from current designs (Tamang and Roy, 2021). As a result, 
detecting an anomaly entails recognising various conditions from a video clip, where the 
anomaly occurs for only a short time (Adnan et al., 2021). However, few studies seek to 
identify violent scenarios using visual cues in the field. Most techniques include security 
cameras and background removal methods to detect humans in the area. On the other 
hand, these methods are unsuitable for films where the camera travels quickly, with 
numerous shot changes (Giannakopoulos et al., 2010). Furthermore, no one has 
previously investigated ‘visual codebooks’ to fill the barrier between the fundamental and 
relevant fine feature patterns and the top-level ontology of interest. 

Driven by the constraints of previous methods and the huge trend of employing deep 
neural networks for video classification (Jiang et al., 2018), in this paper, subclasses are 
added and exploited visually related to violence (Thepade et al., 2020). Motion boundary 
histogram, oriented gradient histogram, and optical flow histogram are three  
trajectory-based descriptors we utilise. Deep learning classifiers are trained for each 
subclass and the overall violence class (Elkabbash et al., 2021). By systematically 
comparing violence detection with and without subclasses, the effectiveness is  
re-justified for violence video detection, resulting in better accuracy on the test set. The 
dataset contains a total of 1,951 clips divided into two sets: violence and non-violence. 
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2 Related work 

Many concepts and procedures were studied before proceeding with our paper on 
violence recognition. The basic structure for our work would require it to recognise faces. 
In facial recognition, there has been a lot of development. Many methodologies have 
been created for the same, for example, face recognition using convolutional neural 
networks with an ensemble on trunk-branch where TBE-CNN shares distinct CNN’s low- 
and middle-level layers to obtain representations of the whole facial picture and facial 
components quickly and effectively. In this method, we counter the problem of blurred 
images, which is one of the major issues in recognition systems and causes the system’s 
accuracy to drop low. Here the training dataset to be used is composed of both visuals 
that are crisp and still and also has images that are artificially blurred to allow and 
encourage the system to learn face representations with a lot of blurs (Huddar et al., 
2020). To further enhance the quality of CNN features, the system extracts facial 
information and features of images containing pose variations and obscurity, such as 
patches and spots around facial regions (Ding and Tao, 2018). 

Another method for the same could be using the application of cross  
Euclidean-to-Riemannian metric learning for face recognition from video to blend the 
average appearance and pattern variation of faces in a single movie. A unique metric 
learning structure is utilised for training a distance measure spanning a Riemannian 
manifold and a Euclidean space. The suggested metric learning framework can handle 
three common video-based face recognition tasks: video-to-still, still-to-video and video-
to-video. The discriminant metric in the common space improves face recognition from 
videos by learning information on heterogeneous material with the shared label (Huang et 
al., 2018). 

Generally, in surveillance videos, facial recognition of the interested individual is 
distributed over multiple feeds from a network of cameras (Tamang and Roy, 2021). The 
video-to-still conversion’s performance because facial features acquired in the 
uncontrolled operational region with numerous video cameras have a separate underlying 
data distribution than faces recorded under controlled settings in the enrolment domain 
with a still camera, facial recognition algorithms can suffer (Ashraf et al., 2021). This set 
of problems has been tackled in the method presented in domain-specific face synthesis 
for video face recognition from a single sample per person. This domain-specific face 
synthesis (DSFS) technique takes advantage of the OD’s representative intra-class 
variance information (Kumari and Bhatia, 2021). Before the system operation through 
affinity propagation clustering, a small set of faces from unknown persons is selected in 
captured condition space. A small group of artificial face images resembling people of 
interest is developed within capture parameters relevant to the OD (Kriti and Garg, 
2021). The DSFS artificial face features create a cross-domain dictionary that 
compensates for ordered sparsity in a specified application based on sparse representation 
categorisation, with dictionary blocks combining every person’s original and artificial 
faces. In such cases, using the presented DSFS method can result in greater precision 
(Mokhayeri et al., 2019). An important method to focus on would be motion detection 
and recognition using something similar to action recognition by dense trajectories 
(Wang et al., 2016). We sample closely packed points in every frame and monitor those 
using dispersion data off a closely-packed optical flow field (Bibi et al., 2022). 

But along with facial recognition, other factors can be recognised and understood, 
such as emotion detection and object detection in videos. Object detection can be 
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achieved using one of the support vector machine (SVM) techniques, i.e., video-based 
entity recognition using latent bi-constraint SVM. We present two large datasets for 
video-based object recognition in the following method. Second, we offer LBSVM, a 
maximum-margin framework for video-based object recognition (Tao et al., 2020). 
LBSVM is focused on structured-output SVM; however, it is extended to tackle noisy 
video input and assure output fairness throughout; this is done by latent variables and the 
two new constraints in the technique (Arabaci and Mohamed, 2020). The first constraint 
enlarges training videos and necessitates correctly classifying all subsequences (Kumari 
and Bhatia, 2021). This trains the classifier to recognise several testing videos from 
different angles. Second, the score function is monotonic regarding the inclusive 
connection among video substrings. Finally, the latent variable is for view selection and 
is used to cut out undesirable views of an object in the video sequence. These  
two constraints and the latent variable allow LBSVM to base the recognition decision on 
the entire video, preventing output inconsistency (Liu et al., 2018). Emotions are another 
component that can aid in recognising violence in videos (Arabaci and Mohamed, 2020). 
This can be done using a strategy for transmitting information from disparate external 
factors, such as textual information and image, to enable emotion recognition and 
summarisation (Xu et al., 2018). 

3 Methodology 

3.1 Transfer learning 

Researchers have recently paid more attention to deep learning, which has already been 
effectively utilised in various practical situations. Deep learning techniques aim to 
explore wide features from huge volumes of data, putting it ahead of typical machine 
learning (Tan et al., 2018). Compared to hand-crafted feature descriptors, feature learning 
is desirable because it allows users to learn sophisticated underlying data representations, 
which is especially useful for difficult tasks like picture recognition. The learned features 
acquired from mastering a particular issue are re-used to rectify a different problem in a 
new activity, referred to as transfer learning. The idea of transfer learning may have 
originated in educational psychology (Zhuang et al., 2021). It’s a fundamental technique 
for dealing with data scarcity (Tan et al., 2018). Figure 1 illustrates the overall transfer 
learning process with the source domain converted into the target domain, categorising 
two output classes of target datasets. 

3.1.1 Definition 
The term ‘transfer learning’ is expressed based on domains (D) and tasks (T). 
Considering a source domain Ds and learning task Ts, a target domain, Dt and learning 
task Tt, in which: 

ors t s tD D T T≠ ≠  (1) 

Transfer learning attempts to aid in the training of this target domain feature in Dt by 
leveraging the understanding from Ds and Ts. 
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Figure 1 Illustration of the transfer learning process (see online version for colours) 

3.1.2 Notation 
The domain D is divided into two halves: a parameter set X and an unconditional 
probability density P(X), in which X = {x1, …, xn} ∈ X. With the given domain 
D = {X, P(X)}, a task is divided into two halves: a label space Y and a prediction mapping 
that is objective f(·), which is depicted as T = {Y, f(·)}, and this is deduced from the 
training sample sets {xi, yi}, wherein xi ∈ X and y ∈ Y. Therefore, a task is depicted as 
T = {Y, P(Y|X)} (Liu et al., 2020). 

The previous study focuses on a multi-instance learning system based on 
representative prototype selection integrating deep instance classification methods. 
However, the said method is time demanding and inaccurate when dealing with diverse 
features. A potential drawback that hampers the success of this strategy is the inability to 
learn the relationship between components. The CNN deep model was designed to be 
data-driven, requiring a big labelled dataset to train. Preparing annotated datasets is a 
difficult and time-consuming operation. The notion of transfer learning is used to 
alleviate the issue of overfitting for short datasets when using recent deep-learning 
network topologies. This paper uses 800 violent and non-violent video segments and a 
Violent Scene Detection Dataset (VSD) 2014 (Ding et al., 2021) as a pre-trained 
reference system design containing attributes extracted from the internet. This is used to 
tackle the issue of categorising the proposed dataset as violent or non-violent and obtain 
the performance metric. 

3.2 Working process 

Step 1 Obtain the pre-trained model. 

Step 2 TensorFlow trains a new dataset using this pre-trained model. 
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Step 3 The new dataset containing violent and non-violent videos is introduced in the 
code as a list of test sets is formed. 

Step 4 The videos from the test are broken down into image frames (RGB Channel), 
and motion information is gathered (Optical Flow Channel). 

Step 5 Sigmoid function and ReLU Activision are used at the end of the RGB channel 
and optical flow stream, respectively, to obtain outcomes subjected to max 
temporal pooling to receive output. 

Step 6 This output is used to obtain performance metrics. 

3.3 ReLU activation 

ReLU activation function is an acronym for rectified linear activation function. If the 
input to this function is positive, it will output immediately; otherwise, it will output zero. 
Since models that utilise this function are quicker to train and generally produce higher 
performance, it has become the typical activation function for many neural networks. 
This function achieves better results because it can be used on many layers. Other 
functions cannot work due to the vanishing gradient problem, which the ReLU activation 
function is overcome. 

The equation represents the activation function of ReLU: 

( ) {0 0, 0}f x for x x for x= < ≥ (2)

3.4 Sigmoid function 

The sigmoid function is a sort of activation mapping that works as a squelching function, 
ensuring that the outcome of a neuron in a neural network is within acceptable limits 
(usually 0 and 1 or –1 and 1). With Gaussian blur type training sets, the sigmoid function 
is frequently used. This function: 

( )( ) 1 1 zg z e−= + (3)

is advantageous since it is differentiable, and that’s crucial for weight-learning methods. 
The sigmoid function expands the number of possible hypotheses the system can reflect. 

4 Experiments 

The experimental aspects of the proposed transfer learning methodology are described in 
this section. 

4.1 Dataset 

The first step is gathering the dataset, which includes two clips: violence and 
non-violence. There were a total of 1,951 clips in the dataset. Figure 2 depicts the number 
of clips in each set, whereas Figures 3 and 4 depict some of the violent and non-violent 
dataset frames, respectively. Unusual ferocious acts, such as fights involving two or more 
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people, are subjected to violence. In contrast, regular life-engaging activities, like taking 
a stroll, sprinting, running, and hand gesturing, are frequently classified as non-violence. 

Figure 2 No. of clips in each set (see online version for colours) 

 

Figure 3 Violent dataset (see online version for colours) 
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Figure 4 Non-violent dataset (see online version for colours) 

 

4.2 Pre-processing 

Pre-processing can be considered a set of processes performed on each frame. Each frame 
contains decoding, computation, and encoding activities. Decoding is converting a video 
frame from compressed to raw format. Computation is a specific operation that we must 
perform on the frame. Encoding is the process of returning the processed frame to its 
compressed condition. This is a sequential operation. Each frame contains spatial 
information, whereas the series includes temporal information. We employ a composite 
structure that involves computations (for perceptual processing) and recurring layers to 
simulate the two elements (for temporal processing). Pre-process the frames with 
Gaussian blur, thresholding, dilation, and erosion. 

4.3 Training 

The first step in the training process is to create a new model. The training data in 
train_list and train_label is fed to the model, after which it learns to associate frames and 
labels. The trained model makes predictions about the test set, the test_list array. The 
predictions are verified to check the accuracy, and if needed, the model is re-trained. 
Figure 7(a) depicts the steps required to obtain the trained model. 
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4.4 Feature extraction 

The video codec is used to extract motion information. The motion vector, the magnitude 
of motion at each pixel per frame, is obtained from the codec. This motion vector is a 
two-dimensional vector with the same dimensions as a frame from a video sequence. A 
motion feature representing the amount of motion in the frame is generated from this 
motion vector. To create this motion feature, the motion vector is first divided into twelve 
equal-sized sub-regions by slicing it along the x and y axes into three and four regions, 
respectively. The amount of motion along the x and y axes at each pixel in these 
subregions is aggregated and used to generate a two-dimensional motion graph for each 
frame. Figures 5 and 6 display the frames plotted for feature extraction on the x and  
y-axis from both types of clips in the dataset. 

Figure 5 Plotted image frames in a violent set (see online version for colours) 

 

Figure 6 Plotted image frames in the non-violent set (see online version for colours) 

 

4.5 Classification and evaluation 

The next step is to carry out the process of classification, which is a type of pattern 
recognition. This discovers a matching pattern on the test set based on training data. 
These predictions are made about some frames on the test set using tf.Keras models. 
Finally, the model is evaluated, and a list of two values is returned. The first value will be 
the model’s loss on the data, while the second will be the model’s accuracy on the 
dataset. The loss value is omitted because we are just concerned about accuracy. 
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5 Violence video detection 

The suggested dataset is split into two parts: the training part, which is 90%, and the test 
set is the remaining 10% of the dataset. One part of the clips consists of violent 
behaviours and actions, whereas the other half is normal videos without any details or 
violence. 

Figure 7 (a) Steps to obtain the trained model (b) The architecture diagram involved in obtaining 
the output from the trained model (see online version for colours) 

 
(a) 

 
(b) 

To help design a pooling mechanism, the model uses an optical flow channel branch. The 
sigmoid function has been used at the end of the Optical Flow field, whereas Relu 
activation is used at the end of the RGB field, as depicted in Figures 7(a) and 7(b). The 
outcomes from the Optical and RGB channels are then amplified, after which they are 
subjected to temporal max-pooling processing. Because the sigmoid function’s outcome 
is between 0 and 1, it can be used as a scalability component to change the RGB 
channel’s outcome. Furthermore, because max-pooling can only save local maximums, 
the RGB channel’s result amplified by one has a higher chance of being kept. At the 
same time, the magnitude proliferated by zero is likely to be lost. This process is a type of 
self-taught grouping method that uses a flow of an optical branch; as a result, it decides 
which data the framework should keep or discard. 
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6 Results and discussion 

In summary, through our approach, we learnt that deep learning-based techniques 
frequently outperform traditional feature extraction-based models. Furthermore, most 
cutting-edge outcomes use multiple-channel inputs (e.g., raw RGB images and optical 
flows). Simultaneously, complicated models are not highly resistant to over-fitting. 
Optical flow uses a novel pooling mechanism that can use temporal feature pooling rather 
than using human-designed techniques. The research aims to apply the proposed  
hard-attention mechanism to action detection tasks. The larger datasets in the action 
recognition challenge provide a data-rich environment for the deep reinforcement 
learning agent. Yet, the greater diversity of actions creates a larger search space, resulting 
in additional difficulties. A promising next direction for this research is to apply the 
proposed hard attention mechanism to multi-attention scenarios in collaborative actions. 
The proposed method is evaluated against two datasets categorised as violent videos and 
non-violent videos. The test set comprises random videos from both these sets, and our 
proposed system was able to accurately recognise the video type from the set of input 
videos. 

Results show an accuracy of 76.79% obtained on the dataset. Hence, this proposed 
transfer learning method achieved cutting-edge accuracy in the data. This model can 
distinguish between violent and non-violent actions from various clips. Above all, the 
proposed approach obtained desirable accuracy outcomes in 10 training epochs on the 
dataset, significantly lowering the steps needed to train the model for the target dataset. 
As a result, the suggested system has well-defined formal features and achieves a  
well-balanced equilibrium among multiple factors (Table 1). Transfer learning helps 
tackle complicated real-world issues with multiple restrictions by making deep learning 
more approachable. Experiments were conducted for offensive video classification on 
various methods, namely LTP, violent flow descriptor (ViF), and histogram of gradient 
(HOG) + bag-of-words (BoW) models on the proposed dataset. A comparison chart was 
plotted, which depicted all the algorithms’ different accuracy results (Figure 8). 
Table 1 Accuracy representation of distinct methods for the proposed dataset 

Method Accuracy 
HOG + BoW (Mau et al., 2013)  57.43% 
LTP (Puthige et al., 2021)  71.90% 
ViF (Puthige et al., 2021) 73.70% 
Transfer learning 76.79% 

In Table 2, we discuss the different methods and their key advantages and disadvantages, 
which are highly responsible for their resultant performance metric. Starting with the 
method of histogram of gradient in combination with bag-of-words, the key advantage is 
that when provided with larger scales of data, it provides more global information. In 
contrast, when the scale of data is comparatively smaller, the data received is more  
fine-grained than global. The second method mentioned is the local ternary pattern, 
which has the primary advantage of being resistant to noises in images, giving its 
accuracy the required boost. However, the disadvantage of this method is that it is 
susceptible to variations in lighting, which lowers its accuracy return. The third method is 
the violent flow descriptor which has the significant advantage of showing the amplitude 
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and direction of the motion. Still, unfortunately, the results of this method aren’t 
transparent, which becomes a key limitation. Finally, the fourth method is our proposed 
algorithm, Transfer learning which saves resources due to the re-use of the pre-trained 
features from the source model to the target model. But the main limitation of this 
method is a negative transfer which occurs when it becomes difficult to solve a task using 
pre-trained features. 

Figure 8 Graphical representation of accuracy results for different methods such as HOG+BoW, 
LTP, transfer learning and ViF (see online version for colours) 

 

Note: Our proposed method, i.e., transfer learning, achieves the best results, depicting 
that it helps tackle complicated real-world issues by making deep learning more 
accessible. 

Table 2 Advantages and disadvantages of the distinct methods 

Method Advantages Disadvantages 
HOG + BoW 
(Mau et al., 2013) 

This has the advantage of providing 
more global information at larger 
scales while providing more fine-
grained detail at smaller scales. 

The end feature vector grows in 
size, which means it takes longer 
to retrieve and train with a 
particular classifier. 

LTP (Puthige  
et al., 2021) 

LTP are more noise resistant. Not resistant to variations in 
lighting. 

ViF (Puthige et al., 
2021) 

It shows both the amplitude and the 
direction of motion. 

The results are not transparent. 

Transfer learning When developing novel models, 
resources are saved, and 
performance is increased. 

Negative transfer is one of the 
most significant drawbacks of 
transfer learning. 
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7 Conclusions and future work 

In conclusion, we have presented an adaptive and effective algorithm for transfer learning 
for offensive video classification. Deep learning-based techniques outperform traditional 
feature-extraction methods most of the time. Furthermore, multi-channel sources are used 
in most cutting-edge outcomes (e.g., raw RGB images, optical flows, acceleration  
maps). Optical flow employs a one-of-a-kind pooling mechanism that can replace  
human-designed tactics with periodic feature pooling; the research aims to implement the 
hypothesised difficult technique in motion detection methods. The transfer learning 
algorithm was used to recognise violent behaviours from videos automatically. This 
model provides constructive results and is easy to use. The accuracy obtained is 76.79% 
for this model by analysing the outputs obtained. In an attempt to get numerical findings 
and use our local dataset as a standard dataset for assessing abnormal activity, which can 
be applied in detection methods, additional studies will also look into evaluating this 
technique in other settings and will improve it. Another possible future approach for this 
work is applying the hard attentiveness technique to multi-attentional situations. In the 
approach, alternatives that do not specifically involve optical flow can be researched. 
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