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1 Introduction

Verification & Validation (V&V) is becoming a critical
point in the understanding and design of large systems
like weather events, traffic lights, aircraft autopilot,
smart systems, etc. Developing software or hardware
without failure and in which people can put their trust
is a big challenge for experts and designers. Many
research fields have explored solutions to this problem
for many years, and two domains have emerged. On
the one hand, theory of Modelling & Simulation (M&S)
[Zei76] provides an intuitive way to model systems by
specifying inputs, outputs, states and a time-advance
function expressing the evolution of the model through
time, then encapsulating this simple behaviour into
black boxes and reusing them to design more complex
systems. Even the harder system can thus be quickly
analyzed, but the efficiency of simulations strongly
depends on the hypothesis made on the system under
study and on the played scenarios. Indeed, testing the
entire state space appears like impossible, due to the
impossibility for designers to think to all possible cases;
or it will take a too long time as simulation can deal
with big inputs.

On the other hand, Formal Methods (FM), especially
model-checking [CE82, QS82], are well-known to
systematically explore the total state space of a model
in order to check that it satisfies behavioural properties.
However, formal methods can encouter some limits:
for example, Timed Automata (TA) are not able to
represent systems with non-linear clock constraints
[AD94]. The main problem is that the formal verification
models need to focus on the conceptual aspects of a
design that are relevant to the properties one wants
to verify for two reasons: this guarantees the efficiency
of the model-checking algorithms within a reasonable
time when the state space may be huge, and it is shown
that many problems are undecidable, resulting that the
model-checking cannot be performed in these cases.

The literature thus provides some techniques on
combining formal verification and simulation for specific
fields like validation of integrated circuit design [LTS06]
or system-level performance analysis [KPBT06], and
shows the benefit of combining simulation and formal
verification. These approaches propose to enhance V&V
process by partitioning the model and using on each
part either formal verification or simulation if the first is
not applicable. However, there is no guarantee that each
part is expressed in the right level of abstraction. These
methods generally imply remodelling part of systems
which one wants to check, or provide some morphism
rules between multiple formalisms to get a verification
model from a simulation model. In this context, we
propose another methodology to combine simulation
and model checking. In our approach, we build a new
specification language (called the target formalism)

upon a verifiable language (called the source formalism)
by integrating semantics which comes from simulation.
This increases the expressiveness of the source formalism
without breaking its formal verification capabilities.
Then, simulation is used in order to verify and validate
some properties that formal verification could not verify
and without remodelling the considered part of the
system under study. Thereby, each part of a system can
be verified and validated at many levels of abstraction.
Moreover, thanks to the power of the Discrete-EVent
system Specification (DEVS) Framework, each submodel
can be combined into another complex model which can
represent the entire system at a level of abstraction.
The behaviour of the global model is thus verified and
validated by simulation, overcoming the weakness of
formal methods applied to complex systems.

One result of our proposed approach is the
Discrete-Event PROMELA (DEv-PROMELA) which
we introduced in DEv-PROMELA is based on the
well-known PROcess MEta LAnguage [Hol91] and
on the Classic DEVS semantics [Zei76]. It allows
accurate modelling of discrete-event systems (DES) in a
syntactical way and their verification and validation by
using both formal verification and simulation. Another
advantage of DEv-PROMELA is that specifying a DES
model into a syntactic formalism makes easier the
translation from the conceptual model to a computerized
simulation model. Indeed, transformation rules can
easily be defined and verified between two syntactic
formalisms. This advantage is crucial because it also
allows a kind of interoperability between existing
simulators. By using the DEv-PROMELA Studio which
integrates the SPIN model checker [Hol97] and a DEVS
simulator on the one hand, and the MS4 Me environment
[SZCK13] to illustrate the interoperability on the other
hand, DEv-PROMELA has been successfully applied in
order to model, verify and simulate designs of simple
algorithms, but also more complex conceptual models
of video games.

This article is built as follow: section 2 briefly
introduces formal verification and simulation especially
of timed systems, and talks about existing combining
methods. Then, section 3.1 and 3.4 shortly introduce our
approach combining formal verification and simulation
in a same framework, and briefly recall the semantics
of DEv-PROMELA, a result of our proposed approach.
Section 4 finally talks about few applications of DEv-
PROMELA.

2 Related works

2.1 Introduction to Formal Verification

Formal verification is a well-known verification
methodology that “dates back to the origin of computer
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sciences” [CC10], and whose the objective is to check
whether a model is correct against some formal
specifications. Formal verification methods are based
on rigorous and mathematical proof techniques. Indeed,
Formal Methods are a set of formal notation and tools
that allow a strict and rigourous description of the
system under study, with formal semantics and an
automatic proof mechanism [BH95]. Formal Methods
are divided into two families:

• Automated theorem proving methods [CL73,
Lov78, Duf91] show that a set of statements
of a system can be deducted from another set
of statements. Formally, we consider Γ, a set
of logical properties describing the system (we
called them axioms and hypothesis), and φ a
set of specifications (that we called conjectures).
Theorem proving methods try to find a proof that
Γ ` φ, in other words, that we can syntactically
deduce specifications from properties of the
system.

• Model Checking methods [CE82, QS82] show that
a system satisfies a set of properties. Formally, we
consider M , a model (in the mathematical sense)
of the system, and φ, a set of logical properties.
Model Checking methods check whether M |= φ
: all models M syntactically and semantically
satisfy φ. In fact, because the system is generally
modelled by a finite automaton, model checking
tools systematically explore the entire state space
of the system model, inducting to the well-known
state space explosion problem, which is extensively
treated in the literature [Cla08, HR05, BK08].

With these definitions, we can easily understand
why formal methods are powerful methods to check the
correctness of a system. Indeed, whatever the family of
formal methods, they are based on logics that is the best
way to describe properties in an unambiguous manner,
and on mathematical formalisms, most of the time state
machines, that are also the best way to describe systems
in an unambiguous manner. However, it is well-known
that these techniques could become very heavy, time
and effort consuming because they require advanced
mathematical skills and knowledge [Hei98], and are not
very practicable in large and complex systems. Although
model checking research is focusing on efficiency and
scalability, formal methods are faced with the complexity
of systems and data domains [ZREF13].

The complexity of systems comes from the complexity
of their behaviour and interactions between their
internal components, on the one hand, and their
environment, on the other hand. Consequently, in
order to be efficient and effective, formal methods
have to apply some restrictions to their modelling
and specifications languages, reducing their expressive
capabilities. Consequently, some assumptions can lead

to a certain idealisation or rigorous hypothesis which
are not representative of the real environment of the
system. The obtained model is certainly simpler than
the real design, but it also increases the requirement
of some expertise to ensure the level of abstraction
is appropriate. The problem does not arise from the
abstraction process itself, because making models is
making abstraction, but the way in which we do
abstraction and how we simplify models in order to make
them fit the tools’ requirement. Abstraction [CGL94]
has many advantages: it guarantees, for instance, that
the model system is finite (or finitely represents an
infinite-state system [To10]), which is a condition for
model checking techniques work [BK08]. Consequently,
this means that a set of problems cannot be checked
with formal verification methods, without making strong
assumptions. For instance, it is shown in [AD94] that
certains classes of timed automata are undecidable and
not computable for model checking. Another example
is given by [BJ14] for the Cyber-physical Autonomous
Cooperative System of Systems (CACSoS). The authors
state that “Despite these drastic simplifications, state
space explosion prevents employing more than a handful
of Uninhabited Air Vehicles (UAVs) and sensors”.
Finally, only strong expert knowledge can guarantee
that the semantics and restrictions of the model checker
tool is enough to make a correct abstraction of the
system.

Furthermore, it is relevant to consider how models
are built. Abstraction-Refinement (A-R) process
[HL98, CGP99, Gru06] is commonly used to approximate
more effectively the behaviour of the original system,
by iteratively adding details to abstract states, abstract
algorithms and types and constants, before verifying
the newly obtained model [DT96]. However, A-R loop
involves a problem: when the abstraction does not satisfy
a property, it does not mean that the real model does not
satisfy this property. And because refinement involves
restrictions, refinement is perhaps representative of only
a part of the checked problem. This is especially true
when it is difficult to prove that the correctness of a
refinement against a property implies the correctness of
the real model against this same property. Indeed, it is
a vicious circle: the more the model is refined, the less
it represents the real system because of restrictions that
the modellers add, although it makes the verification
easier. Conversely, the less a model is refined, the more
it is imprecise or not verifiable with formal methods
(that is the generalisation problem stated by [BK08]).
Finally, according to Baier, “complementary techniques,
such as testing, are [thus] needed to find fabrication
faults (for hardware) or coding errors (for software)”,
although testing is not possible all the time.

The latter point leads to a discussion of the
interoperability and universality of formal methods.
There exists many formal methods, each having an
appropriate expressiveness power to describe specific
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Figure 1 The Basic M&S entities [ZKP00].

models. This is particularly problematic because experts
may have strong knowledge in each formal method,
but also because formal methods could return different
results for the same design: [Owe07] shows, for instance,
Cadence SMV and NuSMV give two different results
for the same requirement and the same input model.
In that sense, we can state that each formal method is
specialised as regards a type of system. This can be a
problem to justify the use of a formal method instead of
another.

2.2 Introduction to Discrete-Event Simulation

M&S domain has been explored since the early 1960s,
but was really theorised in [Zei76]. This theory tried to
make uniform these two notions used extensively in many
disciplines like medicine, physics, etc; it also defines a
global and universal framework and methodology that
is not dependent on the domain of application. As the
name suggests, the two key concepts behind M&S are
“Model” and “Simulation”. The most popular definition
of “model” is perhaps the one given in [Min65]: “To an
observer B, an object A* is a model of an object A to
the extent that B can use A* to answer questions that
interest him about A”. Model is then an abstraction,
a simplification, a representation of the reality. This
definition joins the one given in formal verification
domain, even in the mathematical sense. Indeed, a model
is a semantic interpretation of a structure. Simulation
is thus “executing a model to generate its behaviour”
[Zei76], by acting on inputs and parameters of the
model. Experimental Frame (EF) is a set of conditions
under which the real system is observed. This notion is
also important because it implies a certain abstraction.
From this, a model will be valid in a specific EF (i.e.
the model generates the same behaviour as the real
system in the given conditions) but not in another. This
is the main limitation of simulation. Indeed, we can
easily deduce that simulation strongly depends on the
played scenarios. Unlike formal methods which explore

the entire statespace, simulation focuses only on an
identified part of the statespace. In other words, doing
an exhaustive verification with simulation is hard and
maybe impossible.

Another advantage of M&S is that Zeigler defines
a unique and universal formalism to describe discrete-
event system in a generic manner. DEVS formalism and
its extensions allows modelling a full-range of discrete-
event systems as simple transition system. All these
contribute to make the M&S framework very easy to use
for modelling and simulation of many types of systems,
like complex natural phenomena [Wai15].

In the V&V terminology, an analogy can be made
between testing and simulation. The weakness of
simulation is due to this being an empirical method.
Correctness of the simulation essentially comes from
the precision of the assumptions made on the EF.
Then, simulation-based verification depends on specific
scenarios and conditions under which it is tested. This
does not mean the entire state space cannot be checked
as for formal verification, but it would be probably more
costly (and because efficiency of a simulation model
can only be evaluated by comparing its outputs with
those of the real system for specific inputs). Note that
because simulation is evaluated under specific EF, this
enforces the notion of determinism; in other words, for
the same set of inputs, the model must generate the
same behaviour and the same outputs.

2.3 Complementarity between Simulation and
Formal Verification

In order to overcome the weakness of formal methods
and simulation, the litterature explores some techniques
which combine these methodologies. Firstly, papers
concerning formal verification and model checking
clearly consider simulation. According to [BK08] : “In
order to improve the quality of the model, a simulation
prior to the model checking can take place. Simulation
can be used effectively to get rid of the simpler category
of modeling errors.” [ISS+06] note that “UPPAAL
provides an integrated simulation tool. It allows the user
to examine the dynamic system behavior in a graphical
manner either interactively, [...] or randomly to let the
system run on its own.” And SPIN and NuSMV model
checkers also integrate a “simulator” [Hol97, CCGR99].
These simulators are not in the sense of M&S concepts
because simulation involves determinism of models;
however, they can be seen as the result of the need
of “executing formal specifications” for the purpose
of validation. PROMELA and SMV are based on an
operational semantics that allows the execution, but
that is not the case for all specification languages. [LB03]
prefers the term “animation of specification” for their
ProB Model Checker.

The need of increasing the credibility of simulation
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models leads researchers to apply formal methods in
M&S [KCS03] in order to verify simulation models.
Many methods to transform certain DEVS subclasses
into Timed Automata for purpose of static verification
were developed [DG07b, SW09]. Other approaches tend
to integrate Z into DEVS models [TFH09, Tro10] also
by transformation.

What is the problem with existing methodologies
? These techniques combining formal verification and
simulation like in [AHMT14] derive the verification
model from the simulation model in order to verify
it, or derive a verification and a simulation model
from a conceptual model. In the second case, the
derivative does not guarantee that the obtained models
are related to each other [LTS06]. In the first case, the
verification is about the simulation model (meaning the
implementation of the simulator) and not the initial
design. Moreover, it implies to apply some restrictions on
the simulation model in order to enable the verification.
Thus, there is no guarantee that the verification model
represents the initial design.

3 Combining Formal Verification and
Simulation with Discrete-Event
PROMELA

3.1 Overview

Our proposed methodology tries to reduce and overcome
the previous disadvantages. The main idea is introducing
the semantics of a discrete-event simulation language
into a verifiable language. A similar approach was
recently described in [AMT16]. The general approach
that we propose is as follow:

• Choose a verifiable formalism (like PROMELA,
Timed Automata...) called the source formalism.
Identify the missing notions among the three main
concepts related to discrete-event simulation: event
mechanisms, state lifespan, types of transition
(internal or external).

• Introduce syntactical elements into the source
formalism in order to enable modelling of these
notions. Add a new datatype to model infinite
values if needed. If the source formalism is based
on state machines, make sure that adding these
concepts does not change the structure of the
underlying automaton.

• Define the new operational semantics based on
the targeted discrete-event simulation formalism
(DEVS, G-DEVS [GEG01], Temporal Sequential
Machine [Gia09]...)

• Use the obtained formalism to design systems.

Then, we can be sure that we are able to easily
define a morphism which translates models expressed

in the new formalism into models expressed in the
source formalism and which conserve all their structural
properties. Indeed, the automaton underlying the new
formalism is built upon the automaton underlying the
source formalism. Moreover, we are also sure that it
exists a simulation model which has the same behaviour
than the behaviour of the model expressed in the new
formalism. Thus, we can easily define a morphism which
transforms models expressed in the new formalism into
models expressed in the targeted simulation formalism.

In order to illustrate our approach, we apply it to
extend PROMELA.

3.2 Recall about PROMELA

PROMELA is a specification language with an
operational semantics and initially designed for the
modelling and verification of concurrent protocols,
involving synchronous or asynchronous communication
between processes. Based on Djikstra’s Guarded
Command Language, its syntax is close to any
imperative language, making their use very easy,
compared with others formal methods. Because the
language is very complete, we will focus there only on
interesting concepts for the scope of this paper.

A PROMELA specification is thus a set of two
separate parts: the system specification, on the one hand,
which describes the behaviour of the model, and on the
other hand, the properties to verify on the model.

3.2.1 System Specifications

A PROMELA system is a finite set of components:
instances of processes. These instances can communicate
with each other thanks to different mechanisms as
buffered messages, shared global variables or rendez-vous
handshakes. Each instance of each process is modelled
by a finite set of guarded or labeled command called
statements. A statement is said non-blocked if the state
of the system allows its execution, otherwise it is said
blocked. Then, one execution of the specifications, at any
time ti, corresponds to the execution of one among all of
non-blocked statements, without any assumption about
duration of the statement execution.

Instructions are divided into two categories:
statements that modify the system state and control-
flow instructions. Statements relative to state changes
are assignments and message exchange instructions.
Assignment statements involve local and global
variables, whereas communication statements involve
buffered channels. It is important to note that,
if assignements are always considered as enabled
statements (i.e. they can be always executed), the
instructions relative to channels can be blocked if the
associated buffered channel is empty or full. Control-
flow statements are classical conditionnal and loop
instructions. These ones allow selection of the next
statement among different branches regarding a guard.
Because PROMELA processes are non-deterministic, if
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Algorithm 1: A simple example of PROMELA program.

1: int z = 1;
2:

3: active proctype A {
4: int x = 2, y = 2;
5: if
6: :: ( x == 2 )→ x = 3;
7: :: ( y == 2 )→ y = 4;
8: fi;
9: }

10:

11: active proctype B {
12: int x = 2, y;
13: do
14: :: ( y == 2 )→ x = 2;
15: :: ( x == 2 )→ y = 4;
16: od;
17: }
18:

19: ltl {[](z == 1); }

several guards are satisfied, a random one is selected.
If none of them is satsfied, the control-flow structure is
blocked. PROMELA also provides a timeout instruction
(usable as a guard) which is enabled if all instructions
are blocked in the whole system.

Datas in PROMELA are represented by local and
shared variables. Local variables are those which are
relative to only the process which they belong to,
whereas global variables are shared by all processes. A
variable is characterized by its value and its type, or any
finite combination (structures) or finite arrays of these
types. Each PROMELA type represent a finite set of
values.

The immediate result is that a PROMELA model can
be represented by an underlying finite automaton.

3.2.2 Properties Specifications

SPIN supports the verification of Linear Temporal
Logic (LTL) properties on the PROMELA models. LTL
properties are converted into a never-claim process
(comparable to any normal processes) which don’t
”participate” to the behaviour of the system. The goal
of a never-claim process is only to guarantee the system
satisfies the property which is encoded in it. In this sense,
a never-claim process acts as a monitor. The study of
LTL encoding is out-of-scope of this paper. Thus, we
recommand the SPIN Reference Manual [Hol03] to the
interested readers for further informations.

Then, the formal verification of PROMELA
specifications intuitively corresponds to the checking of
all executable paths against a given property, without
any assumptions of duration. It results that the next
state of a PROMELA model does not depend on the
time elapsed in a previous state. Because it is not

possible to model this elapsed time, timed extensions
were developed.

3.2.3 Executability of a Process

A PROMELA process with a set of statements L is thus
a finite state machine P = (Q,T, s0, F ) where

- Q = {qi = (l1, ..., lm, g1, ..., gn, c1, ..., co) ∈∏m
i=1 Li

∏n
j=1Gj

∏o
k=1 Ck}, the finite set of states;

a state is characterized by the values of each local
and shared variables, and channels (the all sets Li,
Gj and Ck);

- T ⊂ Q× L×Q, the finite set of transitions labeled
by a statement l ∈ L;

- s0 ∈ Q, the initial state of the process;

- F ⊂ Q, the finite set of final states of the process;

Denote (qi, qj) ∈ Q2 and l ∈ L a statement (i.e. an
instruction in the PROMELA program). Then, t ∈ T
iff the process can change its state from qi to qj by
executing l only. In other words, a statement denotes two

consecutive states and t = (qi, l, qj) (we will note qi
l→

qj).
Given two states (qi, qj) and a labelled transition

t = qi
l→ qj , t is enabled iff

- l is a non-blocking instruction: an assignment, a
conditionnal instruction with a satisfying guard or
any control-flow atomic instruction (break, skip,
timeout, etc);

- l is an asynchronous message sent over a non-full
channel;

- l is an asynchronous message received from a non-
empty channel;
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- l is an unblocking rendez-vous message.

3.2.4 Executability of a Program

A PROMELA program with n processes is a subset of
the cartesian product of the state graph of each process.
Thus, a PROMELA Program M is a Kripke Structure
[Kri63] K =< S, s0, R, L > with

- S ⊆
∏n
i=1Qi, where Qi is the statespace of the

process pi (1 ≤ i ≤ n);

- s0 = (s01 , ..., s0n) where ∀i ∈ [1;n], s0i is the initial
state of the process pi;

- R ⊆ S × S, the set of transitions. By definition,
R is left-total, meaning ∀s ∈ S, ∃s′ ∈ S such as
(s, s′) ∈ R;

- L : S → 2AP , the labeling function, which gives
an interpretation of atomic logic propositions (p ∈
AP ) for each state;

Denote r = (sm, sn) ∈ S2. We note qmi
, the state of

the process pi in sm, and qni , the state of the process pi
in sn. Thus, r ∈ R =⇒ ∃t ∈ Ti \ t = (qmi , li, qni), where
Ti is the set of transitions of the process pi and li ∈ Li
(here, Li is the set of statements of the process pi). By
this, we mean r is a transition of a PROMELA program
only if it exists a transition t that changes the state of one
of the processes composing the program. r is said enabled
if ∃t ∈ Ti which is enabled. If at least two transitions
are enabled for any state s, thus the system is said non-
deterministic.

Finally, we call run any finite or infinite alternating
sequence w ∈W of states and transitions: w =
s1r1s2r2....rn−1sn. Formal verification thus consists to
check all runs w against the desired property. Verification
methods and algorithms are out-of-scope of this paper,
and we suggest [BK08] as reference for the interested
reader.

3.3 DEVS Concepts

Discrete-Event Systems (DES) are a specific class of
timed systems, whose state changes at various time
instants, depending on instant occurrences of events.
Thus, a DES evolves along the events that it emits or
consumes. For the modelling of such systems and their
analysis, [Zei76] introduced the DEVS formalism, which
can be seen as a generalization of the Moore Machine
formalism by associating each state with a lifespan. The
traditional DEVS thus relies on the following notions:

• Each state is associated with a real number called
lifespan. This real number can take its value on
[0; +∞]. When the lifetime of a state has expired,
the system emits an output and changes its current
state according to the transition table;

• When an input is consumed, the state of the
system changes according to the transition table,

regardless of the current lifetime of the current
state;

• As a result of the previous point, transitions can
be characterized as internal or external transitions.
Internal transitions model autonomous behaviours
while external transitions correspond to reactions
to any external events;

• Events are well-dated and can be ordered;

• There is no non-deterministic behaviour. If two
events occur at the same time, thus either they are
equivalent events (e1 = e2) or they are prioritized;

• The state, input and output trajectories are
piecewise segments; the distribution of events can
follow any non-linear function, unlike for discrete-
time systems in which the time is determined by a
linear function of periods;

More formally, a DEVS model is a coupling of
DEVS atomic and coupled models. A DEVS atomic
model is the smallest simulable unit defined by A =
(X,Y, S, δint, δext, λ, ta), where:

• X is the set of input values;

• Y is the set of output values;

• S is the set of states;

• δint : S → S is the internal transition function;

• δext : Q×X → S is the external transition
function;

• λ : S → Y is the output function;

• ta : S → R+ is the time advance function;

• Q = {(s, e) | s ∈ S, e ∈ [0, ta(s)]} is the total state
set; e is the time elapsed since the last transition.

The meaning of a DEVS can easily be depicted as
follows. At any time t, the system is in a state s. If
no external event occurs, the system stays in s for time
ta(s). If the lifetime expires, meaning the elapsed time
e from the last event is equal to ta(s), the system
outputs the value λ(s) and changes to the state δint(s).
If an external event x occurs before the expiration time,
meaning that the system is in a state q = (s, e) with
e ≤ ta(s), then the system changes its state to δext(q, x).
The event can transit into the coupled model using the
previously defined coupling: an external event coming in
the system is transmitted to the components using EIC,
while an output generated by a component transits using
EOC or IC.
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3.4 Discrete-Event PROMELA

Using our approach, we developed an extension of
PROMELA called DEv-PROMELA [YHF+15], which is
the result of introducing the semantics of DEVS into
PROMELA. We extended the syntax of PROMELA
as shown in [YHF16], in order to be able to specify
DES concepts and real values. DEv-PROMELA is
thus a syntactic language which allows modelling,
simulating and verifying discrete-event models by formal
verification and simulation. Indeed, the methodology
implies that we can encode any DEv-PROMELA model
into a DEVS model, which can be implemented and
simulated in any DEVS environment. Because it always
exists a PROMELA model structurally equivalent to a
DEv-PROMELA model, the model checker SPIN can be
used to check time-invariant properties. The semantics
alignement between DEv-PROMELA and DEVS is not
the object of this paper, which is only focusing on the
structural relationship between DEv-PROMELA and
PROMELA.

3.4.1 DEv-PROMELA Syntax

As said in the previous section, some syntactic elements
were added to PROMELA in order to model the essential
notions of discrete-event models: clocks and types of
transitions. Because DEVS allows real valuation, a new
data type real was introduced. Each statement of
PROMELA denotes a transition between two states.
Then, in order to define types of transitions and
types of events (internal or external), events descriptors
prefix any statement. The reader is encouraged to read
[YHF16] for more details about the syntactic changes.

3.4.2 DEv-PROMELA Semantics

The operational semantics of DEv-PROMELA
corresponds to the semantics of DEVS.

Semantics of a DEv-PROMELA process. A DEv-
PROMELA process P with a set of statements L is an
automaton T = (Sτ , E, δi, δe, s0, F ) where

• Sτ = {si = (ts, i, l1, ..., lm,∈ N×
∏m
i=1 Li ×∏n

j=1Gj ×
∏o
k=1 Ck)} is the set of states. i is the

identifier of the state related to the statement l
which defines it; the sets Li (resp. Gj) are the sets
of values of each local (resp. global) variable li
(resp. gj);

• E is the set of events; E contains at least the silent
event denoted ε;

• δi : Qf → Q0 × E is the internal transition partial
function;

• δe : Q× E → Q is the external transition partial
function;

• s0 is the initial state;

• F is the set of final states.

Moreover, we define:

- ta :

{
Sτ → R+

ta(s) 7→ ts
is the state lifetime function; the

lifetime of each state is given by the delay before
executing the next statement in the specifications;

- Q = {q = (s, dt),∀s ∈ Sτ} such that 0 ≤ dt ≤
ta(s) is the set of total states; dt denotes the time
elapsed in the state s;

- Q0 = {q = (s, 0),∀s ∈ Sτ} ⊂ Q;

- Qf = {q = (s, ta(s)),∀s ∈ Sτ} ⊂ Q.

Consider a DEv-PROMELA process P in a state s at
time t, and the next statement l with its event descriptor.
We can admit the process P is in fact in a state q = (s, t)
(if t denotes the elapsed time since the last event). If
l denotes an internal transition and if t = ta(s), then
the statment l is enabled. The event associated with the
transition is emitted to all the other processes composing
the program, before the transition is triggered, and the
next event for the process P is defined by :

de′ = getCurrentDate+ ta(s′)

with ((s′, 0), e′) = δi(s). If l denotes an external
transition on an event e, then the transition is triggered
only if the process receives the event e. In this case,
denote t the date of the event e. The next state is given
by q′ = δe(q, e) with q′ = (s′, 0). If δe is not syntactically
defined for (s, e), then the next state is given by q′ =
(s, dt) and ta(s) = ts.

Semantics of a DEv-PROMELA program. A DEv-
PROMELA program Pr is a transition system T =
(S,Λ,→) where S is the cartesian product of the set of
states of each process, the set of global variables and
channels that compose the program, Λ is the set of all
statements and → the set of transitions. Consider a
program Pr at time t and two states s = (spi , sqj , ...) and

s′ = (s′pi , s
′
qj , ...). Then, s

l→ s′ with l ∈ Λ if it exists a
transition from spi to s′pi , from sqj to s′qj , ... and if it does
not exist any other transition which can be triggered
before the date t. In other words, the next event of Pr is
the minimum value of all the next events of each process
and external events.

3.4.3 Structural Relationship between DEv-
PROMELA and PROMELA

Denote P a DEv-PROMELA process with L the set of
statements. As previously introduced, P is an automaton
A = (Sτ , E, δi, δe, s0, FA). Denote P ′, a PROMELA
process represented by a finite state machine B =
(S, T, s′0, FB). If P ′ is a structural equivalent to P , that
means it exists a morphism M that transforms P to P ′,
such as:
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- ∀s′i = (l1, ..., ln, g1, ..., gm) ∈ S,
∃si ∈ Sτ , si = (ts, l1, ..., ln, g1, ..., gm); we denote
S ⊂ Sτ by abstraction and φ : Sτ → S, the
abstraction function; (1)

- ∀ts ∈ R+, si = (ts, l1, ..., ln, g1, ..., gm) ∈ Sτ =⇒
∃! s′i ∈ S such as s′i = φ(si) = (l1, ..., ln, g1, ..., gm);
(2)

- ∀t = (s′i, l, s
′
j) ∈ T, ∃(si, sj , e) ∈ Sτ × Sτ × E such

as δi(si) = (sj , e) or δe(si, e) = sj , and φ(si) = s′i
and φ(sj) = s′j ; (3)

- ∀(si, sj , e) ∈ Sτ × Sτ × E, δi(si) = (sj , e)
or δe(si, e) = sj =⇒ ∃(s′i, s′j) ∈ S × S \ ∃t =
(si, l, sj) ∈ T and φ(si) = s′i and φ(sj) = s′j ; (4)

- s′0 = φ(s0); (5)

- F ′ = φ(F ). (6)

(1) and (2) mean that we can always make a
projection of any state of Sτ to a corresponding state of
S. Moreover, all states s of Sτ sharing the same memory
state are projected to an unique state s′ of S with
the same memory representation. φ is thus a surjective
function.
(3) and (4) mean that if it exists a transition function,
either internal or external, from any state si to any state
sj , and if s′i (resp. s′j) is a projection of si (resp. sj) by
φ, then it exists a transition from s′i to s′j .
(5) and (6) means that initial and final states are
preserved by abstraction.

Suppose M is constructed by only removing the event
descriptors of P. By this, we mean that we delete the
concepts of event, state lifetime and the characterization
of each transition, in other words the notion of internal
and external transition. M is thus an time-abstraction
function such as (1) and (2) are verified (all timed states
are projected to their untimed equivalent depending only
on their memory state). Because we don’t remove any
statement, (3) and (4) are trivially verified. Indeed, even
if a DEv-PROMELA (internal or external) transition
is defined between two states qi = (si, dti) and qj =
(sj , dtj) in Q, a such transition exists only if there
is a relationship between si and sj . However, a such
relationship is defined syntactically (transitions are
defined by the statements). Because we don’t remove any
statements, a such relationship is always existing, and
even for the branching structures. For the same reason,
(5) and (6) are also true.

Because a PROMELA program is a synchronized
product of each automaton that composes it, the graph
of DEv-PROMELA program P is included in the one
of P ′. Indeed, the graph of P ′ is composed by the all
possible permutation between statements, whereas the
graph of P is only composed by the permutation of
ordered events. That means, given two events e1 and
e2 associated to two statement l1 and l2, if date(e1) <
date(e2)), the graph of P will semantically not take into
account the path where l1 is executed before l2 (the path

may exists, but may be not valid). Thus, the morphism
M defined previously is also valid for the entire program.

3.5 Discussions

Before presenting applications of DEv-PROMELA, we
must shortly answer two questions: why discrete-
event simulation and why PROMELA ? For the
former question, discrete-event approach has many
advantages comparing real-time execution or discrete-
time approach. The discrete-event nature assumes that
a system is constant between two occurences of events.
Then, the evaluation of the system is needed only
when an event occurs. This substantially reduces the
statespace compared to discrete-time approaches which
generates a state at fixed rate. Moreover, while real-time
execution enforces to really wait an amount of time,
discrete-event approach allows jumping from a time to
another.

Concerning the second question, we would effectively
have been able to extend Timed Automata (TA) and
the UPAAL model checker, considering there are already
many efforts and a lot of works to encode DEVS
into Timed Automata [DG05]. However, among all the
problems we could encouter, the main problem with
TA would be about clock constraints. DEVS allows
modelling systems with non-constraint clocks, which will
be also done in DEv-PROMELA, while TA impose that
clocks constraints are linear relations. Then, extending
TA would be possible only with the Time Constrained
DEVS (TCDEVS) [DG07a].

4 Applications

4.1 A Soccer Video Game

Numerous works try to improve video games
development environments [EAMS14, CSC+15]. In this
context, DEv-PROMELA was applied to model, verify,
and validate a design of a soccer video game. Indeed,
a video game can be seen as a discrete-event system
at three levels. At a lower level (the implementation
level), a game is a finite automaton in which each
instruction is executed after an amount of time (the
time needed by the CPU or the GPU to execute an
instruction). Thus, an executable statement denotes
two states with a defined lifespan. The lifespan can
be fixed or can evolve through the time. Moreover, in
a higher level (the conceptual level), the design of a
game is reactive, because software must react to inputs
coming from the player. Each input is an event which is
well-dated. If the game is a multiplayer game, events can
come from many players. In this case, each player is a
component of the system. At a middle level, the game is
composed by several components like a graphics engine,
a physics engine... which interact with each other. The
communications are generally done through mechanisms
of events in order to synchronize components. Moreover,
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we know that a game is just a set of images which are
computed with a defined frequency. Thus, each image
depends on the time needed to compute it. By extension,
we can consider that a new picture is shown when their
computation time is done. This corresponds to stay in
a state for a defined time, and go to another state in
an autonomous manner when the lifespan of the current
state is over.

Figure 2 The Goalkeeper design error in a soccer video
game.

If we want to verify the implementation, it seems
that a verification model is enough. Indeed, we can easily
transform an implementation in a PROMELA model to
check liveness properties. Indeed, the verification model
will check all of the possible executions to check deadlock
states, unreachable states... One can argue also we can
use timed automata to model time (i.e. the time needed
to compute an image for exemple). However, if model-
checking can check dynamics which depend on time, it
is not able to check properties on states that depend
themselves on time. For instance, the avatars of a soccer
video game move with a defined speed. Because of the
discrete nature of software, the new position of the
avatar is computed by taking the speed and the time
elapsed in a previous state (i.e. the time taken by the
CPU/GPU to compute the new image.) By making an
linear or a polynomial interpolation (depending on the
physics rules), the new positions are computed. In other
word, each state of the game itself depends not only on
the timed dynamics but also on the time elapsed in a
previous state. Then, if we want to verify a property
related to collision detection, model-checking cannot
be applied because the problem become undecidable
[AD94]. In fact, verification languages will enforce strong
abstractions which ensure that the problem remain
verifiable (for instance, by enforcing that the domains
of values are finite). Then, such cases cannot even be
modelled. And even designers makes an abstraction of
such properties, this one would not be representative of
the real implementation.

With DEv-PROMELA, that kind of properties can
be express through the DEVS semantics, like show
in Algorithm 2. The clt event descriptors (l.4, l.7)
defines the elapsed time before the execution of the

next statement. This corresponds to an autonomous
behaviour. The value can be a constant or a variable, or
any function evaluated to real. However, we introduce
also a reactive transition like in DEVS through the evt

descriptor (l.12). When the goalkeeper receives an event
”MOVE” from any other components of the game, the
instruction l.13 is executed. The new state depends on
the elapsed time from the last evaluation, because it
is defined by the goalkeeper’s new position which is
computed according to the time.

Algorithm 2: A DEv-PROMELA model of
Goalkeeper.

1: active proctype goalkeeper () {
2: gk state = GK IDLE;
3: do
4: :: [clt : 0.5→ emit : silent]
5: ( gk state == GK DIV E )→
6: gk state = GK IDLE;
7: :: [clt : 0.5→ emit : silent]
8: ( shooted && gk state ! = GK CATCH )→
9: gk state = GK DIV E;

10: :: [clt : 0.5→ emit : silent]
11: ( gk state == GK IDLE )→
12: :: [evt : MOV E] else→
13: sk position = sk position −
14: speed ∗ getElapsedT ime;
15: ...

The verification is then done in two steps. Our
tool DEv-PROMELA Studio automatically transforms
the DEv-PROMELA specification into a PROMELA
equivalent model by removing the event descriptors.
The obtained model is structurally equivalent to the
initial model and the classic model-checking can be used
to check structural deadlocks and unreachable states
(because the structure of software does not depend on
time). For instance, the PROMELA model ensures that
the score is always a positive value. For behavioural
properties (like collision, speed, constraints on position,
deadlocks due to absence of events or infinite-life
states...), the model is simulated. A simulation-based
verification is then performed by checking several
scenarios. Scenarios can be randomly generated or
defined by the designer.

4.2 A Crossroad

Another application of DEv-PROMELA is the classical
crossroad problem. We consider a crossroad with four
traffic lights. Each traffic lights stays in a state (red,
yellow, green) for a defined time, and only two of them
can be green at the same time. We want to verify that a
controller software respects this constraint.

The problem is verifiable with Timed Automata
[AD94] and timed extensions of PROMELA if the
clock of each traffic light evolves linearly. But in
the case in which the time elapsed in each state is
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Figure 3 The Crossroad Problem.

a non-linear combinaison of all clocks, the problem
becomes undecidable. DEv-PROMELA overcomes this
problem thanks to simulation. Like for the video game
exemple, the model-checking will help designer to see
problems related to the structure of the underlying
automaton, while simulation will allows verification of
timed properties (because non-linear clock evolutions are
not a problem in simulation). In this exemple, we encode
the DEv-PROMELA model into a DEVS model which
we simulate into the MS4 Me Environment [SZCK13].

4.3 A Manufacture Chain

Manufacture problems were classical and already
intensively studied in the litterature [DY00, LMN12,
TER14]. This problem consists on a set of thousand
processes which are executed on several batches of
products. At each stage of the production, a controller
performs some operations which take an amount of time.

Figure 4 The Manufacture Chain. Each square represent
a step or a process/operation.

When an operation is finished, a signal is sent
to the controller which leads the batch to the next
operation. Operations are just encoded with Bash-like
instructions, like shown in Figure 5. In order to show
the potentiel of our proposed methodology, we model
a chain with only two operations and one sensor,
successively using PROMELA, Real-Time PROMELA
[TC96] and DEv-PROMELA. Then, we check if there
is any unreachable state and that, in any cases, the
attribute batch attr1615 is equal to 0 at end of the
manufacturing process when attribute 1001 is equal to
0. While the PROMELA and RT-PROMELA models
are checked using model-checking, the DEv-PROMELA

model is verified using model-checking and discrete-event
simulation.

Figure 5 Exemple of the operation 1180.

The translation from the Bash instruction to
PROMELA is very easy. Each operation is encoded using
a PROMELA process.

Batches’ attributes are modelled using integers
variables batch *. The sensor is modelled using a
process that randomly changes the values of attributes.
Communications between sensors and processes are
modelled using channels. With PROMELA, quantitative
delays are totally abstracted, because they cannot be
modelled, while RT-PROMELA allows modelling of time
using clock, as shown in Algorithm 5.

The DEv-PROMELA model 4 is slightly different.
Because DEv-PROMELA is based on DEVS, the event
mechanism is directly expressed by the transitions, and
each event are well-dated. Moreover, even the sensor
can be also modelled using DEv-PROMELA, we decided
to use a classic DEVS model to represent it. Then,
the model-checking is only applied of the model of
operations. Then, by coupling the DEv-PROMELA
model and the DEVS model of the sensor, we check
by simulation the potential deadlocks, while the safety
property concerning the attribute 1615 is always checked
using model-checking. Results are presented in Table 2.

Models Generation. Two subsequent models are
generated from the DEv-PROMELA models. The formal
verification model is generated using Classic PROMELA
by removing the event descriptors, and using the
mapping previously defined. The obtained untimed
model represents all the possible event permutations,
but does not include the time. This level of abstraction
is enough to verify structural properties or untimed
properties like the one that we want to verify: ”Is the
attribute 1615 equal to 0 at the end of the manufacturing
process ?”.

The second model is a DEVS abstract model
independant of the target simulator. This model has
the same semantics than those of the DEv-PROMELA
model. This DEVS abstract model is then implemented
in a DEVS simulation model (in this case, in the MS4 Me
Environment [SZCK13]) and simulated to check timed
properties.
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Table 1 Results of crossroad checking.

States Transitions Remarks

DT-PROMELA 1251 2759

Timed PROMELA 927 1603 Only linear relations between clocks

DEv-PROMELA 422 834 Simulation allows using of arbitrary clocks

Algorithm 3: PROMELA model of the operation 1180.

1: active proctype op1180 () {
2: event!PRPMARKLAS;
3: event?code; // Log Event PRPMARKLAS
4: if
5: :: batch attr1001 == 0→ goto STEP8511;
6: :: else → skip;
7: fi;
8: event!PRMCHECWID;
9: event?code; // Log Event PRMCHECWID

10: STEP8511: if
11: :: batch attr1615 ! = 0→ goto STEP9000;
12: :: else → skip;
13: fi;
14: event!PRMD0LAS01D;
15: event?code; // Log Event PRMD0LAS01D
16: event!MSLD0LAS01D;
17: event?code; // Log Event MSLD0LAS01D
18: STEP9000: batch attr1615 = 0;
19: ...
20: }

Algorithm 4: DEv-PROMELA model of the operation 1180.

1: active proctype op1180 () {
2: [clt : 0.28→ emit : PRPMARKLAS]
3: skip; // Log Event PRPMARKLAS
4: if
5: :: [evt : laser] batch attr1001 == 0→ goto STEP8511;
6: :: [evt : laser] else → skip;
7: fi;
8: [clt : 0.27→ emit : PRMCHECWID];
9: skip; // Log Event PRMCHECWID

10: STEP8511: if
11: ...
12: }

Results. As expected, clocks in RT-PROMELA
generate a huge statespace compared with PROMELA
and DEv-PROMELA. Indeed, both model generated by
PROMELA and DEv-PROMELA for formal verification
are untimed model. In the three cases, model-checking
was able to detect that the event PRMCHECWID is never
generated by the model. But, the main difference in
this case is about the deadlock found by the checkers.
In the case of PROMELA and RT-PROMELA, no
deadlock were detected in the model, while DEv-
PROMELA allows us to detect some deadlocks. In
fact, the problem comes from the model of the sensor.
The level of abstraction of time used in PROMELA

and RT-PROMELA does not allow modelling cases in
which the sensor does not send the laser event. But,
the discrete-event simulation shows that it exists some
cases in which this event is never generated. In these
cases, the model stays locked, and the operation cannot
progress. It is important to note that if simulation could
detect the deadlock, it was mainly because scenarios
were well-chosen. Indeed, simulation-based verification
depends on the played scenarios.

The other important aspect of DEv-PROMELA is
that we can combine different discrete-event simulation
formalisms for the simulation-based verification. Indeed,
as we said previously, even we could model the sensor
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Table 2 Results of chain checking.

States Transitions Time Memory Results

PROMELA 315 558 0.2 128653 4 unreachable states, no deadlock

RT-PROMELA 945 1697 0.5 256686 4 unreachable states, no deadlock

DEv-PROMELA 128 353 0.09 100302 2 unreachable states, no deadlock found by model
checking, deadlocks found in simulation

Algorithm 5: RT-PROMELA model of the operation 1180.

1: int batch attr1615;
2: int batch attr1001;
3: chan event = [1] of byte;
4: byte code;
5:

6: active proctype op1180 () {
7: when {y ≤ 28 } reset { y } event!PRPMARKLAS;
8: event?code; // Log Event PRPMARKLAS
9: if

10: :: batch attr1001 == 0→ goto STEP8511;
11: :: else → skip;
12: fi;
13: event!PRMCHECWID;
14: ...
15: }

using DEv-PROMELA, it is possible to use Petri Nets or
any others discrete-event simulation formalisms to model
the sensor and combine it with the DEv-PROMELA
model (thanks to the DEVS Bus concept). However, in
this case, model-checking is like a supportive method to
the simulation-based verification.

5 Discussion about High-Level Verification,
Validation and Test Techniques

In brief summary, the literature about Verification,
Validation and Test (V&VT) expresses the necessity
of improving modelling, implementation, verification
and validation techniques, since new systems are
increasingly complex. However, it is also admitted
that V&VT best practices must focus on high-level
specifications and abstractions. For instance, new
model-based programming paradigms emerge for the
implementation of event-driven systems [MJGM13]. The
main goal of such techniques is to reduce the number
of errors due to the gap between abstraction and
implementation. These methodologies thus focus on
separating the problems related to the behaviour of
the design on the one hand, from the problems related
to the implementation on the other hand (low-level
messages, queue, data structures...). In other words,
these works are not focusing on how improving existing
V&V techniques, but how encouraging developers to
focus on specifying the core part of the program under
implementation, i.e the event model. DEv-PROMELA is
in this spirit by introducing these event-driven aspects
in a verification language. However, we think that, if

operational details (for example, how real values are
implemented into the program) are not relevant for a
design and its verification, data abstraction is a source
of losing accuracy.

Other works [VD12] state that, if high-level
declarative specification languages like Alloy [Jac06]
are really suitable for high-level modelling of transition
systems (i.e the structure), their lack of operational
semantics enforce designers to translate models to other
tools in order to carry out full model-checking. Vakili
and al. [VD12] also state that

”However, if we wish to provide analysis support for
these models to increase their quality and utility, we
must be able to express the models precisely.”

This statement shows that the models need to embed
details about how they will behave, independantly
of their implementation, but also with respect to
their implementation. Especially, the need of encoding
temporal logic into declarative specifications shows that
untimed models are insufficient to represent systems
with accuracy. DEv-PROMELA goes in this direction
by adding timed aspects into untimed models. However,
DEv-PROMELA goes further by not only focusing on
the ordering of event, but also on the relation between
the elapsed time, states and properties, by using DEVS
and not only temporal logic.

Finally, DEv-PROMELA is a part of this trend that
combines model-checking and simulation for enhancing
formal verification and formal validation [GDP14].
However, while these works focus on the conceptual
modelling at the Subject Matter Expert (SME) level,
DEv-PROMELA is designed to be used at different



14 A. Yacoub et al.

specification levels. We mean that our goal is not
to make easier the conceptual modelling for a SME.
We improve the model-checking results by combining
formal verification and simulation. We are not trying
to define a new Domain-Specific Language (DSL) that
can be then translated into verifiable and simulable
specifications, or explaining how a DSL can be translated
into a verification model (like ConceVE). However,
DEv-PROMELA is designed in order to add more
details about time and events in an untimed verifiable
model. This new model can be then formally verified
or simulated for verying and validating structural
properties on the one hand, and behavioural properties
in the other hand. This is done by automatically
translating the model into a simulation model in order
to analyze its behaviour or into a verifiable model to
check non-timed properties. In this way, new verification
capabilities are added to a verification language, while
the model is kept simple and focused on its core aspects.

6 Conclusion

We described in this paper some work to develop
a new approach which really combines discrete-event
simulation and formal verification for V&V purposes.
The main goal is to add new verification capabilities
to existing formal verification languages. The approach
consists to extend a verifiable language (called the
source formalism) by adding the semantics of the DEVS
abstract simulator. Consequently, this ensures that for
any model expressed in the extended formalism, it
exists an abstraction which can be verified using formal
methods. Moreover, it can also be simulated in order to
verify timed and behavioural properties which can not
be verify with formal methods. A result of this approach
is DEv-PROMELA, which is an extension of PROMELA
for the modeling and simulation of DES. This is
done by introducing the DEVS operational semantics
into PROMELA, without breaking the verification
capabilities of PROMELA. A DEv-PROMELA model
is then a verification model and a simulation model
which can be verified by combining formal verification for
structural properties and simulation-based verification
for behavioral properties. It is interesting to note
that a DEv-PROMELA model is a syntactic model.
This means that a DEv-PROMELA model can be
easily automatically translated and implemented in any
DEVS simulator which supports Classic DEVS. As
an illustration of this capabilites, we use the MS4
Me environment to perform some simulation-based
verifications. DEv-PROMELA was successfully applied
to verify and validate designs of video games.

We also applied it on a model a manufacture
chain, and compared the result with classic model-
checking. The DEv-PROMELA model was able to
reduce the statespace for the verification of time-
invariant properties, while simulation-based verification

was able to detect deadlocks that verification models was
not able to detect.

One of the major drawbacks of this approach
is inherent to the simulation: simulation-based
verifications strongly depends on the verified scenarios.
Identifying scenarios is a challenge for designers [Ban84]
and depends on the applications domains. Several
simulations and coverage tests must be performed like in
[LTS06] to ensure that the main scenarios were tested.
Finally, by integrating discrete-event simulation and
formal verification in a same specification language,
DEv-PROMELA reduces the risk of errors due to
transformations and morphisms.

As future works, we can also explore a way to use
simulation in order to speed-up model-checking. Indeed,
simulation could allow designers to identify execution
paths which have a real meaning in the real world.
Then it could be useful in order to limit the statespace
explosion problem.
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