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Abstract

The subject of the paper is the derivation and analysis of third order �nite volume evolu-

tion Galerkin schemes for the two-dimensional wave equation system. To achieve this the

�rst order approximate evolution operator is considered. A recovery stage is carried out

at each level to generate a piecewise polynomial approximation ~U
n

= RhU
n
2 S3

h
from

the piecewise constantUn
2 S0

h
, to feed into the calculation of the uxes. We estimate the

truncation error and give numerical examples to demonstrate the higher order behaviour

of the scheme for smooth solutions.

Key words: hyperbolic systems, wave equation, evolution Galerkin schemes, recovery stage,
�nite volume.

1 Introduction

Evolution Galerkin methods (EG-methods) were proposed to approximate evolutionary prob-
lems of �rst order hyperbolic systems. In [10] Ostkamp derived such schemes for the approx-
imation of the solution of the wave equation system as well as the Euler equations of gas
dynamics in two space dimensions. In [3], [6] Luk�a�cov�a, Morton and Warnecke constructed
further EG-schemes, namely EG1, EG2 and EG3. In [14] Zahaykah derived the approximate
evolution operator of the solution for the wave equation system in three space dimensions.
Using these results new 2D EG schemes, namely FREG, SREG and EG4 schemes were de-
rived, cf. [14]. These methods were applied to the Maxwell as well as to the linearized Euler
equations, see [9]. The second order �nite volume EG-methods have been introduced and
studied in [5], [7], [8].

The main objective of this paper is the analysis of third order EG schemes for the wave equa-
tion system in two space dimensions. The bicharacteristics theory of linear hyperbolic systems
is used to obtain the exact integral equations which are equivalent to the di�erential form
of the system under consideration. Applying certain types of quadratures we derive approx-
imate evolution operators. Projecting these operators on a �nite element space of piecewise
constants we end with �rst order evolution Galerkin schemes. To increase the accuracy we
carry out a recovery stage before the evolutionary step in the �nite volume construction.

The outline of this paper is as follows: in the next section we present the general theory that is
used to derive the exact integral equations. In Section 3 we introduce the evolution Galerkin
schemes. The exact integral equations as well as the approximate evolution operators for
the wave equation system in 2D are given in Section 4. The analysis of third order schemes
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is given in Section 5. Finally in Section 6 numerical tests, which demonstrate third order
behaviour of our scheme, are presented.

2 General Theory

In this section we recall the exact integral equations for a general linear hyperbolic system
using the concept of bicharacteristics. The general form of the linear hyperbolic system is
given as

Ut +

dX
k=1

AkUxk = 0; x = (x1; : : : ; xd)
T 2 Rd (2.1)

where the coeÆcient matricesAk; k = 1; :::; d are elements of Rp�p and the dependent variables
are U = (u1; :::; up)

T = U(x; t) 2 R
p . Let A(n) =

Pd
k=1 nkAk be the so-called matrix

pencil where n = (n1; :::; nd)
T is a directional vector in Rd . Since system (2.1) is hyperbolic

then the matrix A(n) has p real eigenvalues �k, k = 1; :::; p and p corresponding linearly
independent right eigenvectors rk = rk(n); k = 1; :::; p. Let R = [r1jr2j:::jrp] be the matrix of
right eigenvectors. Then we can de�ne the characteristic variable W = W(n) as @W(n) =
R�1@U, where @W, @U denote the Jacobian matrices of W(x; t), U(x; t), respectively; i.e.
@W(n)=@t = R�1@U=@t and @W(n)=@xk = R�1@U=@xk; k = 1; 2; : : : ; d:
Since system (2.1) has constant coeÆcient matrices Ak we have W = R�1U or U = RW.
Multiplying equation (2.1) by R�1 from the left we get

R�1Ut +

dX
k=1

R�1AkRR�1Uxk = 0: (2.2)

Let Bk = R�1AkR = (bkij)
p
i;j=1, where k = 1; 2; :::; d then equation (2.2) can be rewritten in

the following form

Wt +
dX

k=1

BkWxk = 0:

If we introduce the decomposition Bk=Dk+B
0
k, where Dk contains the diagonal part of the

matrix Bk, then we get

Wt +

dX
k=1

DkWxk = �
dX

k=1

B0kWxk =: S: (2.3)

The i-th bicharacteristic corresponding to the i-th equation of (2.3) is de�ned by

dxi

d~t
= bii(n) = (b1ii; b

2
ii; :::; b

d
ii)

T ;

where i = 1; :::; p. Here bkii are the diagonal entries of the matrix Bk, k = 1; :::; d, i = 1; :::; p.
We consider the bicharacteristics backwards in time from t+�t to t, where �t is a suitable
time step. Let the initial conditions be xi(t+�t;n) = x for all n 2 Rd and i = 1; :::; p. Then
the bicharacteristics are given as xi(~t;n) = x� bii(n)(t+�t� ~t), ~t 2 [t; t+�t].
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P = (x; t+4t)

P 0

Qi(n)

�

Figure 1: Bicharacteristics along the Mach cone through P and Qi(n), d = 2.

We will integrate the i-th equation of the system (2.3) from the point P down to the point
Qi(n), where the bicharacteristic hits the basic plane, see Figure 1. The point P � (x; t+�t) 2
R
p � R+ is taken to be a �xed point, while Qi(n) = (xi(n; t); t) = (x ��tbii; t): Note that

bicharacteristics are straight lines because the system is linear with constant coeÆcients. Now
the i-th equation reads

@wi

@t
+

dX
k=1

bkii
@wi

@xk
= �

0
@ dX

j=1;i6=j

�
b1ij

@wj

@x1
+ b2ij

@wj

@x2
+ :::+ bdij

@wj

@xd

�1A = Si; (2.4)

Taking a vector �i = (b1ii; b
2
ii; :::; b

d
ii; 1), we can de�ne the directional derivative

dwi

d�i
=

�
@wi

@x1
;
@wi

@x2
; :::;

@wi

@xd
;
@wi

@t

�
� �i = @wi

@t
+ b1ii

@wi

@x1
+ b2ii

@wi

@x2
+ :::+ bdii

@wi

@xd
:

Hence the i-th equation (2.4) can be rewritten as follows

dwi

d�i
= Si = �

dX
j=1;i6=j

�
b1ij

@wj

@x1
+ b2ij

@wj

@x2
+ :::+ bdij

@wj

@xd

�
:

Now the integration from P to Qi(n) gives

wi(P )� wi(Qi(n)) = S0i; (2.5)

where

S0i =

Z t+�t

t

Si(xi(~t;n); ~t;n)d~t =

Z �t

0
Si(xi(�;n); t +�t� �;n)d�:

Multiplication of equation (2.5) by R from the left and (d � 1)�dimensional integration of
the variable n over the unit sphere O in Rd leads to the integral representation

U(P ) = U(x; t +�t) =
1

jOj
Z
O

R(n)

0
BBBBB@

w1(Q1(n);n)
w2(Q2(n);n)
w3(Q3(n);n)

...
wp(Qp(n);n)

1
CCCCCAdO + ~S; (2.6)
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where

~S = ( ~S1; ~S2; :::; ~Sp)
T =

1

jOj
Z
O

R(n)S0dO =
1

jOj
Z
O

Z �t

0
R(n)S(t +�t� �;n)d�dO

and jOj corresponds to the measure of the domain of integration.

3 Evolution Galerkin Schemes

For simplicity let us consider d = 2. Let h > 0 be the mesh size parameter. We construct a
mesh for R2 , which consists of the square mesh cells


kl =

�
(k � 1

2
)h; (k +

1

2
)h

�
�
�
(l � 1

2
)h; (l +

1

2
)h

�
=

�
xk � h

2
; xk +

h

2

�
�
�
yl � h

2
; yl +

h

2

�
;

where k; l 2 Z. Let us denote by H�(R2) the Sobolev space of distributions with derivatives
up to order � in L2 space, where � 2 N. Consider the general hyperbolic system given by
the equation (2.1). Let us denote by E(s) : (H�(R2 ))p ! (H�(R2))p the exact evolution
operator for the system (2.1), i.e.

U(:; t+ s) = E(s)U(:; t): (3.1)

We suppose that Sm
h is an arbitrary �nite element space consisting of piecewise polynomials of

orderm � 0 with respect to the square mesh; Sm
h � (L1loc(R

2))p. Assume a constant time step,
i.e. tn = n�t. Let Un be an approximation in the space Sm

h to the exact solution U(:; tn)
at time tn � 0. We consider E� : (L1loc(R

2 ))p ! (H�(R2))p to be a suitable approximate
evolution operator to the exact evolution operator E(�), cf. (3.1). In practice we will use
restrictions of E� to the subspace Sm

h for m � 0. We denote by Ph : (H�(R2))p ! Sm
h the

L2-projection onto Sm
h : Now we can de�ne the general class of evolution Galerkin methods.

De�nition 3.2 Starting from some initial data U0 2 Sm
h at time t = 0, an evolution Galerkin

method (EG-method) is recursively de�ned by means of

Un+1 = PhE�U
n: (3.3)

For �rst order methods we can limit our consideration to the case where S0h is composed of
piecewise constant (nonconforming) �nite elements and de�ne Ph by the integral averages in
the following way

PhU
nj
kl

=
1

j
klj
Z

kl

U(x; y; tn)dxdy:

Higher order accuracy can be obtained either by taking m > 0 with a suitable projection onto
Sm
h , or by inserting a recovery stage Rh before the evolution step in equation (3.3) to give

Un+1 = PhE�RhU
n: (3.4)

Here we have denoted by Rh : Sm
h ! Sr

h a recovery operator, r > m � 0, and considered
our approximate evolution operator E� on Sr

h. In what follows we will limit our further
considerations to the case where m = 0 and r = 2. The �nite di�erence approach (3.3) or
(3.4) involves the computation of multiple integrals and becomes quite complex for higher
order polynomials. To avoid this we will consider higher order evolution Galerkin schemes
based on the �nite volume formulation instead.

4



De�nition 3.5 Starting from some initial data U0 2 Sm
h , the �nite volume evolution Galerkin

method (FVEG) is recursively de�ned by means of

Un+1 = Un � 1

h

Z �t

0

2X
j=1

Æxj fj(
~Un+ �

�t )d�; (3.6)

where Æxj fj(
~Un+ �

�t ) represents an approximation to the edge ux di�erence and Æx is de�ned

by Æxv = v(x+ h
2 )�v(x� h

2 ). The cell boundary value ~Un+ �
�t is evolved using the approximate

evolution operator E� to tn + � and averaged along the cell boundary, i.e.

~Un+ �
�t =

X
k;l2Z

�
1

j@
klj
Z
@
kl

E�RhU
ndS

�
�kl; (3.7)

where �kl is the characteristic function of @
kl.

In this formulation a �rst order approximation E� to the exact operator E(�) yields an
overall higher order update from Un to Un+1. To obtain this approximation in the discrete
scheme it is only necessary to carry out a recovery stage at each level to generate a piecewise
polynomial approximation ~Un = RhU

n 2 Sr
h from the piecewise constant Un 2 S0h, to feed

into the calculation of the uxes. Later in Section 5 we will show which recovery can be
used to achieve a third order approximation. To close this section it is important to note
that in the updating step (3.6) some numerical quadratures are used instead of the exact
time integration. Similarly, to evaluate the intermediate value ~Un+ �

�t in (3.7) either the two
dimensional integrals along the cell-interface and around the Mach cone are evaluated exactly
or by means of suitable numerical quadratures.

4 Exact Integral Equations And Approximate Evolution Op-
erators for the Wave Equation System

We will consider the two dimensional wave equation system given as

�t + c(ux + vy) = 0
ut + c�x = 0
vt + c�y = 0;

(4.1)

where c is a given constant. We denote byU = (�; u; v)T the vector of conservative unknowns
and by f1(U) = (c u; c �; 0)T , f2(U) = (c v; 0; c �)T ux functions. Then the two dimensional
wave equation system (4.1) can be rewritten in the conservation law form

Ut + f1(U)x + f2(U)y = 0: (4.2)

Now we recall here the exact integral equations derived in [6]. These will be used in order to
construct the so-called EG4 �nite di�erence scheme. The detailed description of the approx-
imate evolution operators for the other EG schemes (EG1, EG2, EG3) are given in [6].
Let P = (x; y; t +�t), P 0 = (x; y; t), Q = (x + c�t cos �; y + c�t sin �; t) = (x + c�tn(�); t)
and the so-called source term be given as

S = c
�
ux sin

2 � � (uy + vx) sin � cos � + vy cos
2 �
�
; (4.3)

5



then we have

Exact Integral Equations:

�P =
1

2�

Z 2�

0
(�Q � uQ cos � � vQ sin �) d� + ~S1; (4.4)

uP =
1

2
uP 0 +

1

2�

Z 2�

0
(��Q cos � + uQ cos2 � + vQ sin � cos �) d� + ~S2; (4.5)

vP =
1

2
vP 0 +

1

2�

Z 2�

0
(��Q sin � + uQ cos � sin � + vQ sin2 � d� + ~S3; (4.6)

where

~S1 =
�1
2�

Z 2�

0

Z 4t

0
S(x+ c�n(�); t+�t� �; �) d� d�;

~S2 =
1

2�

Z 2�

0

Z 4t

0
cos �S(x+ c�n(�); t+�t� �; �) d� d�

� 1

2�

Z 2�

0

Z 4t

0

�
c�x(x; t+�t� �) sin2 � � c�y(x; t+�t� �) sin � cos �

�
d� d�;

~S3 =
1

2�

Z 2�

0

Z 4t

0
sin �S(x+ c�n(�); t+�t� �; �) d� d�

� 1

2�

Z 2�

0

Z �t

0

�
c�y(x; t+�t� �) cos2 � � c�x(x; t+�t� �) sin � cos �

�
d� d�:

The above integral equations give us an implicit formulation of the solutionUn+1 at the point
P = (x; y; tn+1). In order to obtain an explicit numerical scheme it is necessary to use some
numerical quadratures in order to approximate the time integral from 0 to �t. Using the
backward rectangle rule leads us to an O(�t2) approximation of the time integrals appearing
in ~S1, ~S2 and ~S3. Further we use the following result [6, Lemma 2.1]

�t

Z 2�

0
S(t; �)d� =

Z 2�

0
(u cos � + v sin �)d�:

This already yields the approximate evolution operator for the �rst variable �. Similar ex-
pressions can be used for S cos � and S sin � to obtain approximations for u and v, cf. [6]. Note
that in these formulae we replaced the spatial derivatives of u; v in S just by u; v themselves.

6



Approximate evolution operator for EG4:

�P =
1

2�

Z 2�

0
(�Q � 2uQ cos � � 2vQ sin �)d� +O(�t2); (4.7)

uP =
1

2�

Z 2�

0
(�2�Q cos � + 2uQ cos2 � + 2vQ sin � cos �)d� +O(�t2); (4.8)

vP =
1

2�

Z 2�

0
(�2�Q sin � + 2uQ sin � cos � + 2vQ sin2 �)d� +O(�t2): (4.9)

5 Third Order Finite Volume EG-Schemes

As we mentioned in Section 3, a mechanism of obtaining higher order evolution Galerkin
schemes is to use the approximate evolution operator on a �nite dimensional space of piecewise
polynomials of higher degree. This can be accomplished by carrying out a recovery stage
before the evolutionary step. See, e.g. Sonar [11], [12], for the general theory of higher order
schemes for hyperbolic systems using recovery. Second order FVEG methods were studied in
[5], [7], [8]. In this section we aim to derive a third order evolution Galerkin scheme for the
two dimensional wave equation system. On each mesh cell 
kl the recovery stage that we use
is given by the following biquadratic polynomial

RhU
n
���

kl

=

2X
i=0

2X
j=0

DijU

i!j!
(x� xk)

i(y � yl)
j ; k; l 2 Z; (5.1)

with coeÆcients DijU = (Dij�;Diju;Dijv) 2 R
3 . Here Un denotes a piecewise constant

approximation on the square mesh. The constant term of the recovered polynomial is adjusted
in such a way that the recovery is conservative, i.e.

1

h2

Z

kl

RhU
ndxdy =

1

h2

Z

kl

Undxdy: (5.2)

The recovered polynomial RhU
n is used only on the cell 
kl, but uses values from the eight

neighbouring cells 
k�1;l�1. We also take it to satisfy the following property

1

h2

Z

k�1;l�1

RhU
ndxdy =

1

h2

Z

k�1;l�1

Undxdy: (5.3)

This means that the nine coeÆcients DijU of the polynomial RhU
n are determined in such

a way that they maintain the nine cell averages of Un on 
kl and its eight neighbors. For
such a recovery it was proved by Sonar [11, Theorem 4] that on 
kl

U(x; y; tn)�RhU
n(x; y) = O(h3) (5.4)

holds for any function U(:; tn) 2 C3(
kl).

In what follows we will �rst demonstrate that a recovery stage of the form (5.1) in (3.4)
produces a third order of accuracy in the space.
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Theorem 5.6 Let U be a C3 solution of the two dimensional system (4.1). Let E� be the
EG4 approximate evolution operator de�ned in (4.7)-(4.9) and Rh be the recovery operator

onto a �nite element space of piecewise biquadratic polynomials satisfying (5.2) and (5.3).

Then the resulting evolution Galerkin scheme (3.4) is of order O(h3) in space and of order

O(�t2) in time.

Proof: Without loss of generality we just consider in detail the �rst component �, i.e.
equation (4.7). The other components may be treated analogously. Then

�P =
1

2�

Z 2�

0
(�Q � 2 cos �uQ � 2 sin �vQ) d� +O(�t2); (5.7)

where P = (x; y; t+�t) and Q = (x+ c�t cos �; y + c�t sin �; t). We remind that


kl = [xk� 1
2

; xk+ 1
2

]� [yl� 1
2

; yl+ 1
2

] with xk� 1
2

= xk � h

2
; yl� 1

2

= yl � h

2
:

Averaging over the square cell 
kl and using the recovery Rh we get

�n+1kl =
1

2�h2

Z x
k+1

2

x
k� 1

2

Z y
l+1
2

y
l� 1
2

Z 2�

0
(Rh �

n
Q � 2 cos �Rh u

n
Q � 2 sin �Rh v

n
Q) d� dydx: (5.8)

Here Un denotes the L2-projection of the exact solution U onto a piecewise constant function
with respect to our square mesh, obtained by calculating the integral average on each cell.
Now it is well known that given a function f of two variables x and y which is suÆciently
smooth, it is possible to expand it via the following Taylor-type formula

f(x; y) =
rX

i=0

sX
j=0

(x� xk)
i(y � yl)

j

i!j!
f ij(xk; yl) +R; (5.9)

where f ij = @i+jf(xk;yl)
@xi@yj

. The remainder R is given as

R =
(x� xk)

r+1

(r + 1)!
f r+1;0(�; y) +

(y � yl)
s+1

(s+ 1)!
f0;s+1(x; �)� (x� xk)

r+1(y � yl)
s+1

(r + 1)!(s+ 1)!
f r+1;s+1(�; �);

with � and � being the same in all terms in which they occur, see e.g. Stancu [13]. Let
Cr+1;s+1 be a space of functions having r+1 and s+1 continuous derivatives in the x�, y�
direction, respectively. Assume that �, u, v 2 Cr+1;s+1 then the following integrals

1

2� c�t

Z 2�

0
(�r+1;0(�; y) � 2 cos �ur+1;0(�; y)� 2 sin �vr+1;0(�; y))Qc�td�;

1

2� c�t

Z 2�

0
(�0;s+1(x; �) � 2 cos �u0;s+1(x; �) � 2 sin �v0;s+1(x; �))Qc�td�;

1

2� c�t

Z 2�

0
(�r+1;s+1(�; �) � 2 cos �ur+1;s+1(�; �)� 2 sin �vr+1;s+1(�; �))Qc�td�;
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are bounded. Thus, averaging �P in equation (5.7) on the square cell 
kl and approximating
the functions �, u and v by using the Taylor-type formula (5.9) with r = s = 2 we get

�P =
1

2�h2

Z x
k+1

2

x
k�1

2

Z y
l+1
2

y
l� 1
2

Z 2�

0

0
@
0
@ 2X

i=0

2X
j=0

(x� xk)
i(y � yl)

j

i!j!
�i;j(xk; yl)

1
A

Q

�2 cos �
0
@ 2X

i=0

2X
j=0

(x� xk)
i(y � yl)

j

i!j!
ui;j(xk; yl)

1
A

Q

�2 sin �
0
@ 2X

i=0

2X
j=0

(x� xk)
i(y � yl)

j

i!j!
vi;j(xk; yl)

1
A

Q

1
A d�dydx

+O(h3) +O(h3) +O(h6) +O(�t2):
It follows from the proof of (5.4) that

j�ij �Dij�j = O(h3); juij �Dijuj = O(h3); jvij �Dijvj = O(h3);
for any i; j = 0; 1; 2, see [11]. Therefore, we can write

�P =
1

2�h2

Z x
k+1

2

x
k�1

2

Z y
l+1
2

y
l�1
2

Z 2�

0

0
@
0
@ 2X

i=0

2X
j=0

Dij�

i!j!
(x� xk)

i(y � yl)
j

1
A

Q

�2 cos �
0
@ 2X

i=0

2X
j=0

Diju

i!j!
(x� xk)

i(y � yl)
j

1
A

Q

�2 sin �
0
@ 2X

i=0

2X
j=0

Dijv

i!j!
(x� xk)

i(y � yl)
j

1
A

Q

1
A d�dydx

+O(h3) +O(�t2):
Hence j�P � �n+1kl j = O(h3) +O(�t2). This concludes the proof of the lemma. �

Analogously we have the following theorem.

Theorem 5.10 If we use Simpson's rule as quadrature in (3.7) and if the recovery is of the

type (5.1) such that (RhU
n(x; y) � U(x; y; tn)) = O(h3) holds for each �xed time tn and

(x; y) 2 
kl, then the �nite volume approximation (3.6) and (3.7) is of third order accurate

in space, provided that exact solution U is from C3.

Proof: First let us consider exact integration in (3.7). Basically the integral averages over
the cell 
kl are replaced by averages along each edge of the cell boundary with one variable
frozen. It is easily seen that one obtains the same order of approximation as before. When
Simpson's rule is taken, we have an order O(h5) for the integral and therefore O(h4) for the
average. So the spatial order is maintained. �

Remark 5.11 The results of Theorems 5.6 and 5.10 hold also for any of the approximate
evolution operators EG1, EG2, EG3 and the approximate evolution operator of Ostkamp.
See, e.g.,[6], [10] for the precise de�nition of the operators.
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6 Numerical Tests

Example 6.1

Consider the two dimensional wave equation system together with the initial data

�(x; y; 0) = �(sin(2�x) + sin(2�y));

u(x; y; 0) = v(x; y; 0) = 0; (6.2)

where (x; y) 2 [�1; 1] � [�1; 1]. The exact solution is

�(x; y; t) = � cos(2�t)(sin(2�x) + sin(2�y));

u(x; y; t) = sin(2�t) cos(2�x); (6.3)

v(x; y; t) = sin(2�t) cos(2�y):

Let UN (T ) and U
n
N denote, respectively, the exact and the approximate solution, evaluated

on a mesh with N �N cells. The following two tables show the L2-error on the subdomain
[0; 1] � [0; 1] and the experimental order of convergence (EOC), which is de�ned using two
solutions compute on meshes with N1 �N1 and N2 �N2 cells, as follows

EOC = ln
kUN1(T )�Un

N1
k

kUN2(T )�Un
N2
k= ln

�
N2

N1

�
:

The numerical experiments are carried out with the �nite volume EG4 scheme (FVEG4), cf.
(3.6), (3.7) for the de�nition of the FVEG scheme and (4.7) - (4.9) for the EG4 approximate
evolution operator, which is particularly used here. The integrals in (3.6), (3.7) along time
interval [0;�t] and along cell interfaces of 
kl are approximated by the Simpson rule. Note
that in our computations the Mach cone integrals with respect to �, which appears in approx-
imate evolution operator (4.7)-(4.9) are evaluated exactly. We take the absolute time T = 0:2
and T = 0:4, respectively, and set the constant c for the wave equation system to 1. The last
columns of Tables 1 and 2 demonstrate that the experimental order of convergence is 3. This
con�rms our theoretical results that the method is of third order, cf. Theorem 5.10.

N k�(T )� �nk ku(T )� unk kU(T )�Unk EOC

20 0.00371611457 0.01967501454 0.02807172781

40 0.00080037813 0.00235135064 0.00342027847 3.0369

80 0.00012733030 0.00027906337 0.00041468751 3.0440

160 0.00001930516 0.00003311038 0.00005064863 3.0334

320 0.00000305631 0.00000384377 0.00000623620 3.0218

Table 1: EG4 scheme, T=0.2, CFL=0.10

Note that the CFL number, CFL= c�t
h
, is taken relatively very small in order to guarantee

stability of this third order scheme. This is a well-known feature of higher order schemes
which are based on an approximate operator which is not stable up to CFL= 1. It was shown
in [14] that the EG4 approximate evolution operator is stable only up to the CFL= 0:72. As
a result also the stability region of the higher order FVEG4 scheme is reduced considerably.
Note that in our forthcoming paper [4] we have derived a new approximate EG operator,
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N k�(T )� �nk ku(T )� unk kU(T )�Unk EOC

20 0.04642912334 0.01739759142 0.05254536962

40 0.00557834321 0.00257589619 0.00666246166 2.9794

80 0.00066333851 0.00034783539 0.00082583103 3.0121

160 0.00007838179 0.00004674909 0.00010254102 3.0096

320 0.00000897168 0.00000651191 0.00001285695 2.9956

Table 2: EG4 scheme, T=0.4, CFL=0.10

which is stable up to a natural stability limit CFL= 1. The results of this paper extend
naturally also to the new EG operator and such a third order scheme is stable up to CFL= 1.
Third order FVEG scheme derived in this paper for the wave equation system can be also
easily generalized to nonlinear hyperbolic problems, e.g. the Euler equations of gas dynamics
or the shallow water equations.

Example 6.4

This test contains a discontinuity in the initial data. It is set to be

�(x; y; 0) = 0;

u(x; y; 0) = v(x; y; 0) =
1p
2

�
1; jyj < jxj;

�1; elsewhere:

In Figures 2 and 3 the isolines of the computed approximate solutions for the �rst, the second
and the third order FVEG4 schemes are shown. The computational domain [�1; 1]� [�1; 1]
was divided into 400 � 400 cells, the absolute time is set to be 0:4 and the CFL number
for the �rst, the second and the third order schemes is 0:55, 0:45 and 0.1, respectively. A
cross-section plot along the line y = 0 is shown in Figure 4.
In [2] structure of the exact solution to the above initial-value problem was studied. Partic-
ularly for the cross-section y = 0 the exact solution at time t = 0:4 reads:

(�; u; v) =

( (0; 1=
p
2; 1=

p
2) x 2 [�1;�0:4p2];

(1; 0; 0) x 2 (�0:4p2;�0:4]
(�1; 0; 0) x 2 [0:4; 0:4

p
2)

(0; 1=
p
2; 1=

p
2) x 2 [0:4

p
2; 1]

In the so-called subsonic region [�0:4; 0:4] all components are continuous and the �rst com-
ponent � changes monotonously from the value at x = �0:4 to its value at x = 0:4:
It can be observed from the isolines as well as from the 1D plot and its comparison with the
analytical values that the �rst order FVEG4 scheme has a considerable numerical dissipation
and discontinuities are smeared out. The second order FVEG4 scheme resolves shocks much
better but it produces some oscillations. The third order FVEG4 is clearly the best. It ob-
tains less dissipation and it resolves better the shocks.
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Figure 2: Isolines of the approximate solution obtained by FVEG4 �rst order and FVEG4
second order schemes.
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Figure 3: Isolines of the approximate solution obtained by FVEG4 third order scheme.
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Figure 4: �, u and v along the cross section y = 0.
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