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OPTIMAL CONTROL FOR THE THIN FILM EQUATION:

CONVERGENCE OF A MULTI PARAMETER APPROACH TO TRACK

STATE CONSTRAINTS AVOIDING DEGENERACIES

MARKUS KLEIN AND ANDREAS PROHL

Abstract. We consider an optimal control problem subject to the thin-film equation. The
PDE constraint lacks well-posedness for general right-hand sides due to possible degeneracies;
state constraints are used to circumvent this problematic issue and to ensure well-posedness.
Necessary optimality conditions for the optimal control problem are then derived. A con-
vergent multi-parameter regularization is considered which addresses both, the possibly de-
generate term in the equation and the state constraint. Some computational studies are
then reported which evidence the relevant role of the state constraint, and motivate proper
scalings of involved regularization and numerical parameters.

1. Introduction

Let Ω = (a, b) ⊂ R, 0 < T < ∞, let λ,C0 > 0, u ∈ L2(H1
0 ), and H2(Ω) ∋ y0 ≥ C0 be given.

The one-dimensional thin film equation with external control u : ΩT → R reads as follows:
Find y : ΩT → R such that (β > 1)

yt = −(λ|y|βyxxx)x + ux, (1.1)

together with the initial condition y(0, .) = y0 and boundary conditions yx = yxxx = 0 in a, b
for 0 < t < T .

In this work, we study the following constrained optimization problem related to (1.1).

Problem 1.1. Let ỹ ∈ L2(ΩT ) be given, α > 0, and C0 > 0. Find a minimum (y∗, u∗) ∈
L2(H4) ∩H1(L2) × L2(H1

0 ) of

J(y, u) :=
1

2

∫ T

0

∫

Ω
|y − ỹ|2 dxdt+

α

2

∫ T

0

∫

Ω
|ux|2 dxdt

subject to (1.1) and y ≥ C0 in ΩT .
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The aim of this problem is to control the height y of a fluid film via an external map
ux : ΩT → R, while respecting a state constraint to prevent its rupture (i.e., y(t, x) = 0). The
governing equation (1.1) is in divergence form to avoid evaporation or wetting effects. A pos-
sible application of the above optimal control Problem 1.1 is in the fabrication of electronic
chips, where thin layers of different material are deposited on a Si wafer [5]. For an efficient
electronical circuit, each layer has to constitute a specific profile ỹ where the material should
be deposited. The problem is to find external forces such that the solution of (1.1) is near
this desired profile ỹ.

Equation (1.1) is e.g. derived in [4, 7, 20], see also [7, 14]: we consider the fluid layer to
be thin, i.e., τ := height/length ≪ 1. A non-dimensional transformation from the classical
Navier–Stokes equation which is based on the small ratio τ and a Taylor expansion of the
terms, together with the assumption of a so-called no slip boundary condition (cf. [20, p. 936])
leads to an asymptotic expansion in τ . Neglecting higher order terms of τ , and the proper use
of boundary conditions then leads to (1.1). We note that through the transformation process,
a conservative force on the right-hand side of the Navier–Stokes equation transforms into an
additional term −(g0(y)yx)x on the right-hand side in (1.1), where g0 denotes a potential
function (see [4] for details). Hence, a control problem for the Navier–Stokes equation with
distributed conservative force (cf. [1]) transforms ‘naturally’ into an optimal control problem
for the thin film equation where a potential function g0 is to be found, instead of searching
for a L2(H1

0 ) control function u as in Problem 1.1 for (1.1). However, it is not clear how to
deal with such a problem in general, and there are only a few works in this direction which
deal with inverse problems, see e.g., [19]. The authors are not aware if and how the methods
which are used there can to transformed to more complicated scenarios such as (1.1). Also,
we are not aware how to practically construct such a potential function unless the potential
function is specified to belong to a specific class of functions (e.g., polynomials, or a sum of
other given potentials). Therefore, we will neglect such an g0-term in this work.

The fundamental analytical work for the PDE (1.1) with u ≡ 0 is [6], where uniform bounds
in terms of the energy E[y] = 1

2

∫
Ω |yx|2 dx for a solution of a regularized version of (1.1)

are used to construct a weak solution of (1.1); cf. [6, Theorem 3.1]. Positivity of solutions
of (1.1) with u = 0 for β ≥ 4 is then shown by a contradiction argument which uses the
entropy functional H[y] = 1

(β−1)(β−2)

∫
Ω y

2−β dx; see [6, Theorem 4.1]. We briefly recapitulate

this argument to show Lemma 2.7, which later then settles solvability of Problem 1.1; see
Theorem 3.1.

Our main goal is then to derive necessary optimality conditions for Problem 1.1. For this
purpose, we need to modify some of the proofs in [6] to properly address equation (1.1) with
general right-hand side ux. In particular, it is the possibly degenerate character of the PDE
(1.1) which affects some energy arguments, while the entropy argument mentioned above is
not known to be valid any more for u 6= 0; see also Figure 1, where an approximate solution
taking values in R to a given non-trivial external force ux is displayed.

This problematic issue of PDE (1.1) is also apparent in Problem 1.1 (in the absence of the
state constraint). To avoid it, one strategy could be to only take into account those exterior
forces ux for which a corresponding solution y exists. Unfortunately, we cannot give a good
characterization of such a set of controls, and we do not know topological properties of it.
There are a few recent articles dealing with different degenerate optimal control problems
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which share this problematic issue; see e.g., [11, 12, 13]. A second strategy to overcome this
problem is to ensure the strict positivity of solutions to (1.1) by a state constraints as stated in
Problem 1.1. General controls u are admitted in this case, but to derive necessary optimality
conditions becomes more involved.

We refer the reader to [12] where both strategies are compared for a different equation, and the
second scenario is given preference to cope with possible degeneracies arising in the governing
equation. It is argued that the set of external forces in the first scenario may not be rich
enough, and therefore possible target profiles ỹ may not be reached. It is also in this work
that we prefer the second strategy to study Problem 1.1.

Our first result is solvability of the optimal control Problem 1.1. Then, we use an abstract
result for state constrained optimization problems from [2] to derive necessary optimality
conditions for Problem 1.1. In order to overcome technical difficulties in the proofs in section
4, we need controls u ∈ L2(H1

0 ) in (1.1), which is already stated in Problem 1.1. This implies
y ∈ L2(H4) ∩H1(L2) for states, which is then sufficient to construct Lagrange multipliers in
proper spaces.

The optimality conditions (3.8) involve non-regular Lagrange multipliers in the dual space
of L2(H4) ∩H1(L2), which hinders an immediate numerical treatment: a typical strategy to
overcome this problem is to relax the state constraint y ≥ C0 by penalty approximation [9],
Moreau-Yosida approximation [17], or mixed control-state constraints (Lavrentiev regulariza-
tion) [21]. We recall that the state constraint is not an additional requirement on admissible
states, but is essential for the well-posedness of the PDE (1.1).

We propose the following strategy to ensure well-posedness of (1.1) in the context of relaxation
methods:

• We establish regularity results for the regularized PDE (2.1) (section 2), then show
solvability of Problem 1.1 and derive necessary optimality conditions (section 3).

• In section 4, we study the optimal control Problem 4.1 which uses the regularized
state equation (2.1) for ε > 0. In particular, related optimality conditions (4.1) are
derived, and convergence to the necessary optimality conditions (3.8) of the original
Problem 1.1 is shown. For this purpose, it is relevant to bound the norm of ux as it
is given in the functional, which helps to properly bound all corresponding Lagrange
multipliers.

• In section 5, we show convergence of the penalty approach (Problem 5.1) towards
Problem 4.1 for γ → 0. Since the equality constraint in Problem 5.1 is well-posed for
every ε > 0, we may use a standard numerical approach to solve the corresponding
optimality conditions (5.3). Corresponding computational studies are reported in
section 6 which study proper balancing of finite parameters ε, γ > 0 to numerically
solve the necessary optimality conditions for Problem 5.1.

We emphasize the relevancy to study the intermediate optimization Problem 4.1 since it is
not clear how to simultaneously tend both regularization parameters to zero. In particular,
the parameter γ > 0 to regularize the state constraint is the first which tends to zero; it
is here that we benefit from the well-posedness of the involved equality constraint for every
ε > 0 to construct a solution of the intermediate optimization Problem 4.1.



4 MARKUS KLEIN AND ANDREAS PROHL

To our knowledge, this is the first work which deals with optimal control subject to the thin
film equation. A regularization of Problem 4.1 (ε = 1) is studied in [22], which coincides with
the intermediate optimal control problem but without state constraints. However, existence
for the limiting problem related to Problem 1.1, and a convergence analysis for ε → 0 are left
open in [22].

Throughout this article, we use the following notation: We write ‖.‖ for the L2(Ω) or L2(ΩT )-
norm when it is clear from the context that we only integrate in space or both, in space and
time. Let W k,p and Hk := W k,2 denote standard Sobolev spaces. By

W k,p(Wm,q) := W k,p(0, T ;Wm,q)

we refer the reader to standard Bochner spaces. The space C ensembles continuous functions,
while C0,α denotes corresponding Hölder spaces.

The dual pairing of X and its dual space X∗ is denoted as 〈., .〉X,X∗ . For the scalar products
in L2 and L2(L2), we write (·, ·) at places where no ambiguities arise; otherwise, we add the
corresponding spaces as index to the scalar product.

We use C as a generic non-negative constant; to indicate dependencies, we write C(.).

2. The regularized state equation

We show properties of solutions of a regularization of the equation (1.1). The arguments in
this section adapt corresponding ones in [6].

Problem 2.1. Let λ > 0, ε ≥ 0. Find y : ΩT → R such that

yt = −
(
[λ|y|β + ε]yxxx

)
x

+ ux, (2.1)

together with initial condition y(0) = y0 ∈ H2(Ω) and boundary conditions yx = yxxx = 0 in
a, b.

2.1. Regularity and properties of solutions.

Lemma 2.2. Let λ > 0, ε ≥ 0, u ∈ L2(H1
0 ), and y be a weak solution of (2.1). Then, the

mass is conserved, i.e.,
∫

Ω
y(t, .) dx =

∫

Ω
y0 dx ∀ 0 ≤ t ≤ T. (2.2)

Proof. Integrate (1.1) over Ω and use the divergence theorem together with the boundary
conditions for u to prove (2.2). �

In the following, let E[y] = 1
2

∫
Ω |yx|2 dx.

Lemma 2.3. Let λ > 0, ε ≥ 0, u ∈ L2(H1
0 ), and y : ΩT → R be a weak solution of (2.1) with

y ≥ C0 > 0 in ΩT . Then there exists a constant C = C(T,C0, E[y0], ‖u‖L2(L2)) > 0 such that

sup
t≥0

E[y(t)] + (λCβ0 + ε)‖yxxx‖2
L2(L2) ≤ C. (2.3)

In particular, y is Hölder continuous in space, i.e., there exists a constant Hspace > 0 such
that

|y(t, x1) − y(t, x2)| ≤ Hspace|x1 − x2| 1
2 ∀ 0 ≤ t ≤ T, x1, x2 ∈ Ω.
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Proof. We multiply (2.1) with −yxx, integrate over Ω, and arrive for almost all t ∈ [0, T ] at

1

2

d

dt
‖yx‖2 +

∫

Ω
(λ|y|β + ε)y2

xxx dx = −
∫

Ω
uxyxx dx =: I. (2.4)

For σ > 0, the term I can be estimated by

I =

∫

Ω
uyxxx dx ≤ σ‖yxxx‖2 + C(σ)‖u‖2.

Using that λ|y|β + ε ≥ λCβ0 + ε, choosing σ sufficiently small, and finally using Gronwall’s
inequality validates the lemma. The Hölder continuity follows by one-dimensional Sobolev
embeddings. �

Lemma 2.4. Let λ > 0, ε ≥ 0, u ∈ L2(L2), and y : ΩT → R be a weak solution of (2.1) with
y ≥ C0 > 0 in ΩT . Then there exists a constant Htime = Htime(T,C0, E[y0], ‖u‖L2(L2)) > 0
such that

|y(t2, x) − y(t1, x)| ≤ Htime|t2 − t1| 1
8 ∀ 0 ≤ t1, t2 ≤ T, x ∈ Ω.

Proof. The proof uses arguments similar (for u = 0) to those given in [6, Lemma 2.1].

Step 1: Assume the statement is not correct. Then for every M > 0 there exist x0 ∈ Ω and
0 ≤ t1, t2 ≤ T such that

|y(t2, x0) − y(t1, x0)| > M |t2 − t1|κ (2.5)

for κ = 1
8 . Without restriction let us assume that t1 < t2 and y(t2) > y(t1). Then (2.5) reads

as

y(t2, x0) − y(t1, x0) > M(t2 − t1)κ. (2.6)

In the proof, we will show that M can be uniformly bounded with respect to x0, t1 and t2,
which contradicts (2.6).

We construct an appropriate test function for the equation (2.1). Let

ξ(x) := ξ0


 x− x0

M2

16H2
space

(t2 − t1)2κ


 ,

where M is from (2.6), and Hspace from Lemma 2.3. The function ξ0 ∈ C∞
0 has the properties

ξ0(x) = ξ0(−x), ξ0(x) := 1 for 0 ≤ x < 1
2L for some L > 0 (L will be chosen later and will

only depend on Hspace > 0 from Lemma 2.3 and on Ω), ξ0(x) := 0 for x ≥ 1 and ξ′
0(x) ≤ 0

for x ≥ 0. In particular, we have

ξ(x) =





0, |x− x0| ≥ M2

16H2
space

(t2 − t1)2κ,

1, |x− x0| ≤ 1
2L

M2

16H2
space

(t2 − t1)2κ.

We define the function θδ by

θδ(t) :=

∫ t

−∞
θ′
δ(s) ds,

where

θ′
δ(t) =





1
δ , |t− t2| < δ,

−1
δ , |t− t1| < δ,

0, else
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for 0 < δ < min{1
2 (t2 − t1), t1, T − t2} small enough.

We consider the function φ(t, x) := ξ(x)θδ(t), multiply (2.1) with φ, integrate over ΩT and
get

∫ T

0
yφt dxdt = −

∫ T

0

∫

Ω
(λ|y|β + ε)yxxxφx dxdt+

∫ T

0

∫

Ω
uφx dxdt. (2.7)

Step 2: We derive a lower bound for the left-hand side of (2.7). By the construction of θδ, its
time derivative approximates like a Dirac function evaluated at t1 and t2, respectively. More
precisely, we have for δ → 0

∫ T

0

∫

Ω
y(t, x)ξ(x)θ′

δ(t) dxdt →
∫

Ω
ξ(x)

[
y(t2, x) − y(t1, x)

]
dx. (2.8)

We consider points x such that

|x− x0| ≤ M2

16H2
space

(t2 − t1)2κ (2.9)

since the corresponding integral in (2.7) outside this ball vanishes. For such x, there holds by
(2.6) and Lemma 2.3

y(t2, x) − y(t1, x) =
[
y(t2, x) − y(t2, x0)

]
+
[
y(t2, x0) − y(t1, x0)

]
+
[
y(t1, x0) − y(t1, x)

]

≥ −2Hspace|x− x0| 1
2 +M(t2 − t1)κ ≥ M

2
(t2 − t1)κ,

where we also used (2.9). For L = L(Ω,Hspace) > 0 appropriate, we have {ξ = 1} ⊂ Ω. We
may estimate the term in (2.8) from below as follows,

∫

Ω
ξ(x)

[
y(t2, x) − y(t1, x)

]
dx ≥ M

2
(t2 − t1)κ

1

2L

M2

16H2
space

(t2 − t1)2κ = CM3(t2 − t1)3κ.

(2.10)

Step 3: We derive an upper bound for the first term on right-hand side of (2.7).

∫ T

0

∫

Ω
(λ|y|β + ε)yxxxφx dxdt

≤ ‖λ|y|β + ε‖L∞(ΩT )‖yxxx‖L2(L2)

(∫ T

0

∫

Ω
[ξ′(x)]2[θδ(t)]

2 dxdt

) 1
2

≤ ‖λ|y|β + ε‖L∞(ΩT )‖yxxx‖L2(L2)

︷ ︸︸ ︷
(∫

Ω
[ξ′(x)]2 dx

) 1
2

(∫ T

0
[θδ(t)]

2 dt

) 1
2

︸ ︷︷ ︸

≤ C(Hspace)

︷ ︸︸ ︷
1

M2

16H2
space

(t2 − t1)2κ
‖ξ′

0‖L∞(Ω)
M

4Hspace
(t2 − t1)κ 2(t2 − t1 + 2δ)

1
2

︸ ︷︷ ︸,

where we used that the first two norms are uniformly bounded via Lemma 2.3 by C(Hspace).

The factor M
4Hspace

(t2 −t1)κ is the integral of 1 over supp ξ, while (t2 −t1 +2δ)
1
2 is the Lebesgue

measure of the support of θδ, where we use that θδ is uniformly bounded by 2 (We highlight
the affiliation of each term in the last estimate). Note that the constant C depends on Hspace

from Lemma 2.3 (i.e., on T,C0, E[y0], and ‖u‖L2(L2)), but it does not depend on ε, M or δ.
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Step 4: We estimate the second term in (2.7),
∫ T

0

∫

Ω
uφx dxdt ≤ ‖u‖‖φx‖ ≤ C(Hspace)

1

M
(t2 − t1)−κ(t2 − t1 + 2δ)

1
2 .

Step 5: For δ → 0, we get at the end

M3(t2 − t1)3κ ≤ C
1

M
(t2 − t1)

1
2

−κ,

where the constant C is independent of x0, t1, t2 and M . This leads to M ≤ 4
√
C, which

contradicts (2.6), and the lemma follows. �

Lemma 2.5. Let λ > 0, ε ≥ 0, u ∈ L2(H1
0 ), and y : ΩT → R be a weak solution of (2.1)

with y ≥ C0 in ΩT . There exists C = C(C0, β, T, ‖ux‖L2(L2)) > 0 such that

‖yxx‖2
L∞(L2) + (λCβ0 + ε)‖yxxxx‖2

L2(L2) ≤ C(‖ux‖2
L2(L2) + 1) . (2.11)

Proof. We rewrite the main part of the equation (2.1) in non-divergence form,
(
[λ|y|β + ε]yxxx

)
x

= βλyβ−1yxyxxx + [λ|y|β + ε]yxxxx. (2.12)

Multiply (2.12) with yxxxx, integrate over Ω to arrive for σ > 0 at

1

2

d

dt
‖yxx‖2 +

∫

Ω
[λ|y|β + ε]y2

xxxx dx
︸ ︷︷ ︸

=:I1

≤ −
∫

Ω
βλyβ−1yxyxxxyxxxx dx

︸ ︷︷ ︸
=:I2

(2.13)

+ σ‖yxxxx‖2 + C(σ)‖ux‖2.

We calculate for σ > 0, using H1(Ω) ⊂ L∞(Ω),

I1 ≥ (λCβ0 + ε)‖yxxxx‖2
L2 ,

I2 ≤ C(σ)‖y‖2(β−1)
L∞

(
‖yx‖2

L2 + ‖yxx‖2
L2

)
‖yxxx‖2

L2 + σ‖yxxxx‖2
L2 .

We now absorb the terms on the right-hand side which are lead by σ > 0 in (2.13) into the
lower bound of I1. Those lead by C(σ) are integrable in time by (2.3), and we deduce (2.11)
with the help of Gronwall’s lemma. �

2.2. Existence. For every ε > 0, the regularized equation (2.1) has a unique weak solution.

Lemma 2.6. Let λ, ε > 0, and u ∈ L2(H1
0 ). Then (2.1) has a unique weak solution y ∈

L2(H4) ∩H1(L2).

Proof. This follows from standard parabolic theory since the leading part of the equation is
uniformly parabolic. �

In contrast, it is not clear if there is a solution of (1.1) for general u and, even more, whether
it is non-negative. The following lemma asserts non-negativity of solutions of (1.1) for u = 0;
the proof of it was first given in [6, Theorems 3.1 and 4.1], and uses the entropy functional
H[y] = 1

(β−1)(β−2)

∫
Ω y

2−β dx. This result for the PDE (1.1) is relevant to later infer solvability

for Problem 1.1, hence we here recapitulate its proof from [6].
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Lemma 2.7. Let λ > 0, β ≥ 4, and E[y0] + H[y0] < ∞. There exist a constant C̃0 =

C̃0(E[y0],H[y0], β,Ω) > 0 and u ∈ L2(H1
0 ) such that the unique weak solution y : ΩT → R of

(1.1) satisfies y ≥ 2C0 in ΩT for all 0 < C0 ≤ C̃0.

Proof. Consider (1.1) with u = 0. By assumption, H[y0] < ∞, and thus y0 > 0. By Lem-
mas 2.3 and 2.4, the solution y : [0, T ]×Ω → R is continuous. We argue by contraduction, and
may thus infer existence of t̂ > 0 and x̂ ∈ Ω such that 0 = minx∈Ω y(t̂, x) = min y(t̂, x̂) oth-
erwise. However, along a solution, equation (1.1) with u = 0, the chain rule, and integration
by parts lead to

− d

dt
H[y(t)] = − 1

1 − β

∫

Ω
y1−βyt dx = −

∫

Ω
y−βyxy

βyxxx dx =

∫

Ω
y2
xx dx ≥ 0 . (2.14)

By Lemma 2.3 we have that 0 ≤ y(t̂, x) ≤ Hspace|x− x̂|1/2 for every x ∈ Ω. As a consequence,
we may resume from (2.14) that

∫

Ω
|x− x̂|−(β

2
−1) dx ≤ Hβ−2

space

∫

Ω
y(t̂, x)2−β dx ≤ KH[y0] < ∞ ,

whereK := Hβ−2
space(β−1)(β−2). But since β ≥ 4, the leading integral is infinite by assumption,

which is a contradiction. �

There are two ways to construct a solution of (1.1) by a sequence {yε} solving (2.1) for a
sequence ε → 0: one strategy is to restrict to more regular right-hand sides u ∈ L2(H2) which
allow uniform estimates as in Lemma 2.5 with respect to ε > 0. Another strategy which we
will use here is the following: if all iterates yε have a pointwise lower bound which is uniformly
bounded away from zero with respect to ε > 0, then it is also possible to pass to the limit,
even without the use of more regular right-hand sides u. The following two lemmas reflect
both situations independently.

Lemma 2.8. Let λ > 0, u ∈ L2(H1
0 ∩ H2), and {yε} be a sequence of solutions of (2.1).

There exists y ∈ H1(L2) ∩ L2(H4) such that yε → y uniformly in ΩT for ε → 0, and y solves
(1.1).

Proof. We use integration by parts for the term −(ux, yxx) = (uxx, yx) ≤ ‖uxx‖2 + ‖yx‖2 in

(2.4). As a consequence, we obtain uniform bounds for yε ∈ C(C0, 1
2 ) with respect to ε > 0

as stated in Lemma 2.3 without the requirement on lower bounds. Because of Lemma 2.4,

the sequence {yε} is uniformly bounded in C0, 1
8 (C0, 1

2 ), such that there exist a subsequence

and y ∈ C(C0, 1
2 ) such that yε → y uniformly in ΩT , which solves (1.1). By [6, Theorems 3.1

and 4.1], solutions of (1.1) are unique, such that the limit of every convergent subsequence of
{yε} must be a solution of of (1.1). Hence the whole sequence {yε} converges to the solution
y. �

Lemma 2.9. Let λ > 0, u ∈ L2(H1
0 ), and {yε} be a sequence of solutions yε of (2.1). Assume

yε ≥ C0 > 0 for all ε > 0. There exists y ∈ H1(L2) ∩ L2(H4) such that yε → y uniformly in
ΩT for ε → 0, and y solves (1.1).

Proof. Because of yε ≥ C0 uniformly in ε > 0, the estimate (2.4) yields a uniform bound for
yε in L2(H3) ∩ H1((H1)∗). Moreover, the proof of Lemma 2.5 shows that {yε} is uniformly
bounded in L2(H4)∩H1(L2). Hence, there exist a limiting function y ∈ L2(H4)∩H1(L2), and
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a subsequence (not relabelled) such that yε ⇀ y weakly in L2(H4)∩H1(L2). By the embedding
L2(H4) ∩ H1(L2) ⊂ C(ΩT ) and Lemmas 2.3 and 2.4, we have that {yε} is equicontinuous,
uniformly bounded, hence for another subsequence (not relabelled) yε → y uniformly in ΩT .

In order to show that y solves (1.1), we perform limits term by term in (2.1); it is due to the
uniform lower bound for each of the {yε} that this is more easy than in the proof of Lemma 2.8.
It is clear for the linear terms; for the nonlinear term, we calculate for ϕ ∈ C∞(ΩT ) along the
given subsequence
(
λ|yε|βyε,xxx − λ|y|βyxxx, ϕx

)
=
(
[λ|yε|β − λ|y|β]yε,xxx, ϕx

)
+
(
λ|y|β [yε,xxx − yxxx], ϕx

)
→ 0.

Because of the uniqueness of solutions of (1.1), we may again infer convergence of the whole
sequence {yε}. �

The assumption yε ≥ C0 > 0 for all {yε} in Lemma 2.9 is rather strong. However, such a
sequence exists for an optimal control problem which involves (2.1) together with yε ≥ C0;
cf. Problem 4.1 below.

3. Analysis of the optimization problem without regularization

We show solvability for the original optimization Problem 1.1 and derive necessary optimality
conditions. The constant C0 > 0 has to be chosen in such a way that Lemma 2.7 holds.

Theorem 3.1. Let β ≥ 4 and 0 < C0 ≤ C̃0, where C̃0 = C̃0(E[y0],H[y0],Ω, β) > 0. Then
Problem 1.1 has at least one solution.

Proof. Step 1: By Lemma 2.7, there exists at least one u ∈ L2(H1
0 ) such that all side con-

straints (i.e., the equation (1.1), and y = y(u) ≥ C0 in ΩT ) are satisfied. Therefore, we
have

inf J(y, u) =: J∗ > −∞,

where the infimum is taken over all feasible pairs (y, u).

Step 2: Hence, there exists a sequence {(yi, ui)} fulfilling (1.1), yi ≥ C0, such that J(yi, ui) ց
J∗. By definition of the functional J , ui is bounded in L2(H1

0 ) and there exists a u ∈ L2(H1
0 )

such that ui ⇀ u weakly in L2(H1
0 ) (up to subsequences).

By Lemma 2.5, members of the sequence {yi} ⊂ L2(H4) ∩ H1(L2) are bounded by corre-
sponding ones in {ui} ⊂ L2(H1

0 ), hence yi is uniformly bounded in L2(H4) ∩ H1(L2). By
Lemma 2.9, there exists a y ∈ L2(H4) ∩H1(L2) such that yi ⇀ y weakly in L2(H4) ∩H1(L2)
and yi → y uniformly in ΩT , and y solves (1.1). Moreover, we have y ≥ C0.

Step 3: By the weak lower semicontinuity of the functional J , (y, u) is a minimizer of Prob-
lem 1.1. �

In the rest of this section, we derive necessary optimality conditions for a minimum obtained
by Theorem 3.1. The key step to derive this is the following abstract result about optimal
control problems with state constraints, which is obtained in [2].

Lemma 3.2. Let X,V,W be Banach spaces, U be a separable Banach space, let J : X×U →
R, G : X × U → V , H : X → W be mappings, and C ⊆ W be a set.
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Let (x̄, ū) ∈ X × U be a minimum of the optimal control problem

J(x̄, ū) = min
(x,u)∈S

J(x, u)

with
S :=

{
(x, u) ∈ X × U : G(x, u) = 0, H(x) ∈ C

}

and let the following assumptions be true:

(1) G : X × U → V is Frechet differentiable at (x̄, ū),
(2) H : X → W is Frechet differentiable at x̄,
(3) ∅ 6= C ⊆ W is a convex subset with nonempty interior (measured in the topology of

W ),
(4) G′

x(x̄, ū) : X → V is surjective.

Then there exist (p, µ, ζ) ∈ V ∗ ×W ∗ × R such that

ζ〈J ′
x(x̄, ū), x〉X,X∗ + 〈p,G′

x(x̄, ū)x〉V,V ∗ + 〈µ,H ′(x̄)x〉W,W ∗ = 0 ∀x ∈ X, (3.1a)

ζ〈J ′
u(x̄, ū), u〉U,U∗ + 〈p,G′

u(x̄, ū)u〉V,V ∗ = 0 ∀u ∈ U, (3.1b)

ζ ≥ 0, (3.1c)

〈µ,w −H(x̄)〉W,W ∗ ≤ 0 ∀w ∈ C (3.1d)

and if ζ = 0 then 〈µ,w〉W,W ∗ 6= 0 for some w ∈ C.

If we additionally assume that there exists (x, u) ∈ X × U such that

G′
x(x̄, ū)x+G′

u(x̄, ū)(u− ū) = 0, (3.2a)

H(x̄) +H ′(x̄)x ∈ intC, (3.2b)

then we can take ζ = 1.

We now apply this general result to our setup in Problem 1.1. Let X := W := L2(H4) ∩
H1(L2), U := L2(H1

0 ), V := L2(L2), and C := {v ∈ W : v ≥ C0 in ΩT }. Since W ⊂ C(ΩT )
by Sobolev embeddings, the set C is well-defined.

The function G is given by

G(y, u) := yt +
(
λ|y|βyxxx

)
x

− ux,

while H is given by H(y) := y. We omit initial conditions and boundary conditions in G,
which may be treated by standard methods; see, e.g., [15, Section 2.6].

Lemma 3.3.

(1) The function G : X × U → V is well-defined.
(2) The function H : X → W is well-defined.
(3) The set C is convex with nonempty interior (measured in the topology of W ).

Proof. (1) This follows from Lemma 2.5.
(2) Clear by definition.
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(3) Clearly, the set C is convex, since it is the intersection of two convex sets. We note that
the set C̃ := {v ∈ C(ΩT ) : v ≥ C0 in ΩT } has nonempty interior (e.g., v̂ = 2C0 is an
interior point), i.e., there exist a point v̂ ∈ C and r > 0 such that Br(v̂) ⊂ C̃. Without
loss of generality, we can assume that v̂ ∈ W due to the density of W ⊂ C(ΩT ). Since
the embedding id : W → C(ΩT ) is continuous by Sobolev embeddings, the preimage
id−1(Br(v̂)) ⊂ C is open, hence there exists an open neighborhood of id−1(v̂), and
this C has nonempty interior in the topology of W .

�

We now check that the remaining assumptions in Lemma 3.2 are valid. In order to write down
(3.1), we have to show that G′

x(x̄, ū) : X → V is surjective, which is done in the following.

Lemma 3.4. The function G as defined above has the following Frechet derivatives.
〈
G′
y

(
ȳ, ū

)
, δy
〉

= (δy)t +
(
〈βλȳβ−1, δy〉ȳxxx

)
x

+
(
λ|ȳ|β(δy)xxx

)
x

∀δy ∈ X,
〈
G′
u

(
ȳ, ū

)
, δu

〉
= − (δu)x ∀δu ∈ U.

Proof. The function G is smooth and the derivation of it is a straight forward calculation. �

Lemma 3.5. For every Φ ∈ L2(L2), there exists v ∈ L2(H4) ∩H1(L2) such that
〈
G′
y

(
ȳ, ū

)
, v
〉

= Φ (3.3)

together with the initial conditions v(0, .) = 0 as well as the boundary conditions vx = vxxx = 0
in a, b.

Proof. Inserting the derivative of G with respect to y by Lemma 3.4 in equation (3.3) leads
to

vt +
(
λ|ȳ|βvxxx

)
x

+ lower order terms = Φ. (3.4)

For a test function ϕ ∈ X, we write
〈(
λ|ȳ|βvxxx

)
x
, ϕ
〉

= −
〈
λ|ȳ|βvxxx, ϕx

〉
=
〈
λ|ȳ|βvxx, ϕxx

〉
+
〈
βλ(ȳ)β−1ȳxvxx, ϕx

〉
. (3.5)

Since βλ(ȳ)β−1 ≥ βλCβ−1
0 > 0, we can estimate the last term in (3.5) as follows

〈
βλ(ȳ)β−1ȳxvxx, ϕx

〉
≤ σ‖λ|ȳ|β−2vxx‖2 + C(σ)‖ȳȳxϕx‖2

with σ > 0. The remaining term in (3.5) is either uniformly H2-coercive (since ȳ ≥ C0) or is
of lower order. Therefore, there exists a solution v ∈ L2(H2) ∩H1(H−1) of (3.4).

As in the proof of Lemma 2.5, we can write the operator in non-divergence form,
(
λ|ȳ|βvxxx

)
x

= λ|ȳ|βvxxxx + βλ(ȳ)β−1ȳxvxxx, (3.6)

i.e., the leading part of the equation (3.4) is uniformly elliptic since ȳ ≥ C0. We proceed
similarly to the proof in Lemma 2.5 and multiply the equation with vxxxx to absorb the lower
order terms into the leading term in (3.6). We may then infer that the solution v is as regular
as claimed. �

We now show that the regular point conditions (3.2a) and (3.2b) from Lemma 3.2 are fulfilled.
For this goal, it is important to make use of the surjectivity of the derivative of G.
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Lemma 3.6. There exists (y, u) ∈ X × U such that (3.2a) and (3.2b) are fulfilled.

Proof. Step 1: First note that intC − H(ȳ) = {f ∈ C(ΩT ) : f > C0 − ȳ}. Since H ′(ȳ)y = y,
we have to choose y ∈ X such that y > C0 − ȳ in ΩT to meet (3.2b), which is always possible
(e.g., choose y = 2C0).

Step 2: Consider the first component of the equation (3.2a)

G′
y(ȳ, ū)y +G′

u(ȳ, ū)(u− ū) = 0,

which can be written as 〈
G′
y

(
ȳ, ū

)
, y
〉

= ux − ūx =: ũx (3.7)

due to Lemma 3.4. By Lemma 3.5, the left-hand side of (3.7) is surjective, i.e., there exists
a ũx ∈ L2(L2) such that (3.7) holds. Since ūx is known and we do not have additional
constraints on u, there exists a ux ∈ L2(L2) such that (3.7) holds. To summarize, we have
constructed (y, u) ∈ X × U such that both conditions (3.2a) and (3.2b) hold. �

Theorem 3.7. Let (y, u) be a solution of Problem 1.1. Then, there exist z ∈ L2(L2), and
µ ∈ (L2(H4) ∩H1(L2))∗ such that the following optimality conditions are fulfilled,

yt = −
(
λ|y|βyxxx

)
x

+ ux, (3.8a)

y ≥ C0 (3.8b)

0 ≥ 〈w − y, µ〉 ∀X ∋ w ≥ C0, (3.8c)

0 = 〈y − ỹ, ϕ〉 +
〈
z, ϕt + βλyβ−1yxxxϕ)x

〉
+
〈
z,
(
λ|y|βϕxxx

)
x

〉
+ 〈ϕ, µ〉 ∀ϕ ∈ X, (3.8d)

0 = −αuxx + zx (3.8e)

together with initial conditions y(0, .) = y0, z(T, .) = 0, and boundary conditions yx = yxxx =
zx = zxxx = 0 in a, b.

Proof. We use Lemma 3.2 whose hypotheses are fulfilled by Lemmas 3.3, 3.4, 3.5, and 3.6. �

4. Optimization with regularization in the equation

We consider a modification of Problem 1.1 where the state equation is regularized. We
show solvability and derive corresponding optimality conditions in Theorems 4.2 and 4.3.
Theorem 4.4 validates that solutions of this problem converge to those of (3.8).

Problem 4.1. Let λ, α, ε > 0, ỹ ∈ L2(ΩT ). Minimize J : L2(H4) ∩H1(L2) × L2(H1
0 ) → R

J(y, u) :=
1

2

∫ T

0

∫

Ω
|y − ỹ|2 dxdt+

α

2

∫ T

0

∫

Ω
|u|2 dxdt

subject to y ≥ C0 > 0 and (2.1) together with initial condition y(0, .) = y0, boundary condi-
tions yx = yxxx = 0 in a, b.

Theorem 4.2. Suppose β ≥ 4, 0 < C0 ≤ C̃0, and 0 < ε ≤ ε̃0 for ε̃0 = ε̃0(C0) > 0. Then
Problem 4.1 has at least one solution.
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Proof. Let yε : ΩT → R be the weak solution of (2.1) with u = 0. By Lemma 2.8 there exists
ε̃0 > 0 such that sup0<ε≤ε̃0

‖y − yε‖C(ΩT ) ≤ C0, where y ≥ 2C0 in ΩT solves (1.1) with u = 0;
see Lemma 2.7. The remaining two steps in the proof of Theorem 3.1 are now applicable. �

We may use Lemma 3.2 to derive necessary optimality conditions since all requirements are
fullfilled as in the proof of Theorem 3.7.

Theorem 4.3. Let (y, u) be a solution of Problem 4.1. Then, there exist Lagrange multipliers
z ∈ L2(L2), and µ ∈ (L2(H4) ∩H1(L2))∗ such that the following equations are fulfilled,

yt = −
(
[λ|y|β + ε]yxxx

)
x

+ ux, (4.1a)

y ≥ C0 (4.1b)

0 ≥ 〈w − y, µ〉 ∀X ∋ w ≥ C0, (4.1c)

0 = 〈y − ỹ, ϕ〉 +
〈
z, ϕt + (βλyβ−1yxxxϕ)x

〉
+
〈
z,
(
[λ|yβ + ε]ϕxxx

)
x

〉
+ 〈ϕ, µ〉 ∀ϕ ∈ X,

(4.1d)

0 = −αuxx + zx (4.1e)

together with initial conditions y(0, .) = y0, z(T, .) = 0; boundary conditions yx = yxxx =
zx = zxxx = 0 in a, b.

We are now able to state and prove the first main theorem of the paper.

Theorem 4.4. Let {(yε, uε)} be a sequence of solutions of Problem 4.1, and {zε, µε} cor-
responding Lagrange multipliers from Theorem 4.3. Then, there exist (y∗, u∗) ∈

(
H1(L2) ∩

L2(H4)
)

× L2(H1
0 ) and (z∗, µ∗) ∈ L2(L2) × (L2(H4) ∩H1(L2))∗ such that (yε, uε) ⇀ (y∗, u∗)

weakly in
(
H1(L2) ∩L2(H4)

)
×L2(H1

0 ) and (zε, µε) ⇀ (z∗, µ∗) weakly in L2(L2) × (L2(H4) ∩
H1(L2))∗ for ε → 0 (up to a subsequence, respectively). The limiting functions (y∗, u∗, z∗, µ∗)
are a solution of (3.8).

Proof. Step 1: We first show that {uε} is uniformly bounded in L2(H1
0 ): to do so, we give a

function ū and a corresponding solution ȳε, which is feasible for every ε > 0 small enough,
i.e., which is solving (2.1) together with ȳε ≥ C0. For u = 0 and ε = 0, by Lemma 2.7 there

exists a weak solution ȳ of (1.1) such that ȳ ≥ 2C0. Let {y(0)
ε } be the sequence of solutions

of (2.1) where u = 0. Then there exists y : ΩT → R such that ȳ
(0)
ε → y uniformly for ε → 0;

cf. Lemma 2.8. Hence there exists an ε0 > 0 such that ȳ
(0)
ε ≥ C0 for every 0 < ε ≤ ε0.

Since {ȳε} is uniformly bounded (with respect to ε > 0) in L2(H4) ∩ H1(L2) by a constant
depending on the fixed norm of ū = 0, we may deduce that the solution (yε, uε) of Problem

4.1 satisfies J(yε, uε) ≤ J(y
(0)
ε , 0) < ∞, i.e., by construction of the functional J , the sequence

{uε} is bounded uniformly in L2(H1
0 ). Hence there exists a u∗ ∈ L2(H1

0 ) such that uε ⇀ u∗

weakly in L2(H1
0 ).

Step 2: By Lemma 2.5, the solution yε of (2.1) is uniformly bounded (with respect to ε > 0)
in L2(H4) ∩ H1(L2), i.e., there exists y∗ ∈ L2(H4) ∩ H1(L2) such that yε ⇀ y∗ weakly in
L2(H4) ∩H1(L2). Since all yε ≥ C0, we have y∗ ≥ C0 and y∗ solves (1.1) by Lemma 2.9.

Step 3: We show that the Lagrange multipliers {(zε, µε)} are uniformly bounded (with respect
to ε) in their corresponding spaces: Since {uε} is bounded in L2(H1

0 ), we have {zε,x} bounded
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uniformly in L2(H−1). We will now consider (4.1d) and may show that µε is uniformly
bounded in (L2(H4) ∩H1(L2))∗, i.e., we have to show that

‖µε‖(L2(H4)∩H1(L2))∗ = sup
ψ∈L2(H4)∩H1(L2)

‖ψ‖
L2(H4)∩H1(L2)≤1

|〈µε, ψ〉|

is bounded independently from ε > 0. Since µε is on the right-hand side of (4.1d), we can
represent µε by means of yε and zε, i.e., we have

|〈µε, ψ〉| ≤ |〈yε − ỹ, ψ〉| + |〈zε, ψt〉| + |〈zε,x, βλyβ−1
ε yε,xxxψ〉|

+ |〈zε,x, [λ|yε|β + ε]ψxxx〉| =: I1 + I2 + I3 + I4.

We estimate those terms as follows and use the bounds from the first steps (and Sobolev
embeddings),

I1 ≤ ‖yε − ỹ‖‖ψ‖ ≤ C,

I2 ≤ ‖zε‖‖ψt‖ ≤ C,

I3 ≤ ‖zε‖L2(L2)‖βλyβ−1
ε yε,xxxψ‖L2(H1) ≤ C,

I4 ≤ ‖zε,x‖L2(H−1)‖[λ|yε|β + ε]ψxxx‖L2(H1) ≤ C,

where we used that ‖ψ‖L2(H4)∩H1(L2) ≤ 1.

Adding up, we arrive at supε>0 ‖µε‖(L2(H4)∩H1(L2))∗ ≤ C, i.e., {µε} is uniformly bounded with
respect to ε > 0.

Step 4: By the bounds from the previous step, there exist z∗
x ∈ L2(H−1), and µ∗ ∈ (L2(H4)∩

H1(L2))∗ such that zε,x ⇀ z∗
x weakly in L2(H−1), and µε ⇀ µ∗ weakly in (L2(H4)∩H1(L2))∗.

Step 5: Being equipped with the bounds and the convergence result in the last step, we may
now show that (z∗, µ∗) solve (3.8c), (3.8d), and (3.8e) by taking the limit in (4.1c), (4.1d),
and (4.1e). This concludes the proof. �

5. Penalty approximation

A penalty approximation of the original problem is not clear due to the possible degeneracy
of the original equation (1.1), thus leaving open its well-posedness; this is the reason why we
have introduced before the intermediate Problem 4.1 which involves the regularized equation
(2.1). For ε > 0 fixed, Theorem 5.3 validates convergence of minimizers of Problem 5.1
towards a minimum of Problem 4.1 for γ → 0. Optimality conditions are then derived, which
are the starting point for numerical studies in section 6.

Problem 5.1. Let ε, γ > 0. We define the functional

Jγ(y, u) := J(y, u) +
1

2γ

∫ T

0

∫

Ω

∣∣∣
(
C0 − y

)+∣∣∣
2

dxdt. (5.1)

Find (yγ , uγ) as the minimum of Jγ subject to (2.1).

The following result is immediate.

Theorem 5.2. There exists a solution (yγ , uγ) of Problem 5.1.
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The next theorem completes the overall convergence proof: The sequence of minima of the
implementable Problem 5.1 converges to a minimum of Problem 4.1 for γ → 0 (which again
converges to a minimum of the original Problem 1.1). This result is valid for a certain range

for involved parameters, using C̃0 (see Lemma 2.7) and ε̃0 (see Theorem 4.2).

Theorem 5.3. Let β ≥ 4, 0 < C0 ≤ C̃0, 0 < ε ≤ ε̃0, and {(yγ , uγ)} be a sequence of solutions
of Problem 5.1. Then, there exist y∗ ∈ L2(H4)∩H1(L2), and u∗ ∈ L2(H1

0 ) such that yγ ⇀ y∗

weakly in L2(H4) ∩H1(L2), and uγ ⇀ u∗ weakly in L2(H1
0 ) for γ → 0 (up to subsequences).

Moreover, (y∗, u∗) is a solution of Problem 4.1.

Proof. Step 1: Let (yγ , uγ) be a solution of Problem 5.1. We first show that the functional is
uniformly bounded with respect to γ > 0: Let (ȳ, ū) be the solution of Problem 4.1, i.e., (ȳ, ū)
solve (2.1), ȳ ≥ C0 and J(ȳ, ū) is the minimum value. Since ȳ ≥ C0, we have Jγ(ȳ, ū) = J(ȳ, ū)
independent of γ > 0.

By the minimizing property of (yγ , uγ), there holds

Jγ(yγ , uγ) ≤ Jγ(ȳ, ū) = J(ȳ, ū) < ∞.

Hence, Jγ(yγ , uγ) is uniformly bounded with respect to γ > 0.

Step 2: We want to get weak limit functions: from the definition of Jγ , we derive a uniform
(with respect to γ > 0) bound for uγ in the L2(H1

0 )-norm. By the a-priori estimates from
Lemma 2.5, {yγ} is uniformly (with respect to γ > 0) bounded in the L2(H4)∩H1(L2)-norm.
Therefore, there exists (y∗, u∗) ∈

(
L2(H4) ∩H1(L2)

)
× L2(H1

0 ) such that (yγ , uγ) ⇀ (y∗, u∗)
weakly in the corresponding spaces (up to subsequences).

Step 3: We want to show that the limit functions (y∗, u∗) are feasible for Problem 4.1: it is
easy to verify that (y∗, u∗) solves (2.1) like it was done, e.g., in the proof of Theorem 3.1. It
remains to show that y∗ ≥ C0. Since Jγ(yγ , uγ) ≤ C uniformly in γ > 0, we know that for
γ → 0, ∫ T

0

∫

Ω

∣∣∣
(
C0 − yγ

)+∣∣∣
2

dt dx → 0,

i.e., we have
(
C0 − yγ

)+ → 0 a.e. in ΩT , and hence y∗ ≥ C0.

Step 4: Finally, we show that (y∗, u∗) is a solution of Problem 4.1: We have to show that
J(y∗, u∗) ≤ J(y, u) for every (y, u) solving (2.1) and y ≥ C0.

Let (ȳ, ū) be a solution of Problem 4.1. By the first parts of the proof, we know that (y∗, u∗)
is feasible for Problem 4.1, i.e., we have Jγ(y∗, u∗) = J(y∗, u∗). Since (yγ , uγ) ⇀ (y∗, u∗)
weakly in the corresponding spaces by the second part of the proof, and J is weakly lower
semi-continuous, we have

J(y∗, u∗) ≤ lim inf
γ→0

Jγ(yγ , uγ) ≤ J(ȳ, ū), (5.2)

where we used Step 1 which relies on (yγ , uγ) being a solution of Problem 5.1.

Since (ȳ, ū) is a minimum of J , all quantities in (5.2) must be equal, i.e., (y∗, u∗) is a solution
of Problem 4.1. �
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As in the last sections, we can now derive an analogon to (3.8) and (4.1), respectively, which
can be proven even by the standard Lagrange multiplier theorem due to the absence of state
constraints.

Theorem 5.4. Let (y, u) be a minimum of Problem 5.1. Then, there exists a Lagrange
multiplier z ∈ L2(L2) such that the following equations are fulfilled.

yt = −
(
[λ|y|β + ε]yxxx

)
x

+ ux, (5.3a)

0 = 〈y − ỹ, ϕ〉 +
〈
z, ϕt + (βλyβ−1yxxxϕ)x

〉
+
〈
z,
(
[λ|y|β + ε]ϕxxx

)
x

〉
(5.3b)

+
1

γ
〈ϕ, (C0 − y)+µ〉 ∀ϕ ∈ X,

0 = − αuxx + zx, (5.3c)

together with initial conditions y(0, .) = y0, z(T, .) = 0, and boundary conditions yx = yxxx =
zx = zxxx = 0 in a, b.

6. Computational studies

We discretize the optimization Problem 5.1 in space and time and follow the strategy ‘first
discretize, then optimize’ (see e.g. [18]) to arrive at the finite dimensional Problem 6.2. The
studies which are reported below are meant to do both, illustrate and complement the theo-
retical results in the previous sections.

6.1. Discretization of the equation. We use the following space-time discretization scheme
for (2.1), which was originally suggested for (1.1) in [3].

Let hNspace = b − a and xi := a + ih for i = 0, . . . , Nspace denote the set of spatial nodes.
Define the standard finite element space Vh containing piecewise linear functions, via

Vh :=
{
vh ∈ C([a, b]) : vh

∣∣
[xi,xi+1]

∈ P1

}
,

cf. [8]. The function Ph : L2 → Vh denotes the projection onto Vh with respect to the L2

scalar product.

Let kNtime = T , and let tn := nk for n = 0, . . . , Ntime denote the nodal points of a time
grid which covers [0, T ]. In below, let {V n} ⊆ Xh denote a family of finite element functions
evaluated at subsequent times tn, while V : ΩT → R stands for the piecewise affine, globally
continuous time interpolant of {V n}. Sometimes, we also write V (t = tn) instead of V n.

The discrete version of (2.1) reads as follows.

Problem 6.1. Let Y0 := Phy0 ∈ Vh. Set Y 0 := Y0, find P 0 ∈ Vh such that

(Y 0
x ,Φx) − (P 0,Φ) = 0 ∀Φ ∈ Vh.

Then for n = 1, . . . , Ntime − 1 find Y n+1 ∈ Vh, Pn+1 ∈ Vh and Pn+1 ∈ Vh, such that

1

k
(Y n+1 − Y n,Φ) + ([λ|Y n+1|β + ε]Pn+1

x ,Φx) = (Ux(tn+1),Φ) ∀Φ ∈ Vh,

(Y n+1
x ,Φx) − (Pn+1,Φ) = 0 ∀Φ ∈ Vh.

(6.1)
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The coupled system (6.1) is solved by Newton’s method with exact derivatives; all terms
(which are polynomials of higher order) are assembled exactly by using an accurate quadrature
rule.

Lemma 2.6 motivates solvability of (6.1) for ε > 0. However, for small ε > 0, the system ma-
trix has a high condition number in the presence of related large values of the approximation
of Ux(tn) and small values of {Y n} due to the algebraic form of fε. We encountered this prob-
lem in the form of a singular system matrix on the level of numerical linear algebra. Smaller
values of k, larger values of ε and—in the context of optimal control—state constraints help
to overcome this issue.

For all experiments in this section, we choose λ = 1.0 and β = 3. The iteration in New-
ton’s method stops if the difference of two consecutive iterations is less than 10−10, or if the
maximum number of iterations exceeds 1 000. However, except for those experiments with
singular system matrices, the observed number of iterates was well below these values (average
2–5/max. 30 iterations; highly depending on the specific experiment).

6.2. Simulations of the equation. We want to find a right-hand side U such that the
corresponding solution is non-positive in order to show the need of state constraints for the
optimization.

For the first experiment, we take [a, b] = [0, 5], T = 1.0, Nspace = 48, Ntime = 30 000. We

solve (6.1) for U = 0 and U(x) = 0.35 sin
(
πx
b−a

)
and ε = 0.03. For comparison, we also

include the solution Y for U = 0 and ε = 0; see Figure 1. We see that the solution Y becomes
significantly negative for U 6= 0, while the solution Y stays positive at all times no matter
how ε ≥ 0 is chosen for U = 0 (hence the negativity effect does not depend on ε).

2 4
0

0.5

1

(a) Y (t = 0.0)

2 4
0

0.5

1

(b) Y (t = 0.25)

2 4
0

0.5

1

(c) Y (t = 0.9)

Figure 1. Solution Y at different times for a given right-hand side U 6= 0 and
ε = 0.03 ( ), for U = 0 and ε = 0.03 ( ), and for U = 0 and ε = 0 ( ).

6.3. Discretization of the optimal control problem. We use the following discrete ver-
sion of Problem 5.1 for the simulations.

Problem 6.2. Let ε > 0, γ ≥ 0, and k > 0. Define Jγ,disc : V Ntime+1
h × V Ntime+1

h → R via

Jγ,disc(Y,U) :=
k

2

Ntime∑

n=0

‖Y n − Ỹ n‖2 +
αk

2

Ntime∑

n=0

‖Unx ‖2 +
k

2γ

Ntime∑

n=0

‖(C0 − Y n)+‖2,

where the last term is ignored if we set γ = 0, and ‖.‖ here stands for the Euclidean norm.
For Ỹ n /∈ Vh, we use the interpolation of it.

Find (Y,U) which minimizes Jγ,disc subject to (6.1).
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The corresponding optimality conditions for (Y,U,Z, S) ∈ [V Ntime
h ]4 are for all 0 ≤ n ≤

Ntime − 1:

1

k
(Y n+1 − Y n,Φ) + (λ|Y n+1|βPn+1

x ,Φx) = (Ux(tn+1),Φ) ∀Φ ∈ Vh, (6.2a)

(Y n+1
x ,Φx) − (Pn+1,Φ) = 0 ∀Φ ∈ Vh, (6.2b)

1

k
(Φ, Zn) + (βλ|Y n+1|β−1ΦPn+1

x , Znx ) + (Φx, Sx) =
1

k
(Φ, Zn+1) + (Φ, Ỹ n+1 − Y n+1) (6.2c)

+
1

γ

(
Φ, (C0 − Y n+1)+

)
∀Φ ∈ Vh,

(λ|Y n+1|βΦx, Z
n) − (Φ, Sn) = 0 ∀Φ ∈ Vh, (6.2d)

α(Ux,Φx) + (Zx,Φ) = 0 ∀Φ ∈ Vh, (6.2e)

together with initial conditions Y 0 = Y0, ZNtime = 0. Conditions (6.2b), (6.2d), and (6.2e)
are also valid for n = 0.

Weak solutions of (2.1) are unique, which is also valid for the discrete version (6.1) of it for
k > 0 small enough; hence the operator U 7→ Y (U) is well-defined. Therefore, we can use a
steepest descent algorithm with Armijo step size rule to numerically solve Problem 6.2; see
[16, 18]. The corresponding algorithm we use reads as follows.

Algorithm 6.3. Set U0 = 0 and fix σ∗ > 0, 0 < β < 1, δtol > 0. Compute (Y1, P1) from
solving (6.1), then compute (Z1, S1) from solving (6.2c) and (6.2d). Repeat for r ≥ 0:

(1) Evaluate ∇J̃(Ur) = αUr + (Zr)x and evaluate J̃(Ur).
(2) Repeat for s ≥ 0:

(a) Define U
(s)
r+1 := Ur − βs∇J̃(Ur).

(b) Compute (Y
(s)
r+1, P

(s)
r+1) from solving (6.1) for U

(s)
r+1 as right-hand side.

(c) STOP, if

J̃(U
(s)
r+1) − J̃(Ur) ≤ −σ∗β

s‖∇J̃(Ur)‖2, (6.3)

and set Ur+1 := U
(s)
r+1.

(3) Compute (Zr+1, Sr+1) from solving (6.2c) and (6.2d).
(4) STOP, if ‖∇J̃(Ur+1)‖2 ≤ δtol and set Uopt = Ur+1, Yopt = Yr+1.

Here, ∇J̃(·) corresponds to the finite dimensional version of the gradient of J̃ , which is the
left-hand side of (6.2e). In all the studies below, we set σ∗ := 10−5 and β := 0.15. The
stopping condition is set to be δtol := 5 · 10−5, which is obtained after 700 up to 50 000
iterations. The number of iterations highly depends on the given data (i.e., on Y0, Ỹ , and on
α, ε, γ > 0).

6.4. Comparison of the parameter ε. Let [a, b] = [0, 5], T = 1.0, Nspace = 30, Ntime =
5 000, and α = 10−7. We solve (6.1) for U = 0 to study the dependencies on ε > 0; see
Figure 2. The bigger the value of ε, the more dissipative is the evolution, and the solution
becomes almost flat after a short time. In contrast to this, the solution needs a longer period
of time to approach a flat profile for small values of ε.



REFERENCES 19

For a large value of ε, the solution is slightly negative in some regions. This is due to the
fact that there is no maximum principle for the biharmonic problem, which would enforce the
solution to stay positive. This effect vanishes for decreasing values of ε, which is in agreement
with Lemma 2.7.
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Figure 2. Solution Y of (6.1) for U = 0, and for ε = 0.5 ( ) and ε =
0.05 ( ) at different times.

We repeat the above experiment with the same parameters for Problem 6.2 where γ = 0;
see Figure 3. In contrast to the previous experiment from Figure 2, there is no significant
difference between the computed evolution of the optimal states for varying values of ε. This is
due to the fact that the optimal state Y = Y (ε) belongs to different optimal controls U = U(ε)
which drive the solution to approximately attain the given target profile Ỹ . Figure 3 shows
that relevant controls are active, as opposed to Figure 2 where U = 0.

6.5. Comparison of the parameter γ and dewetting application. In this experiment,
we take C0 = 0.0, α = 10−7, ε = 0.1, Nspace = 42, Ntime = 5 000 and simulate for different

values of γ > 0; see Figure 4. Here, Ỹ is constant in time and the profile is given in the
figure. The practical importance of a thin film with locally vanishing height is discussed in
[5], and is known as dewetting effect. Figure 4 displays snapshots for the height function
of a corresponding study. We observe a different dynamics for γ > 0 (which enforces non-
negativity) vs. γ = 0 (where violation of non-negativity happens).
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0.05 ( ) at different times.
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