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Abstract. This work deals with the a posteriori error estimates for the Darcy-Forchheimer problem.
We introduce the corresponding variational formulation and discretize it by using the finite-element
method. A posteriori error estimate with two types of computable error indicators is showed. The
first one is linked to the linearization and the second one to the discretization. Finally, numerical
computations are performed to show the effectiveness of the error indicators.

1. Introduction

Let Ω be a bounded open domain of IRd (d = 2, 3) with Lipschitz-continuous boundary Γ = ∂Ω. We
consider the Darcy-Forchheimer equation

µ

ρ
K−1u +

β

ρ
|u|u +∇p = f in Ω, (1.1)

with the divergence constraint
divu = b in Ω, (1.2)

and the boundary condition
u · n = g on ∂Ω, (1.3)

where u represents the velocity, p represents the pressure, n is the unit exterior normal vector to Γ, |.|
denotes the Euclidean norm and |u|2 = u · u. The parameters ρ, µ and β represent the density of the
fluid, its viscosity and its dynamic viscosity, respectively. β is also referred as Forchheimer number which
is a scalar positive constant. K is the permeability tensor, assumed to be uniformly positive definite and
bounded such that there exists two positive real numbers Km and KM verifying

0 < Km x · x ≤ (K−1(x)x) · x ≤ KM x · x. (1.4)

For the compatibility, we suppose that b and g verify the following compatibility condition:∫
Ω

b(x)dx =

∫
Γ

g(s) ds.

We denote by Problem (P ) the system of equations ((1.1), (1.2), (1.3)).

Darcy’s law describes the creeping flow of Newtonian fluids in porous media. It is represented by Equation

(1.1) without the non-linear term
β

ρ
|u|u and is valid by experiment under the condition that the creeping

velocity is low and the porosity and permeability are small enough by Darcy in 1856 [3]. Forchheimer
[25] conducted flow experiments in sandpacks and recognized that when the velocity is higher and the
porosity is nonuniform, Darcy’s equation can be replaced by Equation (1.1). A theoretical derivation of
Forchheimer’s law can be found in [32].
Multiple works approximated the Darcy-Forchheimer equation by using finite element methods. Girault
and Wheeler [17] approximated the velocity by piecewise constants and the pressure by Crouzeix-Raviart
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element. They also proposed and studied an alternating directions iterative method to solve the system
of nonlinear equations obtained by finite element discretizaton. Lopez and al. [28] carried out numer-
ical tests of the methods studied in [17] in order to corroborate the results presented there. In [31],
the authors proposed and studied a mixed element approximation: the Raviart-Thomas mixed element,
Brezzi-Douglas-Marini mixed element. Salas J. et al. [33] presented a theoretical study of the mixed
finite element space, as proposed in [28]. In [34], we considered the Darcy-Forchheimer problem coupled
with the convection-diffusion-reaction problem. We established existence of solutions by using a Galerkin
method and we proved uniqueness. Then, we introduced and analyzed a numerical scheme based on the
finite element method and we derived an optimal a priori error estimates for the proposed numerical
scheme. In this work, we introduce a numerical iterative scheme, show the corresponding convergence,
establish the corresponding a posteriori error estimates and show corresponding numerical investigations.

The present work investigates a posteriori error estimates for the finite element discretization of Darcy-
Forchheimer problem.These estimates can be used to evaluate the solution errors of the discrete problem
without requiring any a priori information on the exact solution. Indeed, the a posteriori analysis controls
the overall discretization error of a problem by providing error indicators that are easy to compute. Once
these error indicators are constructed, their efficiency can be proven by bounding each indicator by the
local error. A posteriori analysis was first introduced by I. Babuška [5], developed by R. Verfürth [37],
and has been the object of a large number of publications. A posteriori error estimations have been
studied for several types of partial differential equations such that the Stokes or Navier-Stokes equation
(see for instance [37, 10, 4, 1, 12, 13, 19]), the Maxwell and Lamé equations [30, 8]. Many works have
been established for the Darcy flow, see for instance [2, 11, 14, 29]. In [15], Chen and Wang establish
optimal a poteriori error estimates for the H(div,Ω) conforming mixed finite element method applied to
the coupled Darcy-Stokes system in two dimensions. For the Darcy equations with pressure dependent
viscosity, we refer to [26] and the references therein. In [20], we establish a posteriori error estimates for
Darcy’s problem coupled with the heat equation. In this paper, we study the posteriori error estimates
corresponding to Problem (P ) and show corresponding numerical results.

This paper is organised as follow:

• Section 2 describes the problem and the weak formulation.
• Section 3 describes the discretization and studies the iterative scheme.
• Section 4 is devoted to the a posteriori error estimates.
• Section 5 shows numerical investigations.

2. Variational formulation

In this section, we begin by introducing several definitions and notations in order to write the weak
formulation corresponding to Problem (P ).

Let α = (α1, α2, . . . αd) be a d-uplet of non negative integers, set |α| =

d∑
i=1

αi, and define the partial

derivative ∂α by

∂α =
∂|α|

∂xα1
1 ∂xα2

2 . . . ∂xαdd
.

Then, for any positive integer m and any number q ≥ 1, we recall the classical Sobolev space

Wm,q(Ω) = {v ∈ Lq(Ω); ∀ |α| ≤ m, ∂αv ∈ Lq(Ω)}, (2.1)

equipped with the seminorm

|v|Wm,q(Ω) =
{ ∑
|α|=m

∫
Ω

|∂αv|q dx
} 1
q (2.2)

and the norm
‖v‖Wm,q(Ω) =

{ ∑
0≤k≤m

|v|q
Wk,q(Ω)

} 1
q . (2.3)
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When q = 2, this space is the Hilbert space Hm(Ω). In particular, the scalar product of L2(Ω) is denoted
by (., .). Furthermore, we recall the following standard space for Darcy’s equations:

L2
0(Ω) = {v ∈ L2(Ω);

∫
Ω

v dx = 0}.

The definitions of these spaces are extended straightforwardly to vectors, with the same notation, but
with the following modification for the norms in the non-Hilbert case. Let v be a vector valued function;
we set

‖v‖Lq(Ω) =
( ∫

Ω

|v|q dx
) 1
q , (2.4)

where |.| denotes the Euclidean vector norm.

We introduce the spaces:
X = L3(Ω)d,

M = W 1, 32 (Ω) ∩ L2
0(Ω),

H =
{
v ∈ X; divv ∈ L3d/(d+3)(Ω)

}
,

V = {v ∈ X;∀q ∈M,

∫
Ω

∇q · v dx = 0}.

The space H endowed with the graph norm is complete. Moreover D(Ω) is dense in H, and v ·n belongs
to W 1,3/2(Γ) for all v ∈ H [35]. We have the following inf-sup condition (see [17] for the proof)

inf
q∈M

sup
v∈X

∫
Ω

∇q · v dx

||∇q||L3/2(Ω)||v||L3(Ω)
= 1. (2.5)

The velocity u and pressure p of Problem (P ) are considered respectively in H and M , while b and g are
assumed to be respectively in L3d/(d+3)(Ω) and L3(d−1)/d(Γ) (see [17] for details).

In order to write the variational formulation associated to Problem (P ), we introduce the mapping
v −→ A(v) defined by:

A : L3(Ω)d 7→ L
3
2 (Ω)d

v 7→ A(v) =
µ

ρ
K−1v +

β

ρ
|v|v.

We refer to [17, 24] for the following properties of A.

Property 2.1. We have the following monotonicity properties:

(1) for all v ∈ L3(Ω)d,
µ

ρ

∫
Ω

K−1v · v dx ≥ µKm

ρ
‖v‖2L2(Ω) (2.6)

(2) for all v,w ∈ L3(Ω)d,
β

ρ

∫
Ω

(|v|v − |w|w)(v −w) dx ≥ cm ‖v −w‖3L3(Ω) . (2.7)

where cm is a strictly positive constant.

Recall the following Green’s formula [35]

∀q ∈M, ∀v ∈ H,
∫

Ω

∇q · v dx = −
∫

Ω

q div vdx +

∫
Γ

qv · nds. (2.8)

Using the Green formula (2.8) one can show that Problem (P ) is equivalent to the following variational
formulation: Find (u, p) ∈ X ×M such that

∀v ∈ X,
∫

Ω

A(u) · v dx +

∫
Ω

∇p · v dx =

∫
Ω

f · v dx,

∀q ∈M,

∫
Ω

∇q · u dx = −
∫

Ω

b q dx +

∫
Γ

g q ds.

(2.9)
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It can be demonstrated that, for all b ∈ L3d/(d+3)(Ω) and g ∈ L3(d−1)/d(Γ), there is only one ul ∈ L3(Ω)/V
such that

∀q ∈M,

∫
Ω

∇q · ul dx = −
∫

Ω

b q dx +

∫
Γ

g q ds, (2.10)

and
||ul||L3(Ω)d/V ≤ C

(
||b||L3d/(d+3)(Ω) + ||g||L3(d−1)/d(Γ)

)
,

where C > 0 is a constant depending only on Ω and d.

Using The Banach-Necas-Babuška Theorem (see for instance [6], Theorem A.1 in [36]) one can show that
(2.9), and equivalently the problem (P ) admits a unique solution (u, p) ∈ X ×M satisfying the relations

||u||L3(Ω) ≤ C
(
||ul||3L3(Ω) + ||ul||2L2(Ω) + ||f ||2L2(Ω)

)1/3

,

||∇p||L3/2(Ω) ≤ C
(
||u||L3/2(Ω) + ||u||2L3(Ω) + ||f ||L2(Ω)

)
.

(2.11)

For further details of the weak formulation corresponding to Problem (P ) presented in this section, We
refer to [17].

3. Discretization and a posteriori estimation

In this section, we introduce an iterative numerical scheme to solve the weak variational formulation
(2.9) of the Problem (P ), and study its convergence. We establish the corresponding a posteriori error
estimate in a second step.

From now on, we assume that Ω is a polygon when d = 2 or polyhedron when d = 3, so it can be completely
meshed. For the space discretization, we consider a regular (see Ciarlet [16]) family of triangulations (Th)h
of Ω which is a set of closed non degenerate triangles for d = 2 or tetrahedra for d = 3, called elements,
satisfying,

• for each h, Ω is the union of all elements of Th;
• the intersection of two distinct elements of Th is either empty, a common vertex, or an entire

common edge (or face when d = 3);
• the ratio of the diameter hκ of an element κ in Th to the diameter ρκ of its inscribed circle when
d = 2 or ball when d = 3 is bounded by a constant independent of h: there exists a positive
constant σ independent of h such that,

max
κ∈Th

hκ
ρκ
≤ σ. (3.1)

As usual, h denotes the maximal diameter of all elements of Th. To define the finite element functions,
let r be a non negative integer. For each κ in Th, we denote by IPr(κ) the space of restrictions to κ of
polynomials in d variables and total degree at most r, with a similar notation on the faces or edges of κ.
For every edge (when d = 2) or face (when d = 3) e of the mesh Th, we denote by he the diameter of e.

We shall use the following inverse inequality: for any numbers p, q ≥ 2, for any dimension d, and for any
non negative integer r, there exist constants CI(p) and CJ(q) such that for any polynomial function vh
of degree r on an element κ or an edge (when d = 2) or face (when d = 3) e of the mesh Th,

‖vh‖Lp(κ) ≤ CI(p)h
d
p−

d
2

κ ‖vh‖L2(κ)

and

‖vh‖Lq(e) ≤ CJ(q)h
d−1
q −

d−1
2

e ‖vh‖L2(e).

(3.2)

CI and CJ depend on the regularity parameter σ of (3.1). In all the rest of the paper and for the sim-
plicity, we will omit the dependency of CI and CJ with p and q.
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Let Xh ⊂ X and Mh ⊂ M be the discrete spaces corresponding to the velocity and the pressure given
by:

Zh ={qh ∈ C0(Ω̄); ∀κ ∈ Th, qh|κ ∈ IP1},

Xh ={vh ∈ L2(Ω̄)d; ∀κ ∈ Th, vh|κ ∈ IPd0},
Mh =Zh ∩ L2

0(Ω).

(3.3)

They satisfy the following inf-sup condition (see [33]):

∀ qh ∈Mh, sup
vh∈Xh

∫
Ω

∇qh · vh dx

‖vh‖X
≥ β1‖qh‖Mh

, (3.4)

where β1 is a positive constant independent of h.

Problem (2.9) can be discretized as following:
∀vh ∈ Xh,

∫
Ω

A(uh) · vh dx +

∫
Ω

∇ph · vh dx =

∫
Ω

f · vh dx,

∀qh ∈Mh,

∫
Ω

∇qh · uh dx = −
∫

Ω

bqh dx +

∫
Γ

gqh ds.

(3.5)

It is shown in [33] that there exists a unique uh,l ∈ Xh such that

∀qh ∈Mh,

∫
Ω

∇qh · uh,l dx = −
∫

Ω

b qhdx +

∫
Γ

g qhds, (3.6)

and uh,l satisfies the following bound,

||uh,l||L3(Ω)d ≤ Cl
(
||b||

L
3d

3+d (Ω)
+ ||g||

L
3(d−1)
d (Γ)

)
. (3.7)

It is also shown in [33] that Problem (3.5) admits a unique solution (uh, ph) ∈ Xh×Mh satisfying exactly
similar bounds as (2.11). We refer to [33] for the proof of the following a priori error estimates:

Theorem 3.1. The solutions (u, p) of (2.9) and (uh, ph) of (3.5) verify the following a priori error:
If (u, p) ∈ W 1,4(Ω)d ×W 2,3/2(Ω), then there exists strictly positive constants Cu, Cp independent of h
such that

||u− uh||L2(Ω) ≤ Cuh,
||∇(p− ph)||3/2,Ω ≤ Cph.

(3.8)

3.1. Iterative algorithm: To compute the solution of the non-linear problem (3.5), we introduce the
following iterative algorithm: for a given initial guess u0

h ∈ Xh and having uih at each iteration i, we
compute (ui+1

h , pi+1
h ) solution of

∀vh ∈ Xh,

∫
Ω

α(ui+1
h − uih) · vh dx +

µ

ρ

∫
Ω

K−1ui+1
h · vh dx +

β

ρ

∫
Ω

|uih|ui+1
h · vh dx

+

∫
Ω

∇pi+1
h · vh dx =

∫
Ω

f · vh dx,

∀qh ∈Mh,

∫
Ω

∇qh · ui+1
h dx = −

∫
Ω

bqh dx +

∫
Γ

gqh ds,

(3.9)

We next address the convergence of Scheme (3.9). The analysis of convergence has two principal steps.
The first is to derive an uniform bound to the numerical iterative solution with respect to the iteration
index. Then the obtained bound is used to study the convergence of a linear explicit scheme.

Theorem 3.2. Problem (3.9) admits a unique solution (ui+1
h , pi+1

h ) ∈ Xh ×Mh. Furthermore, if the
initial value u0

h satisfies the condition

||u0
h||L2(Ω) ≤ L1(f ,uh,l, α), (3.10)
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where

L1(f ,uh,l, α) = (`0 + `1α)
1
2 , (3.11)

with

`0 =

(
2ρ

µKm

)2(
(

3ρ

2µKm
+

1

2
)||f ||2L2(Ω) + (

1

2
+

3µK2
M

2ρKm
)||uh,l||2L2(Ω) +

4β

3ρ
||uh,l||3L3(Ω)

)
, (3.12)

`1 =

(
2ρ

µKm

)2

||uh,l||2L2(Ω), (3.13)

and if α ≥ α? with α? = 4(γ1 +
√
γ2

1 + γ2)2 where

γ1 =
8βKM

3ρKm
C3
Ih
− d2
√
`1,

γ2 =
3β2

2ρµKm
C4
Ih
− 2d

3 ||uh,l||2L3(Ω) +
8β

3µKm
C3
Ih
− d2 ‖f‖L2(Ω)2

+
8βKM

3ρKm
C3
Ih
− d2
√
`0 +

8β2

3ρ2
C6
Ih
−d max(

2ρ`0
µKm

, `1),

then the solution of Problem (3.9) satisfies the estimates

||ui+1
h ||L2(Ω) ≤ L1(f ,uh,l, α), (3.14)

and
||ui+1

h ||
3
L3(Ω) ≤

3µKm

2β
L2

1(f ,uh,l, α). (3.15)

Proof. To prove the existence and uniqueness of the solution of Problem (3.9) which is a square
linear system in finite dimension, it suffices to show the uniqueness. For a given uih, let (ui+1

h1 , pi+1
h1 ) and

(ui+1
h2 , pi+1

h2 ) two different solutions of Problem (3.9) and let wh = ui+1
h1 −ui+1

h2 and ξh = pi+1
h1 −p

i+1
h2 , then

(wh, ξh) is the solution of the following problem:
∀vh ∈ Xh,

∫
Ω

αwh · vh dx +
µ

ρ

∫
Ω

K−1wh · vh dx +
β

ρ

∫
Ω

|uih|wh · vh dx +

∫
Ω

∇ξh · vh dx = 0,

∀qh ∈Mh,

∫
Ω

∇qh ·wh dx = 0.

By taking (vh, qh) = (wh, ξh) and by remarking that
β

ρ

∫
Ω

|uih||wh|2 dx ≥ 0, we obtain by using the

properties of K−1 the following bound:

(α+
Kmµ

ρ
)||wh||2L2(Ω) ≤ 0.

Thus, we deduce that wh = 0. The inf-sup condition (3.4) deduces that ξh = 0 and then, we get the
uniqueness of the solution of Problem (3.9).
To prove the bound (3.14), we need first to bound the error ‖ui+1

h −uih‖L2(Ω) with respect to the previous
value uih. The second equation of Problem (3.9) allows us to deduce the relation

∀qh ∈Mh,

∫
Ω

∇qh · (ui+1
h − uih) dx = 0. (3.16)

Then, the first equation of (3.9) with vh = ui+1
h − uih gives

α‖ui+1
h −uih‖2L2(Ω) +

µ

ρ

∫
Ω

K−1ui+1
h ·(ui+1

h −uih) dx+
β

ρ

∫
Ω

|uih|ui+1
h ·(ui+1

h −uih) dx =

∫
Ω

f ·(ui+1
h −uih) dx.

By inserting ±uih in the second and the third terms of the last equation we get

α‖ui+1
h − uih‖2L2(Ω) +

µ

ρ

∫
Ω

K−1|ui+1
h − uih|2 dx +

β

ρ

∫
Ω

|uih||ui+1
h − uih|2 dx

=

∫
Ω

f · (ui+1
h − uih) dx− µ

ρ

∫
Ω

K−1uih · (ui+1
h − uih) dx− β

ρ

∫
Ω

|uih|uih · (ui+1
h − uih) dx.
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By using the properties of K, the Cauchy-Schwartz inequality and Relation (3.2), we get, by remarking
that the third term of the last equation is non-negative, the bound

α‖ui+1
h − uih‖2L2(Ω) +

µKm

ρ
‖ui+1

h − uih‖2L2(Ω) ≤ ‖f‖L2(Ω)‖ui+1
h − uih‖L2(Ω)

+
µKM

ρ
‖uih‖L2(Ω)‖ui+1

h − uih‖L2(Ω) +
β

ρ
C3
Ih
− d2 ‖uih‖2L2(Ω)‖u

i+1
h − uih‖L2(Ω).

We simplify by ‖ui+1
h − uih‖L2(Ω) to obtain

(α+
µKm

2ρ
)‖ui+1

h − uih‖L2(Ω) ≤ ‖f‖L2(Ω) +
µKM

ρ
‖uih‖L2(Ω) +

β

ρ
C3
Ih
− d2 ‖uih‖2L2(Ω),

and then we get the following bound

‖ui+1
h − uih‖L2(Ω) ≤ L2(f , ‖uih‖L2(Ω)), (3.17)

where

L2(f , η) =
1

α+ µKm
2ρ

(
‖f‖L2(Ω) +

µKM

ρ
η +

β

ρ
C3
Ih
− d2 η2

)
, η ∈ R+.

Then, we are in position to show the relation (3.14). Property (3.6) allows us to deduce that the term
ui+1
h,0 = ui+1

h − uh,l is in Xh, and verifies

∀qh ∈Mh,

∫
Ω

∇qh · ui+1
h,0 dx = 0. (3.18)

We consider the first equation of (3.9) with vh = ui+1
h,0 = ui+1

h − uh,l and we obtain:

α

∫
Ω

(ui+1
h − uih) · ui+1

h dx +
µ

ρ

∫
Ω

K−1|ui+1
h |

2 dx +
β

ρ

∫
Ω

|ui+1
h |

3 dx =

∫
Ω

f · (ui+1
h − uhl) dx

+α

∫
Ω

(ui+1
h − uih) · uh,l dx +

µ

ρ

∫
Ω

K−1ui+1
h · uh,l dx +

β

ρ

∫
Ω

(|ui+1
h | − |u

i
h|)|ui+1

h |
2 dx

+
β

ρ

∫
Ω

(|uih| − |ui+1
h |)u

i+1
h · uh,l dx +

β

ρ

∫
Ω

|ui+1
h |u

i+1
h · uh,l dx.

By using the properties of K, the Cauchy-Schwartz inequality and the relation a2b ≤ 1
3

(
1
δ3 b

3 + 2δ3/2a3
)

(for any positive real numbers a and b), we get:

α

2
||ui+1

h ||
2
L2(Ω) −

α

2
||uih||2L2(Ω) +

α

2
||ui+1

h − uih||2L2(Ω) +
µ

ρ
Km||ui+1

h ||
2
L2(Ω) +

β

ρ
||ui+1

h ||
3
L3(Ω)

≤ ||f ||L2(Ω)||ui+1
h ||L2(Ω) + ||f ||L2(Ω)||uh,l||L2(Ω) + α||ui+1

h − uih||L2(Ω)||uh,l||L2(Ω)

+
µ

ρ
KM ||ui+1

h ||L2(Ω)||uh,l||L2(Ω) +
β

ρ
||uih − ui+1

h ||L3(Ω)||ui+1
h ||L3(Ω)||uh,l||L3(Ω)

+
β

ρ
||uih − ui+1

h ||L3(Ω)||ui+1
h ||

2
L3(Ω) +

β

ρ
||ui+1

h ||
2
L3(Ω)||uh,l||L3(Ω).
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We deduce by using the relation (3.2), that for any positive numbers εi, i = 1 . . . , 4 and δj , j = 1, 2, we
have the following bound:

α

2
||ui+1

h ||
2
L2(Ω) −

α

2
||uih||2L2(Ω) +

α

2
||ui+1

h − uih||2L2(Ω) +
µ

ρ
Km||ui+1

h ||
2
L2(Ω) +

β

ρ
||ui+1

h ||
3
L3(Ω)

≤ 1

2ε1
||f ||2L2(Ω) +

1

2
ε1||ui+1

h ||
2
L2(Ω) +

1

2
||f ||2L2(Ω) +

1

2
||uh,l||2L2(Ω)

+
α

2ε2
||ui+1

h − uih||2L2(Ω) +
α

2
ε2||uh,l||2L2(Ω) +

µ2

2ρ2ε3
K2
M ||uh,l||2L2(Ω) +

1

2
ε3||ui+1

h ||
2
L2(Ω)

+
β2

2ρ2ε4
C4
Ih
− 2d

3 ||uh,l||2L3(Ω)||u
i
h − ui+1

h ||
2
L2(Ω) +

1

2
ε4||ui+1

h ||
2
L2(Ω)

+
β

3ρ

(
(

1

δ1
)3C3

Ih
−d/2||ui+1

h − uih||3L2(Ω) + 2δ
3/2
1 ||u

i+1
h ||

3
L3(Ω)

)
+
β

3ρ

(
(

1

δ2
)3||uh,l||3L3(Ω) + 2δ

3/2
2 ||u

i+1
h ||

3
L3(Ω)

)
.

We choose ε1 = ε3 = ε4 =
µKm

3ρ
, ε2 = 2, δ1 = δ2 =

(1

2

)2/3 and we denote

C1(‖uih‖L2(Ω)) =
α

4
− 3β2

2ρµKm
C4
Ih
− 2d

3 ||uh,l||2L3(Ω) −
4β

3ρ
C3
Ih
−d/2L2(f , ‖uih‖L2(Ω)),

which is not necessarily positive at this level.
By using the bound (3.17) , we get the following bound

α

2
||ui+1

h ||
2
L2(Ω) −

α

2
||uih||2L2(Ω) + C1(‖uih‖L2(Ω))||ui+1

h − uih||2L2(Ω) +
µKm

2ρ
||ui+1

h ||
2
L2(Ω) +

β

3ρ
||ui+1

h ||
3
L3(Ω)

≤ (
3ρ

2µKm
+

1

2
)||f ||2L2(Ω) + (

1

2
+ α+

3µK2
M

2ρKm
)||uh,l||2L2(Ω) +

4β

3ρ
||uh,l||3L3(Ω)

≤ µKm

2ρ
L2

1(f ,uh,l, α).

(3.19)
We now prove Estimate (3.14) by induction on i under some conditions on α. Starting with the relation
(3.10), we suppose that we have

||uih||L2(Ω) ≤ L1(f ,uh,l, α). (3.20)
We are in one of the following two situations :

• We have ||ui+1
h ||L2(Ω) ≤ ||uih||L2(Ω). We obviously deduce the bound

||ui+1
h ||L2(Ω) ≤ L1(f ,uh,l, α),

from the induction hypothesis.
• We have ||ui+1

h ||L2(Ω) ≥ ||uih||L2(Ω). By using the induction condition (3.20) and the fact that
the function L2 is increasing with respect to η, we chose

α

4
≥ 3β2

2ρµKm
C4
Ih
− 2d

3 ||uh,l||2L3(Ω) +
4β

3ρ
C3
Ih
−d/2L2(f , L1(f ,uh,l, α)) (3.21)

and we get

α

4
≥ 3β2

2ρµKm
C4
Ih
− 2d

3 ||uh,l||2L3(Ω) +
4β

3ρ
C3
Ih
−d/2L2(f , ||uih||L2(Ω)), (3.22)

which gives C1(||uih||L2(Ω)) ≥ 0 and then

||ui+1
h ||L2(Ω) ≤ L1(f ,uh,l, α).

whence we deduce the relation (3.14). The bound (3.15) is a simple consequence of Equation (3.19) and
relation (3.14).
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We now focus on the inequality (3.21). It is easy to show that, ∀η ∈ R+,

L2(f , η) ≤ 2ρ

µKm
‖f‖L2(Ω)2 + 2η +

β

ρ
C3
Ih
− d2

η2

α+ µKm
2ρ

, (3.23)

and then to get by using the definition of L1,

L2(f , L1(f ,uh,l, α)) ≤ 2ρ

µKm
‖f‖L2(Ω)2 +

2KM

Km
(
√
`0 +

√
`1
√
α) +

2β

ρ
C3
Ih
− d2 max(

2ρ`0
µKm

, `1).

Relation (3.21) and the last inequality allow us to obtain

1

4
α− 3β2

2ρµKm
C4
Ih
− 2d

3 ||uh,l||2L3(Ω) −
4β

3ρ
C3
Ih
− d2L2(f , L1(f ,uh,l, α)) ≥ φ(α), (3.24)

with

φ(α) =
1

4
α− γ1

√
α− γ2, (3.25)

where

γ1 =
8βKM

3ρKm
C3
Ih
− d2
√
`1,

γ2 =
3β2

2ρµKm
C4
Ih
− 2d

3 ||uh,l||2L3(Ω) +
8β

3µKm
C3
Ih
− d2 ‖f‖L2(Ω)2 ,

+
8βKM

3ρKm
C3
Ih
− d2
√
`0 +

8β2

3ρ2
C6
Ih
−d max(

2ρ`0
µKm

, `1).

Therefore φ(α) is a polynomial of second degree with respect to
√
α and admits the only positive root√

α∗ = 2(γ1 +
√
γ2

1 + γ2). Thus we get that φ(α) ≥ 0 for all α ≥ α∗. 2

Remark 3.3. Notice that Theorem 3.2 indicates that α? blows up as h−d, and as β2 when respectively
h tends to zero, and β approaches +∞.

The next result provide the convergence of the solution (uih, p
i
h) of Problem (3.9) in L2(Ω)d × L2(Ω) to

the unique solution (uh, ph) of the Problem (3.5).

Theorem 3.4. Assume that there exists β0 > 0 such that, for every element κ ∈ Th, we have

hκ ≥ β0h,

(which means that the family of triangulations is uniformly regular). Under the assumptions of Theorem
3.2, and if α satisfies the condition

α > max(α?, α??) (3.26)

α?? is the largest positive zero of the polynomial function:

φ̃(α) = −γ̃0 − γ̃1α− γ̃2α
2 +

1

8
α3, (3.27)

where γ̃i(h, f ,uh,l), i = 2, 3, 4 are strictly positive constants given by

γ̃0 = `20C̃h
−2d,

γ̃1 = 2`0`1C̃h
−2d,

γ̃2 = `21C̃h
−2d,

C̃ =
9β4C12

I

32µKmρ3

then the sequence of solutions (uih, p
i
h) of Problem (3.9) converges in L2(Ω)d × L2(Ω) to the solution

(uh, ph) of Problem (3.5).
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Proof. We take the difference between the equations (3.9) and (3.5) with vh = ui+1
h −uh and we obtain

the equation

α

2
||ui+1

h − uh||2L2(Ω) −
α

2
||uih − uh||2L2(Ω) +

α

2
||ui+1

h − uih||2L2(Ω) +
µ

ρ

∫
Ω

K−1(ui+1
h − uh)2 dx

+
β

ρ
(|uih|ui+1

h − |uh|uh,ui+1
h − uh) = 0.

The last term in the previous equation, denoted by T , can be decomposed as

T =
β

ρ
((|uih| − |ui+1

h |)u
i+1
h ,ui+1

h − uh) +
β

ρ
(|ui+1

h |u
i+1
h − |uh|uh,ui+1

h − uh) = T1 + T2.

We denote by T1 and T2, respectively the first and the second terms in the right-hand side of the last
equation. Using (2.7), we have T2 ≥ 0. Then we derive by using (3.15), (3.2) and (1.4),

α

2
||ui+1

h − uh||2L2(Ω) −
α

2
||uih − uh||2L2(Ω) +

α

2
||ui+1

h − uih||2L2(Ω) +
Kmµ

ρ
‖ui+1

h − uh‖2L2(Ω) + T2 ≤ |T1|

≤ β

ρ

∫
Ω

|ui+1
h − uih| |ui+1

h | |u
i+1
h − uh|dx

≤ β

ρ
||ui+1

h − uih||L3(Ω) ||ui+1
h ||L3(Ω) ||ui+1

h − uh||L3(Ω)

≤ β

ρ
C2
Ih
− d3 ||ui+1

h − uih||L2(Ω) ||ui+1
h ||L3(Ω) ||ui+1

h − uh||L2(Ω)

≤ β

ρ

(3µKm

2β

)1/3
C2
Ih
− d3L

2/3
1 (f ,uh,l, α)||ui+1

h − uih||L2(Ω) ||ui+1
h − uh||L2(Ω).

We denote by C =
β

ρ

(3µKm

2β

)1/3
C2
IL

2/3
1 (f ,uh,l, α) and we use the inequality ab ≤ 1

2ε
a2 +

ε

2
b2 (with

ε =
Kmµ

ρ
) to obtain the following bound

α

2
||ui+1

h − uh||2L2(Ω) −
α

2
||uih − uh||2L2(Ω) +

α

2
||ui+1

h − uih||2L2(Ω) +
Kmµ

2ρ
||ui+1

h − uh||2L2(Ω)

≤ ρC2

2Kmµ
h−

2d
3 ||ui+1

h − uih||2L2(Ω).

We choose
α

2
>

ρC2

2Kmµ
h−

2d
3 , (3.28)

denote by C1 =
1

2
(α− ρC2

Kmµ
h−

2d
3 ) and obtain

α

2
||ui+1

h − uh||2L2(Ω) −
α

2
||uih − uh||2L2(Ω) + C1||ui+1

h − uih||2L2(Ω) +
µKm

2ρ
||ui+1

h − uh||2L2(Ω) ≤ 0. (3.29)

We clearly have that (3.28) is satisfied if

φ̃(α) > 0. (3.30)

Simple calculation shows that φ̃′(α) is a polynomial function of degree two that is positive for large α
and posses a unique positive zero. Since φ̃(0) < 0, we deduce that φ̃(α) vanishes at least once on R+. By
denoting α?? the largest root of φ̃(α), we deduce that φ̃(α) ≥ 0 for α ≥ α??.

We deduce from (3.29) that, for all i ≥ 1, we have (if ||uih − uh||L2(Ω) 6= 0)

||ui+1
h − uh||L2(Ω) < ||uih − uh||L2(Ω),
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and we deduce the convergence of the sequence (ui+1
h − uh) in L2(Ω)d and then the convergence of the

sequence uih in L2(Ω)d. By taking the limit of (3.29) and remarking that T2 ≥ 0, we get

lim
i→+∞

(
||ui+1

h − uh||2L2(Ω)

)
≤ 0.

We deduce then that ||ui+1
h − uh||L2(Ω) converges to 0 and ui+1

h converges to uh in L2(Ω)d.
For the convergence of the pressure, we take the difference between the equations (3.9) and (3.5) and we
obtain for all vh ∈ Xh the equation∫

Ω

∇(pi+1
h − ph)vh dx = −α

∫
Ω

(ui+1
h − uih)vh dx +

µ

ρ

∫
Ω

K−1(uh − ui+1
h )vh dx

+
β

ρ
((|uh| − |uih|)uh,vh) +

β

ρ
(|uih|(uh − ui+1

h ),vh).

We get by using the inverse inequality (3.2) the following:∣∣∣ ∫
Ω

∇(pi+1
h − ph)vh dx

∣∣∣
||vh||L3(Ω)

≤ (α||uih − ui+1
h ||L2(Ω) +

µKm

ρ
||uh − ui+1

h ||L2(Ω))
||vh||L2(Ω)

||vh||L3(Ω)

+
β

ρ
CIh

− d6 ||uh − uih||L2(Ω)(||uh||L3(Ω) + ||uih||L3(Ω)).

Owning the inf-sup condition (3.4), we deduce the relation

||∇(pi+1
h − ph)||L3/2(Ω) ≤

1

βu

(
α|Ω|1/6||uih − ui+1

h ||L2(Ω) + |Ω|1/6µKm

ρ
||uh − ui+1

h ||L2(Ω)

+
β

ρ
CIh

− d6 ||uh − uih||L2(Ω)(||uh||L3(Ω) + ||uih||L3(Ω))
)
.

Thus for a given mesh (given h), the strong convergence of uih to uh in L2(Ω)d implies the strong
convergence of ∇pih to ∇ph in L

3
2 (Ω). Furthermore, the fact that pih and ph are in the discrete space of

IP1 finite elements Mh ⊂ L2
0(Ω) allows us to deduce the strong convergence of pih to ph in L2(Ω) . 2

Remark 3.5. One can show that

α?? ≥ max
(

8`21Ch, 4(`0`1Ch)
1
2 , 2(`20Ch)

1
3

)
,

where Ch =
(

β2C4
I

2Kmµρ

)3

h−2d. Consequently α?? tends to infinity when h becomes small or β approaches
+∞.

Remark 3.6. The condition (3.10) supposes that the initial value of the algorithm is small related to the
data f . We can for example consider u0

h = 0.

Remark 3.7. Theorems 3.4 and 3.2 require the conditions α > max(α?, α??) and (3.26) to get the con-
vergence of the numerical scheme (3.9). This conditions cannot be computed easily in practice, especially
for the numerical investigations. In fact, This result of convergence states that for a given mesh (for a
given h), the iterative solution (uih, p

i
h) converges to (uh, ph) when i→ +∞.

3.2. A posteriori error estimates. As usual, for a posteriori error estimates, we introduce the following
notations. We denote by

• Γih the set of edges (when d = 2) or faces (when d = 3) of κ that are not contained in ∂Ω.
• Γbh the set of edges (when d = 2) or faces (when d = 3) of κ which are contained in ∂Ω.

For every element κ in Th, we denote by wκ the union of elements K of Th such that κ ∩ K 6= φ.
Furthermore, for every edge (when d = 2) or face (when d = 3) e of the mesh Th, we denote by

• ωe the union of elements of Th adjacent to e.
• [·]e the jump through e ∈ Γih.
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From now on, to simplify, we set d = 3. The extension to two dimensions is straightforward and simpler.
We suppose also that b ∈ L3(Ω) and g ∈ L3(Γ).

In this and the next sections, the a posteriori error estimates are established when the solution is slightly
smoother.

Let Rh be a Clément-type interpolation operator [18]. We have the following error estimate: for all κ in
Th, for all e in ∂κ and for all q ∈W 1,3/2(Ω),

‖q −Rhq‖L3/2(κ) ≤ Cκhκ|q|W 1,3/2(wκ) (3.31)

and
‖q −Rhq‖L3/2(e) ≤ Ceh1/3

e |q|W 1,3/2(we), (3.32)

where Ce and Cκ are positive constants independent of h.

Remark 3.8. Relations (3.31) and (3.32) are a direct consequence of the following two properties:

• for all integers `, 0 ≤ ` ≤ 2, and for all p, 0 ≤ p ≤ +∞, there exists a constant C, independent
of hκ, such that for all κ ∈ Th and all function q ∈W `,p(wκ), the following inequalities hold (see
for instance [7], Theorem 1):

||q −Rhq||Lp(κ) ≤ Ch`κ|q|W `,p(wκ)

and when ` ≥ 1

|q −Rhq|W 1,p(κ) ≤ Ch`−1
κ |q|W `,p(wκ).

• Let s ∈]0, 1[ and p >
1

s
with p ∈ [1,+∞[ or s = 1 with p ∈ [1,+∞]. Then there exists c, uniform

with respect to the mesh such that the following trace inequality (see [22], Lemma 7.2) holds for
all q ∈W s,p(κ) and all κ ∈ Th:

||q||Lp(e) ≤ c
(
h
− 1
p

κ ||q||Lp(κ) + h
s− 1

p
κ |q|W s,p(κ)

)
.

3.2.1. Upper error bound. In order to establish upper bounds, we introduce, on every edge (d = 2) or
face (d = 3) e of the mesh, the function

φeh,1 =


1

2
[ui+1
h · n]e if e ∈ Γih,

ui+1
h · n− gh if e ∈ Γbh,

(3.33)

where gh is an approximation of g which is constant on each e.

A standard calculation shows that the solutions of the problems (2.9) and (3.9) verify for all (v, q) ∈ X×M
and (vh, qh) ∈ Xh ×Mh:

µ

ρ

∫
Ω

K−1(u− ui+1
h ) · v dx +

β

ρ

∫
Ω

(|u|u− |uih|ui+1
h ) · v dx +

∫
Ω

∇(p− pi+1
h ) · v dx

=
∑
κ∈Th

[ ∫
κ

(−∇pi+1
h − α(ui+1

h − uih)− µ

ρ
K−1ui+1

h − β

ρ
|uih|ui+1

h + fh) · (v − vh) dx

+

∫
κ

(f − fh) · v dx + α

∫
κ

(ui+1
h − uih) · v dx

]
,

(3.34)

and by using the second equations of the systems (2.9) and (3.9), the fact that divui+1
h = 0 (as in each

element κ we have: ui+1
h ∈ IPd0(κ)), and by applying the integration by parts to the term

∫
Ω

∇(q − qh) ·



A POSTERIORI ERROR ESTIMATES FOR DARCY-FORCHHEIMER’S PROBLEM 13

ui+1
h dx and using the definition of φeh,1 we get,∫

Ω

∇q · (u− ui+1
h ) dx =

∫
Ω

∇q · u dx−
∫

Ω

∇qh · ui+1
h dx−

∫
Ω

∇(q − qh) · ui+1
h dx

= −
∑
κ∈Th

[ ∫
κ

(q − qh)(b− bh) dx +

∫
κ

bh(q − qh) dx

+
∑
e∈∂κ

∫
e

φeh,1(q − qh) ds
]
−
∑
e∈Γbh

∫
e

(gh − g)(q − qh) ds,

(3.35)

where fh (resp. bh) is an approximation of f (resp. b) which is constant on each element κ of Th.
From the error equations (3.34) and (3.35), we deduce the following error indicators for each κ ∈ Th,

η
(L)
κ,i = ||ui+1

h − uih||L2(κ),

η
(D1)
κ,i = ‖ − ∇pi+1

h − α(ui+1
h − uih)− µ

ρ
K−1ui+1

h − β

ρ
|uih|ui+1

h + fh ‖L2(κ),

η
(D2)
κ,i = hκ‖bh‖L3(κ) +

∑
e∈∂κ

h
1
3
e ‖φeh,1‖L3(e).

(3.36)

The term hκ ‖ bh ‖L3(κ) which appears in η
(D2)
κ,i is an indicator since it represents the quantity hκ(‖

bh − div(ui+1
h ) ‖L3(κ)) as div(ui+1

h ) = 0 in each element κ.

In order to establish an a posteriori error estimate, we need to bound the numerical solution ui+1
h in

L6(Ω) which is the subject of the next lemma.

Lemma 3.9. Let d = 3 and let the mesh satisfy (3.1). Under the assumptions of Theorems 3.1, 3.2 and
3.4, and if the exact velocity u ∈ W 1.6(Ω)d, there exists an integer i0 depending on h such that for all
i ≥ i0, the solution (ui+1

h , pi+1
h ) of (3.9) verifies the following bound:

‖ui+1
h ‖L6(Ω) ≤ Ĉ(u, p), (3.37)

where Ĉ is a constant depending on the exact solution (u, p) of (2.9).

Proof. We consider the case d = 3. Let (u, p) be the solution of (2.9), (uh, ph) the solution of (3.5) and
(ui+1
h , pi+1

h ) the solution of (3.9).
By using (3.2) (for p = 6), the properties of the operator Rh and the a priori error estimate (3.8), the
term ‖ui+1

h ‖L6(Ω) can be bounded as following:

‖ui+1
h ‖L6(Ω) ≤ ‖ui+1

h − uh‖L6(Ω) + ‖uh −Rh(u)‖L6(Ω) + ‖Rh(u)− u‖L6(Ω) + ‖u‖L6(Ω)

≤ C
(
h−1(‖ui+1

h − uh‖L2(Ω) + ‖uh −Rh(u)‖L2(Ω)) + h‖u‖W 1,6(Ω)6

)
+ ‖u‖L6(Ω)

≤ C
(
h−1(‖ui+1

h − uh‖L2(Ω) + ‖uh − u‖L2(Ω) + ‖u−Rh(u)‖L2(Ω)

)
+ h‖u‖W 1,6(Ω)

)
+‖u‖L6(Ω)

≤ C(h−1‖ui+1
h − uh‖L2(Ω) + Cu(u, p) + |u|W 1,2(Ω) + h‖u‖W 1,6(Ω) + ‖u‖L6(Ω)).

(3.38)
As ui+1

h converges to uh in L2(Ω), then there exists an integer i0 depending on h such that for all i ≥ i0
we have

‖ui+1
h − uh‖L2(Ω) ≤ h. (3.39)

Then, Equation (3.38) gives by using (3.39) the following bound for all i ≥ i0:

‖ui+1
h ‖L6(Ω) ≤ Ĉ(u, p). (3.40)

�

Our main goal is to get an upper bound of the error between the exact solution (u, p) of (2.9) and the
numerical solution (ui+1

h , pi+1
h ) of (3.9). To get this desired result, we start by the following lemma which

can be proved by using the inf-sup condition (2.5).
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Lemma 3.10. There exists a velocity vr in X that solves the following equation : ∀q ∈M∫
Ω

∇q · vr dx =
∑
κ∈Th

[ ∫
κ

(q −Rh(q))(−b+ bh) dx−
∫
κ

bh(q −Rh(q)) dx

−
∑
e∈∂κ

∫
e

φeh,1(q −Rh(q))ds
]
−
∑
e∈Γbh

∫
e

(gh − g)(q −Rh(q))ds
(3.41)

satisfying the following bound

‖vr‖L3(Ω) ≤ Ĉ2

( ∑
κ∈Th

[
(η

(D2)
κ,i ) + hκ||b− bh||L3(κ)

]
+
∑
e∈Γbh

h1/3
e ‖gh − g‖L3(e)

)
.

(3.42)

Proof. Equation (3.35) with qh = Rh(q) and the inf-sup condition (2.5) imply that there exists a vr ∈ X
such that (3.41) is verified and satisfying

‖vr‖L3(Ω) ≤ sup
q∈M

1
|∇q|

L3/2(Ω)

∣∣∣ ∑
κ∈Th

[ ∫
κ

(q −Rh(q))(−b+ bh) dx −
∫
κ

bh(q −Rh(q)) dx,

−
∑
e∈∂κ

∫
e

φeh,1(q −Rh(q)) ds
]
−
∑
e∈Γbh

∫
e

(gh − g)(q −Rh(q)) ds
∣∣∣

≤ sup
q∈M

1
|∇q|

L3/2(Ω)

∣∣∣ ∑
κ∈Th

‖q −Rh(q)‖L3/2(κ) ‖b− bh‖L3(κ) + ‖q −Rh(q)‖L3/2(κ) ‖bh‖L3(κ)

+
∑
e∈∂κ

‖φeh,1‖L3(e) ‖q −Rh(q)‖L3/2(e)

]
+
∑
e∈Γbh

‖gh − g‖L3(e)‖q −Rh(q)‖L3/2(e)

∣∣∣.
(3.43)

Thus, from the properties of the operator Rh, the regularity of Th and the following Holder’s inequality
(p = 3/2, q = 3)

n∑
k=1

akbk ≤
( n∑
k=1

apk
)1/p( n∑

k=1

bqk
)1/q

, (3.44)

we infer after cubing the last relation:

‖vr‖3L3(Ω) ≤ C2

( ∑
κ∈Th

[
(η

(D2)
κ,i )3 + h3

κ||b− bh||3L3(κ)

]
+
∑
e∈Γbh

he‖gh − g‖3L3(e)

)
.

Finally, we obtain (3.42) by taking the cubic root of the previous inequality. �

Theorem 3.11. Under the assumptions of Lemma 3.9, there exists an integer i0 depending on h such that
for all i ≥ i0, the solutions (u, p) of (2.9) and (ui+1

h , pi+1
h ) of (3.9) verify the following error inequalities:

‖vr‖L3(Ω) + ‖u− ui+1
h ‖L2(Ω) +

∥∥u− ui+1
h

∥∥3/2

L3(Ω)d
≤ C

[ ∑
κ∈Th

(
η

(D1)
κ,i + η

(D2)
κ,i + η

(L)
κ,i

)
+
∑
κ∈Th

(
‖f− fh‖L2(κ) + hk‖b− bh‖L3(κ) +

∑
e∈Γbh

h
1
3
e ||gh − g||L3(e)

)]
,

(3.45)

where z0 = u − ui+1
h − vr and C is a constant depending on u, fh (resp. bh) is an approximation of f

(resp. b) which is constant on each element κ of Th, and gh is an approximation of g which is constant
on each face e of Th ∩ Γ.
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Proof. The velocity error equation (3.34) can be written as

µ

ρ

∫
Ω

K−1(u− ui+1
h ) · v dx +

β

ρ

∫
Ω

(|u|u− |ui+1
h |u

i+1
h ) · v dx +

∫
Ω

∇(p− pi+1
h ) · v dx

= −β
ρ

∫
Ω

((|ui+1
h | − |u

i
h|)ui+1

h ) · v dx + α

∫
Ω

(ui+1
h − uih) · v dx

+
∑
κ∈Th

[ ∫
κ

(−∇pi+1
h − µ

ρ
K−1ui+1

h − α(ui+1
h − uih)− β

ρ
|uih|ui+1

h + fh) · (v − vh) dx +

∫
κ

(f − fh) · v dx
]
.

(3.46)
Now, to simplify we set z0 = u− ui+1

h − vr and we test (3.46) with v = z0 and vh = 0.
By construction, (3.41) and (3.35) imply that we have with qh = Rhq

for all q ∈M,

∫
Ω

∇q · z0 dx = 0. (3.47)

Hence (3.46) reduces to

µ

ρ

∫
Ω

K−1z0 · z0 dx +
µ

ρ

∫
Ω

K−1vr · z0 dx

+
β

ρ

∫
Ω

(|u|u− |ui+1
h |u

i+1
h |)(u− ui+1

h ) dx− β

ρ

∫
Ω

(|u|u− |ui+1
h |u

i+1
h ) · vr dx

= α

∫
Ω

(ui+1
h − uih) · z0 dx−

β

ρ

∫
Ω

(
(|ui+1

h | − |u
i
h|)ui+1

h

)
· z0 dx

+
∑
κ∈Th

[ ∫
κ

(
−∇pi+1

h − α(ui+1
h − uih)− µ

ρ
K−1ui+1

h − β

ρ
|uih|ui+1

h + fh
)
· z0 dx +

∫
κ

(
f − fh

)
· z0 dx

]
.

(3.48)
We decompose the fourth term of the left hand side as following

β

ρ

∫
Ω

(|u|u− |ui+1
h |u

i+1
h ) · vr dx =

β

ρ

∫
Ω

|u|(u− ui+1
h ) · vr dx +

β

ρ

∫
Ω

(|u| − |ui+1
h |)u

i+1
h · vr dx.

Equation (3.48) gives by inserting ±u in the second term of the right hand side and by using Property
2.1, the following inequality

µ

ρ

∫
Ω

K−1z0 · z0 dx + cm
∥∥u− ui+1

h

∥∥3

L3(Ω)d
≤

µ

ρ

∫
Ω

|K−1vr| |z0| dx +
β

ρ

∫
Ω

|u| |u− ui+1
h | |vr| dx +

β

ρ

∫
Ω

|u− ui+1
h | |u

i+1
h | |vr| dx

+α

∫
Ω

|ui+1
h − uih| |z0| dx +

β

ρ

∫
Ω

|ui+1
h − uih| |ui+1

h − u| |z0| dx +
β

ρ

∫
Ω

|ui+1
h − uih| |u| |z0| dx

+
∑
κ∈Th

[ ∫
κ

| − ∇pi+1
h − µ

ρ
K−1ui+1

h − α(ui+1
h − uih)− β

ρ
|uih|ui+1

h + fh| |z0| dx +

∫
κ

|f − fh| |z0| dx
]
.

(3.49)
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By using the relation u−ui+1
h = z0 +vr and taking into account that W 1,6(Ω) ⊂ L∞(Ω), the last bound

allows us to obtain the following inequality
µKm

ρ
‖z0‖2L2(Ω) + cm

∥∥u− ui+1
h

∥∥3

L3(Ω)d
≤ µKM

ρ
‖vr‖L2(Ω) ‖z0‖L2(Ω)

+
β

ρ
‖u‖L6(Ω)(‖z0‖L2(Ω) + ‖vr‖L2(Ω))‖vr‖L3(Ω)

+
β

ρ
(‖vr‖L2(Ω) + ‖z0‖L2(Ω))‖ui+1

h ‖L6(Ω) ‖vr‖L3(Ω) + α‖ui+1
h − uih‖L2(Ω) ‖z0‖L2(Ω)

+
β

ρ
‖ui+1

h − uih‖L∞(Ω) (‖vr‖L2(Ω) + ‖z0‖L2(Ω)) ‖z0‖L2(Ω) +
β

ρ
‖ui+1

h − uih‖L2(Ω) ‖u‖L∞(Ω) ‖z0‖L2(Ω)

+
∑
κ∈Th

‖ − ∇pi+1
h − µ

ρ
K−1ui+1

h − α(ui+1
h − uih)− β

ρ
|uih|ui+1

h + fh‖L2(κ) ‖z0‖L2(κ)

+
∑
κ∈Th

‖f − fh‖L2(κ) ‖z0‖L2(κ).

(3.50)
Following Lemma 3.9, there exists an integer i0 depending on h such that for all i ≥ i0, ui+1

h is bounded
in L6(Ω). Furthermore, we use following inverse inequality

‖ui+1
h − uih‖L∞(Ω) ≤ h−d/2‖ui+1

h − uih‖L2(Ω)

and the convergence of the sequence uih to uh in L2(Ω)d to deduce that we can choose i0 sufficiently large

such that for all i ≥ i0 we have ‖ui+1
h − uih‖L∞(Ω) ≤

µKm

2β
. Thus, Equation 3.50 gives:

µKm

2ρ
‖z0‖2L2(Ω) + cm

∥∥u− ui+1
h

∥∥3

L3(Ω)d
≤ µKM

ρ
‖vr‖L2(Ω) ‖z0‖L2(Ω)

+
β

ρ
‖u‖L6(Ω)(‖z0‖L2(Ω) + ‖vr‖L2(Ω))‖vr‖L3(Ω)

+
β

ρ
(‖vr‖L2(Ω) + ‖z0‖L2(Ω))‖ui+1

h ‖L6(Ω) ‖vr‖L3(Ω) + α‖ui+1
h − uih‖L2(Ω) ‖z0‖L2(Ω)

+
µKm

2ρ
‖vr‖L2(Ω) ‖z0‖L2(Ω) +

β

ρ
‖ui+1

h − uih‖L2(Ω) ‖u‖L∞(Ω) ‖z0‖L2(Ω) +
∑
κ∈Th

‖f − fh‖L2(κ) ‖z0‖L2(κ)

+
∑
κ∈Th

‖ − ∇pi+1
h − µ

ρ
K−1ui+1

h − α(ui+1
h − uih)− β

ρ
|uih|ui+1

h + fh‖L2(κ) ‖z0‖L2(κ).

(3.51)

We use Lemma 3.9 and the decomposition ab ≤ 1

2ε
a2 +

1

2
εb2 for all the terms containing b = ‖z0‖L2(Ω)

in the right hand side of Equation (3.51), with ε sufficiently small such that all the terms of ‖z0‖L2(Ω) in

the right hand side will be absorbed by the term
µKm

2ρ
‖z0‖2L2(Ω) of the left hand side of (3.51). We then

get, by using the inequality ‖vr‖L2(Ω) ≤ |Ω|1/6‖vr‖L3(Ω) and by taking the square root of the inequality,
the bound

‖z0‖L2(Ω) +
∥∥u− ui+1

h

∥∥3/2

L3(Ω)d
≤ C

(
‖vr‖L3(Ω) +

∑
κ∈Th

‖f − fh‖L2(κ) +
∑
κ∈Th

‖ui+1
h − uih‖L2(κ)

+
∑
κ∈Th

‖ − ∇pi+1
h − µ

ρ
K−1ui+1

h − α(ui+1
h − uih)− β

ρ
|uih|ui+1

h + fh‖L2(κ)

)
,

(3.52)

where C is a constant depending on (u, p). By using Relations (3.42) and (3.52), and the following
inequality:

‖u− ui+1
h ‖L2(Ω) ≤ ‖z0‖L2(Ω) + ‖vr‖L2(Ω)

≤ ‖z0‖L2(Ω) + |Ω|1/6‖vr‖L3(Ω)



A POSTERIORI ERROR ESTIMATES FOR DARCY-FORCHHEIMER’S PROBLEM 17

we get the desired result. �

Remark 3.12. Theorem 3.11 gives an upper bound for the error u−ui+1
h = z0 +vr in L2(Ω)d and an up-

per bound of vr in X which is a part of u−ui+1
h . Furthermore, it gives an upper bound of ‖u−ui+1

h ‖L3(Ω)

but unfortunately, with the indicators to the power of 2/3.

In the next theorem, we will bound the error between the gradient of the exact and numerical pressures
with respect to the indicators in L3/2(Ω)d.

Theorem 3.13. Under the assumptions of Theorem 3.11 and we assume that f ∈ L2(Ω)d, then there
exists a positive real number i1 depending on h such that for all i ≥ i1 we have the following bound
between the solutions (u, p) of (2.9) and (ui+1

h , pi+1
h ) of (3.9):

||∇(p− pi+1
h )||L3/2(Ω) ≤ C

[ ∑
κ∈Th

(
η

(D1)
κ,i + η

(D2)
κ,i + η

(L)
κ,i

)
+
∑
κ∈Th

(
‖f− fh‖L2(κ) + hk‖b− bh‖L3(κ) +

∑
e∈Γbh

h
1
3
e ||gh − g||L3(e)

)]
,

(3.53)

where C is a constant depending on (u, p).

Proof. Let (u, p) and (ui+1
h , pi+1

h ) the solutions of (2.9) and (3.9). We test Equation (3.34) with vh = 0
to get, ∫

Ω

∇(p− pi+1
h ) · v dx = −µ

ρ

∫
Ω

K−1(u− ui+1
h ) · v dx− β

ρ

∫
Ω

(|u|u− |uih|ui+1
h ) · v dx

+
∑
κ∈Th

[ ∫
κ

(−∇pi+1
h − α(uih − ui+1

h )− µ

ρ
K−1ui+1

h − β

ρ
|uih|ui+1

h + fh) · v dx

+

∫
κ

(f − fh) · v dx + α

∫
κ

(ui+1
h − uih) · v dx

]
.

(3.54)

By using the Cauchy-Schwartz inequality, we get after dividing the previous inequality by ||v||L3(Ω):∣∣∣ ∫
Ω

∇(pi+1
h − p)v dx

∣∣∣
||v||L3(Ω)

≤ C(||u− ui+1
h ||L2(Ω) + ||uih − ui+1

h ||L2(Ω))
||v||L2(Ω)

||v||L3(Ω)

+C1

( ∑
κ∈Th

||f − fh||2L2(κ)

)1/2 ||v||L2(Ω)

||v||L3(Ω)
+
β

ρ

∣∣∣ ∫
Ω

(|u|u− |uih|ui+1
h ) · v dx

∣∣∣ 1

||v||L3(Ω)

+C2

( ∑
κ∈Th

|| − ∇pi+1
h − α(uih − ui+1

h )− µ

ρ
K−1ui+1

h − β

ρ
|uih|ui+1

h + fh||2L2(κ)

)1/2 ||v||L2(Ω)

||v||L3(Ω)
.

(3.55)

By using the relation ||v||L2(Ω) ≤ |Ω|1/6||v||L3(Ω), all the term of the right hand side of the previous
bound can be treated as in the previous theorem except the third one which can be bounded as following:∣∣∣(|u|u− |uih|ui+1

h ,v)
∣∣∣ ≤ ∣∣∣((|u| − |uih|)u,v)

∣∣∣+
∣∣∣(|uih|(u− ui+1

h ),v)
∣∣∣

≤
(
||u− uih||L2(Ω)||u||L6(Ω) + ||uih||L6(Ω||u− ui+1

h ||L2(Ω)

)
||v||L3(Ω)

(3.56)

We consider Relation (3.55). We use the following triangle inequality

||u− uih||L2(Ω) ≤ ||u− ui+1
h ||L2(Ω) + ||ui+1

h − uih||L2(Ω),

the fact that the term ||uih||L6(Ω is bounded, the inf-sup condition (2.5) and Theorem 3.11, to get the
desired error bound on the pressure given by Equation (3.53). �

Remark 3.14. The bounds (3.45) and (3.53) constitute our a posteriori error estimates where we bound
the error between the exact solution (u, p) of (2.9) and the numerical solution (ui+1

h , pi+1
h ) of (3.9) with

respect to the indicators η(L)
κ,i , η

(D1)
κ,i and η

(D2)
κ,i . But to get the bounds of the indicators which are the

subject of the next subsection (Section 3.2.2), we need to add the following theorem where we add a
supplementary bound giving an error bound of the exact and numerical solutions.
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Theorem 3.15. Under the assumptions of Lemma 3.9, there exists an integer i0 depending on h such that
for all i ≥ i0, the solutions (u, p) of (2.9) and (ui+1

h , pi+1
h ) of (3.9) verify the following error inequalities:

‖β
ρ

(|u|u− |uih|ui+1
h ) +∇(p− pi+1

h )‖L2(Ω) ≤ C
[ ∑
κ∈Th

(
η

(D1)
κ,i + η

(D2)
κ,i + η

(L)
κ,i

)
+
∑
κ∈Th

(
‖f− fh‖L2(κ) + hk‖b− bh‖L3(κ) +

∑
e∈Γbh

h
1
3
e ||gh − g||L3(e)

)]
,

(3.57)

where C is a constant depending on the exact solution (u, p) of (2.9).

Proof. Let u ∈ W 1,6(Ω)d. Then, Equation (1.1) allows us to get that the pressure is such that ∇p ∈
L2(Ω)d. Thus, the velocity error equation (3.34) is valid for all v ∈ L2(Ω)d and can be written as∫

Ω

(β
ρ

(|u|u− |uih|ui+1
h ) +∇(p− pi+1

h )
)
· v dx = −µ

ρ

∫
Ω

K−1(u− ui+1
h ) · v dx + α

∫
Ω

(ui+1
h − uih) · v dx

+
∑
κ∈Th

[ ∫
κ

(−∇pi+1
h − µ

ρ
K−1ui+1

h − α(ui+1
h − uih)− β

ρ
|uih|ui+1

h + fh) · (v − vh) dx +

∫
κ

(f − fh) · v dx
]
.

(3.58)

By taking vh = 0 and v =
(β
ρ

(|u|u − |uih|ui+1
h ) + ∇(p − pi+1

h )
)
, applying the Cauchy-Schwartz and

simplifying by ||v||L2(Ω), we get the result after using Theorem 3.11. �

Remark 3.16. Finally, the bounds (3.45), (3.53) and (3.57) constitute our a posteriori error estimates.

3.2.2. Bounds of the indicators. In order to establish the efficiency of the a posteriori error estimates,
we recall the following properties (see R. Verfürth,[38], Chapter 1). For an element κ of Th, we consider
the bubble function ψκ (resp. ψe for the face e) which is equal to the product of the d + 1 barycentric
coordinates associated with the vertices of κ (resp. of the d barycentric coordinates associated with the
vertices of e). We also consider a lifting operator Le defined on polynomials on e vanishing on ∂e into
polynomials on the at most two elements κ containing e and vanishing on ∂κ \ e, which is constructed by
affine transformation from a fixed operator on the reference element.

Property 3.17. Denoting by Pr(κ) the space of polynomials of degree smaller than r on κ. The following
properties hold:

∀v ∈ Pr(κ),

{
c||v||0,κ ≤ ||vψ1/2

κ ||0,κ ≤ c′||v||0,κ,
|v|1,κ ≤ ch−1

κ ||v||0,κ.
(3.59)

Property 3.18. Denoting by Pr(e) the space of polynomials of degree smaller than r on e, we have

∀ v ∈ Pr(e), c‖v‖0,e ≤ ‖vψ1/2
e ‖0,e ≤ c′‖v‖0,e,

and, for all polynomials v in Pr(e) vanishing on ∂e, if κ is an element which contains e,

‖Lev‖0,κ + he | Lev |1,κ≤ ch1/2
e ‖v‖0,e.

We have the following bounds of the indicators:

Theorem 3.19. Let d = 3, (u, p) and (ui+1
h , pi+1

h ) the solutions of (2.9) and of (3.9). We have the
following bounds of the indicators: for each element κ ∈ Th,

η
(L)
κ,i ≤ ||u− uih||L2(κ) + ||u− ui+1

h ||L2(κ), (3.60)

and
η

(D2)
κ,i ≤ C

(
‖vr‖L3(wκ) + hk‖b− bh‖L3(wκ) +

∑
e∈∂κ

h
1
3
e ||gh − g||L3(e)

)
, (3.61)

where C is a constant independent of the mesh step but depends on the exact solution (u, p).
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Proof. The bound (3.60) is a simple consequence of the definition of η(L)
κ,i and the triangle inequality.

In order to prove (3.61), we consider first Equation (3.35) with qh = 0 and

q = qκ =

{
bhψκ on κ,
0 on Ω\κ,

where ψκ is the bubble functions on a given element κ ∈ Th. We obtain by using Relation (3.47) the
following equation: ∫

κ

b2hψκ dx = −
∫
κ

∇(bhψκ) · vr dx−
∫
κ

(bhψκ)(b− bh) dx. (3.62)

Then we use Property 3.17, the Cauchy-Schwartz inequality and the relation ||v||L2(κ) ≤ |κ|1/6||v||L3(κ),
and by multiplying by hκ to get:

hκ||bh||L2(κ) ≤ chκ(h−1
κ ||vr||L2(κ) + ||b− bh||L2(κ))

≤ c1(h
1
2
κ ||vr||L3(κ) + h

3
2
κ ||b− bh||L3(κ)).

(3.63)

Then we get by using the inverse inequality (3.2) with p = 3,

hκ||bh||L3(κ) ≤ c2(||vr||L3(κ) + hκ||b− bh||L3(κ)), (3.64)

which is the part of the indicator η(D2)
κ,i corresponding to bh.

Again, we consider Equation (3.35) with qh = 0 and

q = qe =

{
Le,κ

(
φeh,1ψe

)
on {κ, κ′},

0 on Ω\(κ ∪ κ′),

where ψe is the bubble function of e and κ′ denotes the other element of Th that share e with κ. We get
the following equation:∫

e

φeh,1q ds = −
∫
κ∪κ′

q(b− bh) dx −
∫
κ∪κ′

bhq dx−
∫
e

(gh − g)q ds−
∫
κ∪κ′
∇q · vr dx.

Properties 3.17 and 3.18 allow us to get the following bound:

||φeh,1||L2(e) ≤ C
(
h

1
2
e ||b− bh||L2(κ∪κ′) + h

1
2
e ||bh||L2(κ∪κ′) + ||g − gh||L2(e) + h

− 1
2

e ||vr||L2(κ∪κ′)
)
.

By using again the inverse inequality 3.2 and the relation ‖vh‖L2(κ) ≤ |κ|1/6‖vh‖L3(κ), we obtain the
bound:

h
1
3
e ||φeh,1||L3(e) ≤ C1

(
he||b− bh||L3(κ∪κ′) + he||bh||L3(κ∪κ′) + h

1
3
e ||g − gh||L3(e) + ||vr||L3(κ∪κ′)

)
. (3.65)

Hence, we bound the part of η(D2)
κ,i corresponding to φeh,1. Relations (3.64) and (3.65) give Relation

(3.61). �

Theorem 3.20. Let d = 3 and let the mesh satisfy (3.1). Under the assumptions of Lemma 3.9, we have
the following bound: for each element κ ∈ Th,

η
(D1)
κ,i ≤ C

(
η

(L)
κ,i + ‖u− ui+1

h ‖L2(wκ) + ‖β
ρ

(
|u|u− |ui+1

h |u
i+1
h

)
+∇(p− pi+1

h )‖L2(κ)

+‖K−1 −K−1
h ‖L3(wκ) + ‖f− fh‖L2(wκ) + hk‖b− bh‖L3(wκ) +

∑
e∈∂κ

h
1
3
e ||gh − g||L3(e)

)
,

(3.66)
where C is a constant independent of the mesh step but depends on the exact solution (u, p) and K−1

h is
an approximation of K−1 which is a constant tensor in each triangle.

Proof. Let us now prove Relation (3.66). We consider Equation (3.34) with vh = 0 and

v = vκ =


(
−∇pi+1

h − α(ui+1
h − uih)− µ

ρ
K−1
h ui+1

h − β

ρ
|uih|ui+1

h + fh
)
ψκ on κ,

0 on Ω\κ,
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where K−1
h is an approximation of K−1 which is a constant tensor in each triangle. We obtain the

following equation:∫
κ

|(−∇pi+1
h − α(ui+1

h − uih)− µ

ρ
K−1
h ui+1

h − β

ρ
|uih|ui+1

h + fh)ψ1/2
κ |2dx =

µ

ρ

∫
κ

(K−1 −K−1
h )ui+1

h · v dx +
µ

ρ

∫
κ

K−1(u− ui+1
h ) · v dx +

β

ρ

∫
κ

(|u|u− |uih|ui+1
h ) · v dx

+

∫
κ

∇(p− pi+1
h ) · v dx−

∫
κ

(f − fh) · v dx − α
∫
K

(ui+1
h − uih) · v dx,

and then by using Lemma 3.9 and Properties 3.17 and 3.18, we get the following bound:

‖ − ∇pi+1
h − α(ui+1

h − uih)− µ

ρ
K−1
h ui+1

h − β

ρ
|uih|ui+1

h + fh‖L2(κ) ≤

C
(
‖K−1 −K−1

h ‖L3(κ) + ‖u− ui+1
h ‖L2(κ) + ‖β

ρ

(
|u|u− |uih|ui+1

h

)
+∇(p− pi+1

h )‖L2(κ)

+‖f − fh‖L2(κ) + α‖ui+1
h − uih‖L2(κ)

)
.

(3.67)
Thus we get the result by using the following triangle inequality and Lemma 3.9 :

‖ − ∇pi+1
h − α(ui+1

h − uih)− µ

ρ
K−1ui+1

h − β

ρ
|uih|ui+1

h + fh‖L2(κ) ≤

‖ −∇pi+1
h − α(ui+1

h − uih)− µ

ρ
K−1
h ui+1

h − β

ρ
|uih|ui+1

h + fh‖L2(κ) +
µ

ρ
‖K−1 −K−1

h ‖L3(κ)‖ui+1
h ‖L6(κ).

(3.68)
�

4. Numerical simulation

We validate the theory developed here by showing numerical simulations using Freefem++ (see [27]).
We consider the iterative scheme (3.9). For the stopping criterion given later, we define the iterative error

ErrL =
( ||ui+1

h − uih||L3(Ω) + ||∇(pi+1
h − pih)||L3/2(Ω)

||ui+1
h ||L3(Ω) + ||∇pi+1

h ||L3/2(Ω)

)
.

In the definition of ErrL, we consider the iterative error ||ui+1
h − uih||L3(Ω) in the natural space of the

velocity L3(Ω) although in the definition of η(L)
κ,i , we used the error in L2(κ).

4.1. First test case. In this section, the domain Ω is the square Ω =]0, 1[2 and all computations start on
a uniform initial triangular mesh obtained by dividing Ω into N2 equal squares, each one subdivided into
2 triangles, so that the initial triangulation consists of 2N2 triangles. The theory is tested by applying
the numerical scheme (3.9) to the exact solution (u, p, T ) = (curlψ, p, T ) where ψ and p are given by

ψ(x, y) = e−γ((x−0.5)2+(y−0.5)2) (4.1)

and
p(x, y) = x ∗ (x− 2./3.) ∗ y ∗ (y − 2./3.), (4.2)

with the choice K = I, µ = ρ = 1 and γ = 50. Here we have u.n = 0 and b = div(u) = 0.

We begin by testing the dependency of the convergence of the iterative scheme (3.9) with respect to α.
We consider N = 60 and for each α, we stop the algorithm (3.9) when the error ErrL < 1e−5.
To discribe the convergence of Algorithm (3.9), we consider also the error

Err =
( ||uih − u||L3(Ω) + ||∇(pih − p)||L3/2(Ω)

||u||L3(Ω) + ||∇p||L3/2(Ω)

)
.
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We mention that in the definition of Err, we considered ‖uih − u‖L3(Ω) despite that in Theorem 3.11 it
figures to the power 3/2.

Tables 1 and 2 show, for β = 1 and β = 10, the error Err and the number of iterations Nbr which
describe the convergence of Algorithm (3.9) with respect to α for u0

h = 0. We remark that the best
convergence is obtained for αmin = 2.3 when β = 1 and for αmin = 12 when β = 10.

α 0.001 0.01 0.1 1 1.4 1.9 2.1 2.3 2.5 2.7 3 3.7 5 10 100 1000
Nbr 75 74 63 25 20 16 15 14 15 16 17 20 24 41 231 1134

Table 1. Number of iterations Nbr for each α. (β = 1 and u0
h = 0)). In all these cases,

Err = −0.939 (in logarithmic scale).
α 0.001 0.01 0.1 1 6 8 10 11 12 13 14 15 18 21 35 100 1000
Nbr 693 681 579 232 55 42 34 32 30 31 32 34 38 42 59 116 465

Table 2. Number of iterations Nbr for each α. (β = 10 and u0
h = 0). In all these cases,

Err = −0.475 (in logarithmic scale).

To go far with our numerical investigations, we test Algorithm (3.9) where the initial guess u0
h is calcu-

lated by using the Darcy’s problem (which corresponds to β = α = 0). Tables 3 and 4 show, for β = 1
and β = 10, the error Err and the number of iterations Nbr with respect to α. We remark that here
also the best convergence is obtained for αmin = 1.4 when β = 1 and for αmin = 14 when β = 10. In
this case of the initial guess, we remark that the number of the iterations is slightly smaller than that
obtained for u0

h = 0. Thus, in the following, all the numerical investigations will be performed with the
initial guess calculated by using the Darcy’s problem.

α 0.001 0.01 0.1 1 1.4 1.9 2.3 2.6 2.9 3.3 3.7 4 5 6 10 100 1000
Nbr 74 73 62 25 20 16 13 12 13 14 15 16 18 21 30 174 904

Table 3. Number of iterations Nbr for each α. (β = 1). u0
h is calculated by using the

Darcy’s problem. In all these cases, Err = −0.939 (in logarithmic scale).
α 0.001 0.01 0.1 1 6 10 11 12 13 14 15 16 18 21 28 100 1000
Nbr 692 680 578 232 55 34 31 29 27 26 27 28 30 33 40 92 458

Table 4. Number of iterations Nbr for each α. (β = 10). u0
h is calculated by using the

Darcy’s problem. In all these cases, Err = −0.475 (in logarithmic scale).

Furthermore, Table 5 shows the dependancy of αmin whith respect to h for β = 100. We remark that
αmin increases when h decreases, which is consistent with the results of the Theorems 3.2 and 3.4 (see
Remarks 3.3 and 3.5).

h 0.1414 0.0708 0.0353 0.0283 0.0177 0.007889 0.00543
αmin 66 68.5 80.5 82.25 82.75 85.5 87

Table 5. αmin with respect to h. (β = 100 and u0
h = 0).

In the following of this section, we will show numerical investigations corresponding to the a posteriori
error estimate. We take β = 10, α = 10 and N = 10 for the initial mesh.
On a given mesh and for the numerical calculation, it is convenient to compute the following indicators:

η
(D)
i =

( ∑
K∈Th

(η
(D1)
K,i )2 + (η

(D2)
K,i )2

) 1
2
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and
η

(L)
i =

( ∑
K∈Th

((η
(L)
K,i)

2
) 1

2 .

The iterations are stopped following the criteria

η
(L)
i ≤ γ̃η(D)

i , (4.3)

where γ̃ = 0.001. For the study of the dependence of the stopping criteria (4.3) with γ̃, we refer to [21]
and [23] where the authors introduce this new stopping criterion.
For the adaptive mesh (refinement and coarsening), we use routines in FreeFem++. The indicators (3.36)
are used for mesh adaptation by the adapted mesh algorithm introduced in [9].

In Figure 1, we present the evolution of the mesh during the iterations (initial, second and fourth refine-
ment levels). We notice that the mesh is concentrated in the region where the solution needs to be well
described.

Figure 1. Evolution of the mesh during the refinement levels (initial, second and
fourth).

Next, we plot and study the error curves between the exact and numerical solutions corresponding to
uniform and adaptive method.

Figure 2 plots a comparison of the global error curves Err versus the total number of vertices in loga-
rithmic scales for the uniform and adapt methods; global in the sense that they depict the sum of the
velocity and pressure errors. We notice that the errors of the adaptive mesh method are much smaller
than that obtained with the uniform method, hence the efficiency of this method.

In table 6, we present the effectivity index defined as

EI =
η

(L)
i + η

(D)
i

‖u− ui+1
h ‖L3(Ω) + ||∇(p− pi+1|

h )||L3/2(Ω)

with respect to the number of vertices during the refinement levels. This effectivity index is calculated
on each mesh level after the convergence on the iterations i by using the stopping criteria (4.3). Table 6
shows that it is between 38.51 and 25.47.

Refinement Level initial first second third fourth fifth sixth
Number of vertices 121 313 973 2638 6197 15358 37703
Effectivity index 38.51 32.53 30.54 27.91 28.70 27.15 25.47

Table 6. EI with respect to the refinement levels.
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Number of vertices

Error

Figure 2. Comparison of the errors Err with respect to the total number of vertices
in logarithmic scale.

4.2. Second test case. In this case, we consider a more complicated geometry 3 presenting reentrant
corners to show the efficiency of the adaptive method proposed in this work. Furthermore, we take
µ = ρ = 1, α = 10, β = 10,u.n = 0, b = div(u) = 0, f = (f, 0) where

f =

{
0 if y > 1,
−2 if y <= 1,

and K such that

K−1 =

(
2 + sin(πx) sin(πy) 0.2x
0.2x 3 + sin(πx) sin(πy)

)
for all the numerical simulations of this section.

(0,0) (2,0)

(2,2)(0,2) (3/4,2) (5/4,2)

(3/4,5/4) (5/4,5/4)

Figure 3. Geometry.

We begin by showing comparisons between the uniform and the adaptive methods corresponding to
iterative system (3.9).
Figures 4-7 present the evolution of the mesh during the iterations. We remark that, from an iteration to
another, the concentration of the refinement is on the complex vorticity regions, namely at the reentrant
corner and some regions of Ω.

Figures 8 and 9 show color velocity and pressure at the fourth refinement level. We can clearly see that
the velocity in Figure 8 justifies the concentration of the refinement showed in Figure 7.

Next, we introduce the relative total error indicator given

Etot =
η

(D)
i

‖uih‖L3(Ω) + ||∇(pih)||L3/2(Ω)
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Figure 4. Initial mesh (912
triangles)

Figure 5. Second level mesh
(3956 triangles)

Figure 6. Third level mesh
(10389 triangles)

Figure 7. Fourth level mesh
(20361 triangles)

Vec Value
0
0.0446578
0.0893157
0.133973
0.178631
0.223289
0.267947
0.312605
0.357263
0.40192
0.446578
0.491236
0.535894
0.580552
0.62521
0.669867
0.714525
0.759183
0.803841
0.848499

Figure 8. numerical velocity
at the Fourth refinement level.

IsoValue
-1.78083
-1.59312
-1.40541
-1.2177
-1.02999
-0.842275
-0.654564
-0.466853
-0.279142
-0.091431
0.09628
0.283991
0.471702
0.659413
0.847124
1.03483
1.22255
1.41026
1.59797
1.78568

Figure 9. numerical pressure
at the Fourth refinement level.
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where here also η(D)
i is computed after convergence on the iterations i (by using the stopping criteria

(4.3)). Figure 10 shows and compares the relative total error indicator given by Etot between the uniform
and adaptive methods.

Number of vertices

Error

Figure 10. Comparison of the errors Err with respect to the total number of vertices
in logarithmic scale for the second case.

5. Conclusion

In this article, we discretize a steady Darcy-Forchheimer problem. We introduce error indicators and
establish optimal a posteriori error estimates. We perform several numerical simulations where the
indicators are used for mesh adaptation, and we show the efficiency of these adaptive methods.



26 SAYAH, G. SEMAAN, AND F. TRIKI

References

[1] Abboud H., El Chami F. & Sayah T., A priori and a posteriori estimates for three dimentional Stokes equations
with non standard boundary conditions, Numer. Methods Partial Differential Equations, 28, pp. 1178-1193, (2012).

[2] Alonso A., Error estimators for a mixed method, Numerische Mathematik, 74(4), 385-395, (1996).
[3] Aziz K., Settari A., Petroleum Reservoir Simulation, Applied Science Publishers LTD, London, (1979).
[4] Ainsworth, M., Oden, J.T., A posteriori error estimation in finite element analysis.Computer methods in applied
mechanics and engineering 142.1-2 (1997): 1-88.

[5] Babuska I. and Rheinboldt W.C., Error estimates for adaptive finite element computations, SIAM J. Numer.
Anal., 15(4), 736-754, (1978).

[6] Babuska, I., The finite element method with Lagrangian multipliers.Numer. Math. 20, 179-192 (1973)
[7] Belhachmi, Z., Bernardi, C. and Deparis, Weighted Clément operator and application to the finite element
discretization of the axisymmetric Stokes problem, Numer. Math., 105 (2), 105-217, (2006).

[8] Bao, G., Jiang, X., Li, P., and Yuan, X. An adaptive finite element DtN method for the elastic wave scattering
by biperiodic structures. ESAIM: Mathematical Modelling and Numerical Analysis, 55(6), 2921-2947. (2021)

[9] Bernardi C., Dakroub J., Mansour G., and Sayah T., A posteriori analysis of iterative algorithms for Navier-
Stokes problem, ESAIM: Mathematical Modelling and Numerical Analysis, 50(4), 1035-1055, (2016).

[10] Bernardi C., Hecht F. & Verfürth R., Finite element discretization of the three-dimensional Navier-Stokes
equations with mixed boundary conditions, Math. Model. and Numer. Anal., 3, 1185-1201, (2009).

[11] Braess D. and Verfürth R., A posteriori error estimators for the Raviart-Thomas element, SIAM J. Numer.
Anal., 33(6), 2431-2444, (1996).

[12] Bernardi C. & Sayah T., A posteriori error analysis of the time dependent Stokes equations with mixed boundary
conditions, IMA J. Numer. Anal. (2014), doi: 10.1093/imanum/drt06.

[13] Bernardi C. & Sayah T., A posteriori error analysis of the time dependent Navier-Stokes equations with mixed
boundary conditions, SeMA, 69, 1-23, (2015).

[14] Carstensen C., Aposteriori error estimate for the mixed finite element method, Mathematics of Compu-
tation, 66(218), 465-476, (1997).

[15] Chen W. and Wang Y., A posteriori estimate for the H(div; Ω) conforming mixed finite element for the
coupled Darcy-Stokes system, Journal of Computational and Applied Mathematics, 255, 502-516, (2014).

[16] Ciarlet P. G., Basic error estimates for elliptic problems,In Handbook of Numerical Analysis, Vol. II, Handbook of
Numerical Analysis, pages 17-351. North-Holland, Amsterdam, (1991).

[17] Girault V., Wheeler M.F., Numerical discretization of a Darcy-Forchheimer model, Numer. Math. 110(2), 161-
198, (2008).

[18] Clément P., Approximation by finite element functions using local regularization, RAIRO Anal. Numér. 9, R2,77-84,
(1975).

[19] Dakroub J., Faddoul J. & Sayah T., A posteriori analysis of the Newton method applied to the Navier-Stokes
problem , Journal of Applied Mathematics and Computing, https://doi.org/10.1007/s12190-020-01323-w, (2020).

[20] Dib S., Girault V., Hecht F. and Sayah T., A posteriori error estimates for Darcy’s problem coupled with the
heat equation, ESAIM Mathematical Modelling and Numerical Analysis, DOI:10.1051/m2an/2019049, (2019).

[21] El Alaoui L., Ern A.,Vohralík M., Guaranteed and robust a posteriori error estimates and balancing discretization
and linearization errors for monotone nonlinear problems, Computable Methods in Applied Mechanics and Engineering
200, 2782-2795, (2011).

[22] Ern A. and Guermond J.L., Finite element quasi-interpolation and best approximation, ESAIM: Mathematical
Modelling and Numerical Analysis, 51 (4), 1367-1385, (2017).

[23] Ern A., Vohralík M., Adaptive inexact Newton methods with a posteriori stopping criteria for nonlinear diffusion
PDEs, SIAMJ. Sci. Comput. 35, 4, A1761-A1791, (2013).

[24] Fabrie P., Regularity of the solution of Darcy-Forchheimer’s equation. Nonlinear Anal. Theory Methods,
13, 1025-1045, (1989).

[25] Forchheimer P., Wasserbewegung durch Boden, Z. Ver. Deutsh. Ing. 45, 1782-1788, (1901).
[26] Gatica G.N., Ruiz-Baier R., and Tierra G., A mixed finite element method for Darcy’s equations with pressure
dependent porosity, Mathematics of Computation, 85, 1-33, (2016).

[27] Hecht F., New development in FreeFem++, Journal of Numerical Mathematics, 20, (2012), 251-266.
[28] Lopez H., Molina B., Jose J.S., Comparison between different numerical discretizations for a Darcy-Forchheimer
model, Electron. Trans. Numer. Anal. 34, 187-203, (2009).

[29] Lovadina C. and Stenberg R., Energy norm a posteriori error estimates for mixed finite element methods, Math-
ematics of Computation, 75(256), 1659-1674, (2006).

[30] Monk P., A posterior error indicators for Maxwell’s equations,J. Comput. Appl. Math., 100 (1998), 173-190.
[31] Pan H., Rui H., Mixed Element Method for Two-Dimensional Darcy-Forchheimer Model, J. Sci. Comput. 52,
563-587, (2012).

[32] Ruth D., Ma H., On the derivation of the Forchheimer equation by means of the averaging theorem, Transp. Porous
Media 7(3), 255-264, (1992).

[33] Salas J.J., Lopez H., Molina B., An analysis of a mixed finite element method for a Darcy-Forchheimer model,
Mathematical and Computer Modelling 57, 2325-2338, (2013).



A POSTERIORI ERROR ESTIMATES FOR DARCY-FORCHHEIMER’S PROBLEM 27

[34] Sayah T., Semaan G. and Triki F., Finite element methods for the Darcy-Forchheimer problem cou-
pled with the convection-diffusion-reaction problem, ESAIM Mathematical Modelling and Numerical Analysis,
DOI:10.1051/m2an/2021066, (2021).

[35] Temam, R., Navier-Stokes equations: theory and numerical analysis. Vol. 343. American Mathematical Soc., 2001.
[36] Triki F., and T. Yin Inverse Conductivity Equation with Internal Data, Journal of Computational Mathematics,
2022.

[37] Verfürth R., A Review of A Posteriori Error Estimation and Adaptive Mesh-Refinement Techniques, Mathematics,
Wiley and Teubner, New-York, 1996.

[38] Verfürth R. , A posteriori Error Estimation Techniques for finite Element Methods,,Numerical Mathematics And
Scientific Computation, Oxford, (2013).


