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1 Introduction to research data
management

More and more areas in science, even systematic and
theory-based sciences such as Mathematics, are evolving
into data-driven sciences where a lot of data are used or
produced to support the research work. These can result
from measurements (from experiments in labs or more re-
cently from always-on-sensors such as microphones and
cameras in the Internet of Things) or from modelling and
simulation processes. A lot of research areas from natu-
ral sciences,medical sciences, engineering, amongothers,
are more and more data-driven. For these, research data
management is becoming a crucial issue.

A completely different area are the less measurement-
and sensor-data-driven humanities research areas (Digi-
tal Humanities), in which work is very text- or document-
centered. We can call these document-driven sciences.
Also completely different are sciences relying on non-
digital artifacts such as soil, water, ormaterial samples be-
ingfirst class research objects that have to be “stored” to be
able to reproduce research results afterwards. We can call
these artifact-based sciences. Both document-driven and
artifact-based sciences will also rely on digital infrastruc-
tures for digital documents and scanned historical texts,
aswell as ondigital infrastructures for secondary (derived)
data fromexperimentswithnon-digital artifacts andmeta-
data for these experiments and artifacts. Research data
management is therefore also a crucial issue for these
types of sciences.

The articles in this special issue will deal more with
data-driven scenarios, especially with research data in
Mathematics and in interdisciplinary research centres be-
tween Biomedicine, Electrical Engineering, and Computer
Science.

ResearchDataManagement aims at gathering, captur-
ing, storing, tracking, and archiving all the data being pro-
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duced in scientificprojects andexperiments. Besides these
data, all the processing steps on these data – eventually
resulting in scientific publications – have to be stored as
well.

Many conferences and workshops are dedicated to
this topic and research funders almost always expect
concepts regarding sustainability, traceability, and trans-
parent presentation and publication of research data.
Therefore, universities must increasingly develop organi-
zational concepts for research data management and im-
plement pragmatic solutions for research data manage-
ment in a timely manner.

In the context of Open Science [8] and the European
Open Science Cloud (EOSC), the FAIR principles seem to
become a common and widely accepted conceptual basis
for future researchdata infrastructures: datamust be Find-
able, Accessible, Interoperable, and Reusable in order to
advance the discoverability, reuse, and reproducibility of
research results [11].

If we only look into the aspect of reusability and re-
producibility in more detail, one can find a lot of differ-
ent notions and quality criteria for this principle in re-
searchandpractice. TheACMTaskForce onData, Software
and Reproducibility [4] distinguishes between repeatabil-
ity, replicability, and reproducibility (among others) of re-
search results (see also [6]). In Table 1, the differences be-
tween these notions are depicted. While for repeatability,
the same research group publishing the original research
result should be able to do the same evaluation yielding
the same result, for replicability and reproducibility an-
other research group (or simply a reviewer) should be able
to do the evaluation resulting in the sameoutput.While for
repeatability and replicability, the same evaluation tech-
nique as in the original experiment should be applied to
prove the same result, for reproducibility the reviewer or

Table 1: A closer look into the “R” of FAIR: From Repeatability to
Reproducibility.

Aim Who? How?

Repeatability same group same evaluation
Replicability different group same evaluation
Reproducibility different group different evaluation
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control research group should produce the same result
even applying a different evaluation technique.

As one can see, for replicability and reproducibility,
the FAIRprinciples of accessibility and interoperability are
a prerequisite for a different research group to be able to
check the original results, but it is also important to have
accessibility and interoperability not only for the data, but
also for the software tools used including the evaluation
scripts performed. One of the articles in this special issue
will extend the FAIR principle from research data to re-
search software manipulating or evaluating the research
data.

Research datamanagement is not only a scientific dis-
cipline in Computer Science. Universities and research in-
stitutes have to provide organizational structures and pro-
cesses andpragmatic solutions (hardware and software re-
sources) to implement first, simple tasks of research data
management. Though a lot of research data management
platforms are already available [1], they focus on the sup-
port of only a subset of the tasks in the scientific workflow,
mainly in thepublication andarchivingphase at the endof
the researchproject. One of the articles in this special issue
will extend a classical data sharing platform to be able to
support the research work in interdisciplinary teamsmore
directly.

2 Scope of this special issue

This special issue asked for contributions from all areas
of research data management, including organizational,
pragmatic, and research aspects, as well as
– integrating Linked Open Data,
– privacy aspects, copyright and licenses, data curation,

and archiving,
– approaches to make research data Findable, Accessi-

ble, Interoperable, and Reusable,
– support of replicable, reproducible, sustainable, ex-

plainable, and transparent research, as well as
– database research topics applicable to research data

management such as temporal databases, data inte-
gration, schema evolution, and provenance manage-
ment.

In the database research community, there is already a sig-
nificant amount of work in the areas of data and (scien-
tific) workflow provenance [7] adaptingW3C standards [9]
to scientific processes [10], as well as trying to combine
data and schema evolution steps in research datamanage-
ment with provenance aspects [3] and to automatically de-

tect a minimal subset of the original research data being
“witnesses” for the research result published afterwards
[2]. There are other fundamental research problems such
as
– overcoming the heterogeneity of the data,
– deriving a data description, metadata, or database

schema that does not exist or is incomplete,
– ensuring the provenance of research results and the

reproducibility of scientific evaluations,
– the specification and tracking of scientific workflows,

both in terms of organisation and data technology,
– the embedding and storage of application-specific

functions and methods, especially for data analysis,
– temporal aspects for the reproducibility of evaluations

of measurement data, which are constantly produced
from sensors as streaming data,

– as well as the complexity in the evaluations and
changes in the evaluation routines over a longer pe-
riod of time.

While it is important to further examining the theory be-
hind replicability and reproducibility of scientific work-
flows, the interoperability of heterogeneous data, and the
workflow and data provenance problems, it is also im-
portant to provide pragmatic and infrastructural solutions
and process support for research data management in a
timely manner. Pragmatic and infrastructural aspects of
research data management are
– Open Science, including FAIR access to and presenta-

tion of data and results,
– the feasibility of solutions in practice, for example

through flexible architectures,
– the sustainability of the implemented solutions,
– usability or ergonomics of the software system for the

researchers that are not IT experts,
– aswell as licensing and legal questions regarding orig-

inal data used and software tools for the evaluation
and presentation of the data.

Other approaches also support collaborative work and fo-
cus on the collection, management and use of research
metadata. Furthermore, research data and (database-
supported) evaluations canalso be integrated into thedoc-
ument to be published as in Janiform with the Portable
DataBase Files (PDbF) [5].

This special issue will present four articles spanning
the range from organizational aspects and data manage-
ment plans in the early phase of the grant submission pro-
cess to extending the FAIRness principle to the underly-
ing research infrastructure. Additionally, there is a diver-
sity in the data-driven sciences ranging fromadeeper FAIR



A. Heuer, Research Data Management | 3

principle by a semantics-aware data analysis inMathemat-
ics to a research data management platform supporting
the work of interdisciplinary research teams consisting of
experts in Biomedicine, Engineering, and Computer Sci-
ence.

Submissions to this special issue have been collected
from July up to midth of October 2019, the review process
was closed midth of November 2019, and the revised arti-
cles have been expected in December 2019. The final deci-
sion on the revised versionswas communicated in January
2020.

3 Overview of the articles in this
special issue

For this special issue, we have been able to accept four
papers representing different applications and different
phases of research data management.

3.1 (Deep) FAIR mathematics

The first article by Katja Berčič, Michael Kohlhase, and
Florian Rabe on (Deep) FAIR Mathematics provides in-
sights into a deeper semantics for mathematical research
data. Modern Mathematics is becoming increasingly data-
driven, including both human-curated aswell asmachine-
produced data. A future research infrastructure in the
Mathematics community will be open and freely avail-
able, consisting of both types of data and the software
producing the data. One of the main problems with the
mathematical datasets is their diversity and complex-
ity.

Today, in Mathematics the FAIR principle is not sup-
ported in most cases. Freely accessible datasets are hard
or impossible to reuse, because of the missing metadata
annotating the raw research data. Therefore, the authors
introduce deep FAIRness for mathematical research data.
Deep FAIRness extends the classical FAIRness in two as-
pects:
– The data should become semantics-aware, so the

mathematical meaning of the data should be FAIR in
all its depth to make the data really interoperable and
reusable.

– Not only a complete dataset, but each object or record
in the dataset should be identifiable, therefore find-
able and accessible in a fine-grained manner.

The authors introduce a mathematical data description
language (MDDL) and a portal for deep FAIR tabularmath-
ematical data (called DataMathHub).

3.2 Intra-consortia data sharing platforms
for interdisciplinary collaborative
research projects

The second article by Max Schröder, Hayley LeBlanc,
Sascha Spors, and Frank Krüger on Intra-consortia Data
Sharing Platforms for Interdisciplinary Collaborative Re-
search Projects is pointing out that existing research data
management platforms often focus on the publication and
archiving of research data at the end of a research project.
More important would be the management of research
data during research projects, supporting every step in the
research process. A good support for this kind of research
data management is hard to achieve especially in large in-
terdiscipilinary research consortia.

As an example, the authors present their own re-
search work in the German DFG-funded Collaborative
Research Centre (Sonderforschungsbereich; SFB) 1270
ELAINE with researchers from Biomedicine, Engineering,
and Computer Science. They show how the CKAN plat-
form – an open source data portal platform for open sci-
ence data – can be extended in order to serve as an intra-
consortia data sharing platform. This is leading to the
ELAINE DataHub.

General requirements for such a platform are – be-
sides data sharing – data versioning, data provenance,
and interoperability with existing research software and
computing infrastructures. Project-specific requirements
in ELAINE are the support for simulation as well as wet-
lab experiments that are strongly dependent on each other
and deeply interconnected, and the handling of very het-
erogeneous types of data.

3.3 Exploring research data management
planning challenges in practice

The third article by Armel Lefebvre, Baharak Bakhtiari,
and Marco Spruit on Exploring Research Data Manage-
ment Planning Challenges in Practice presents the organi-
zational and technological challenges occuring during the
planning phase of research data management tasks. The
planning phase is part of the grant submission process, so
a very early phase in the scientific workflow before start-
ing the actual research work. Most of the funding agen-
cies have implemented policies to achieve that the funded
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projects yield high-quality and reusable research results.
In many cases, the researchers are asked to develop data
management plans.

The authors of this article investigate current research
data management planning practices in academia from
two perspectives, a funder perspective and a research data
service perspective:
– For the first perspective, they collect experiences from

representatives of public funding agencies, grant re-
viewers, and data stewards.

– For the second perspective, they analyze the data
management sections in draft proposals of projects
submitted to the Dutch national science foundation.

One specific goal of this examination was to investigate,
whether the ambition to produce reusable research data is
already reflected in the current research proposals.

3.4 From FAIR research data toward FAIR and
open research software

The fourth article by Wilhelm Hasselbring, Leslie Carr, Si-
mon Hettrick, Heather Packer, and Thanassis Tiropanis
on From FAIR Research Data toward FAIR and Open Re-
search Software is pointing out, that not only research data
have to be FAIR, but also the research software implement-
ing the processing steps on these data. For good scien-
tific practices, this software should be open and FAIR, too.
Only then, the repeatability, reproducibility, and reuse of
research data will be achieved.

The authors analyze the current state in this area to
give recommendations for making research software FAIR
and open. They consider a pragmatic view and an infras-
tructure view in this paper. The pragmatic view regards
Open Science as a method to make research more effi-
cient by opening the scientific value chain, including ex-
ternal knowledge and allowing collaboration through on-
line tools. The infrastructure view is concerned with soft-
ware tools, applications, and computing systems.

Among others, they describe artifact evaluation as
a review mechanism. Several ACM conferences initiated
this, where artifacts can be software systems, scripts, or
datasets. For example, the SIGMOD conference of the
database research community (Special Interest Group on
Management Of Data) calls this special reviewmechanism
reproducibility evaluation, where the software and scripts
have to be freely accessible and interoperable for the re-
viewers. To allow an efficient artifact evaluation process,
the software developed or used– andnot only the research
data behind that – has to be FAIR.

4 Summary

The contributions in this special issue provide an overview
of different aspects of research data management, rang-
ing from organizational aspects and data management
plans in the early phase of the grant submission process
to extending the FAIRness principle to the underlying re-
search infrastructure. Additionally, there is a diversity in
the data-driven sciences ranging from a deeper under-
standing of the FAIR principle by a semantics-aware data
analysis in Mathematics to a research data management
platform supporting thework of interdisciplinary research
teams consisting of experts in biomedicine, engineering,
and computer science.
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