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Abstract: Existing image enhancement methods have problems of a slow data transmission and poor
conversion effect, resulting in a low image-recognition rate and recognition efficiency. To solve these
problems and improve the recognition accuracy and recognition efficiency of image features, this study
proposes an edge detail enhancement algorithm for a high-dynamic range image. The original image is
transformed by Fourier transform, and the low-frequency and high-frequency images are obtained by the
frequency-domain Gaussian filtering and inverse Fourier transform. The low-frequency image is processed
by the contrast limited adaptive histogram equalization, and the high-frequency image is obtained by the
nonsharpening masking and gray transformation. The low-frequency enhanced and the high-frequency
enhanced images are weighted and fused to enhance the edge details of the image. Finally, the experi-
mental results show that the proposed high-dynamic range image edge detail enhancement algorithm
maintains the image recognition rate of more than 80% during the practical application, and the recogni-
tion time is within 1,200min, which enhances the image effect, improves the recognition accuracy and
recognition efficiency of image characteristics, and fully meets the research requirements.
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1 Introduction

There is a very large dynamic range in real scenes, and it has a very rich color and light information
although the human eye can partly observe the dynamic range of real scenes. However, due to the restric-
tion of charge coupler and analog-to-digital converter, the commonly used electronic display equipment is
quite limited and can only record the contrast, brightness, and color information in the local range in the
real scene, which is difficult to reach the extent recorded by the human eye. When the dynamic range of the
scene exceeds the camera acquisition range, the photographer usually changes the camera exposure to
control the brightness information captured. However, due to the camera hardware structure limitations, its
adjustment can only occur within a certain range of brightness. The resulting image will always appear with
overexposed or underexposed areas, which will result in the loss of details in the scene. An enhanced
recognition of high-dynamic range images is, therefore, required.

Document [1] proposes an image enhancement algorithm based on a dual-domain decomposition that
simultaneously achieves the image contrast improvement with noise suppression. First, using Gaussian
filter to decompose the image into a base layer and a detail layer, the decoupling of contrast improvement
and noise suppression are realized; second, using the single-scale Retinex with correction function and
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nonsampling shear noise reduction algorithm, the basic and detail layers are enhanced; and finally, the
synthetic layered image, extension gray scale value, strengthen the differential operator, the gray scale
extension and details of the synthetic image are realized and the enhanced color uniformity and prominent
details are ensured. However, it is found that the method is slow to identify because of the complicated
identification process. Document [2] proposes a weak illumination image enhancement algorithm based on
convolutional neural networks (CNNs). First, four weak light images get four derived images: restricted
contrast adaptive histogram equilibrium derivative, gamma transformation derivative, logarithmic trans-
formation derivative, and bright channel enhancement derivative; second, weak light image and its four
derived images are input into CNNs; and finally, the output is an enhanced image. The image data trans-
mission and conversion of this method are not effective, resulting in a low recognition accuracy and cannot
meet the actual needs. Document [3] uses artificial intelligence technology and definition list algorithm to
identify the retinal fundus images, to build a defense model against the speckle noise attack in the image
recognition, through the adversarial training and feature fusion strategy, to identify the correct pixels of the
image, and to prevent the interference of the image noise. The method has a high image recognition
accuracy, and a low amount of time wasted.

The above image enhancement method has a poor data transmission and conversion effect in the
practical application process, leading to the degradation of image details, and the low image recognition
rate and recognition efficiency. To improve the image recognition rate and recognition efficiency, we
propose optimization methods for a high-dynamic range image edge detail enhancement algorithm. The
edge details are enhanced according to improving the gray-scale resolution and detail resolution, so as to
effectively restore and enhance the definition of dynamic image contour edge and detail and improve the
image recognition effect. The innovation point of this article is to enhance the process of image edge details,
based on the fuzzy dynamic image and the reverse difference calculation, remove the noise in the image
data, improve the gray value of the dynamic image, facilitate the subsequent recognition work, and improve
the recognition speed. At the same time, the image gradient operator, Laplacian operator and anti-
sharpening model are summarized in the spatial domain, so as to improve the image quality and better
improve the image edge detail enhancement effect and recognition efficiency.

The contributions of this article are as follows: accurately enhances virtual reality images and improves
image recognition accuracy and improves the recognition efficiency and shortens the recognition cycle.

The organizational structure of this article is as follows:
‒ 1. Introduction
‒ 2. Optimization of the edge detail enhancement algorithm for high-dynamic range images
‒ 2.1. Image detail gradient value processing algorithm
‒ 2.2. Frequency domain edge denoising algorithm for dynamic images
‒ 2.3. Implementation of image edge detail enhancement
‒ 3. Experimental result
‒ 4. Conclusion

2 Optimization of edge detail enhancement algorithm for high-
dynamic range images

2.1 Image detail gradient value processing algorithm

To ensure the practical application effect of the edge detail enhancement algorithm of high-dynamic range
image, first, the edge detail enhancement processing method of a high-dynamic range image is optimized.
The first-order differential, which is often used in the dynamic image processing, is also called the gradient.
According to the fuzzy information of the edge detail object, which the difference between the image and
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the background changes with the time axis, the feature of the fuzzy edge region in the dynamic image is
detected [4]. Figure 1 shows the extraction process of fuzzy image detail features.

Let the image be f(x, y), and define the gradient vector ∂ of f(x, y) at the point (x, y). Then the numerical
value of the edge gradient of the dynamic image is calculated, which can be expressed as follows:

[ ( )] [( ) ( ) ]= ∂ /∂ + ∂ /∂G f x y f x f y, .2 2 (1)

The maximum change rate of the value of the image gradient is a, and the increment of the unit
distance j in the direction i is a. Then the algorithm is further improved as follows:

[ ( )] {[ ( ) ( )] [ ( ) ( )] }′ = − + + − +

/G f x y a f i j f i j f i j f i j, , 1, , , 1 .2 2 1 2 (2)

To enhance the edge details of high dynamic image, the following absolute difference algorithm is used
to calculate the approximate value of the image.

[ ( )] | ( ) ( )| | ( ) ( )|≅ − + + − +G f x y a f i j f i j f i j f i jΔ , , 1, , , 1 . (3)

In the above operators, the approximate value of image edge feature gradient is not unique. According
to the orthogonal direction and enhancement factor of different images, there are many kinds of difference
approximations, and different difference approximations constitute different gradient operators [5]. In the
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Figure 1: Edge detail feature extraction process of dynamic image.
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process of image processing, the gradient value G[f(x, y)] is directly applied to represent the image. The
gradient value is proportional to the difference between the gray level values of adjacent pixels [6]. There-
fore, the value is very small in the slow changing area of the image, but it is very large in the fast changing
part such as the line contour. This is the essence of the image after gradient operation, which can make its
details clear and achieve the purpose of sharpening [7]. In the process of image detail enhancement, Fourier
transform operator is another commonly used edge enhancement operator, which is an isotropic second-
order differential operator.

∇ =

∂

∂

+

∂

∂

f f
x

f
y

.2
2

2

2

2 (4)

Based on Fourier transform, the algorithm of edge detail gray level normalization is as follows:

( ) ( ) ( )= | − + − ⋅∇L f i j f i j α f x y, , 1 , .2 (5)

In the above algorithm summary, α is used to adjust the enhancement amplitude. The larger α is, the
larger the enhancement amplitude of dynamic image is; on the contrary, the smaller α is, the smaller the
enhancement amplitude of dynamic image is ref. [8]. For the discrete form of digital image, the differential
can be approximately replaced by difference:

( ) ( ) [ ( ) ( ) ( ) ( ) ( )]= − + + − + + + − −g i j f i j Lα f i j f i j f i j f i j f i j, , 1, 1, , 1 , 1 4 , . (6)

Further optimization is carried out based on the principle of a linear unsharp masking algorithm: first,
the original image is low-pass filtered to produce a passivated blurred image, and the original image is
subtracted from the blurred image to obtain an image with high-frequency components, and then the high-
frequency image is magnified with a parameter K and superimposed with the original image to produce an
image with an enhanced edge [9]. If the original image is subtracted from the blurred image, the low-
frequency components of s(x, y) will lose a lot, whereas the high-frequency components will be preserved
completely. Therefore, the image with the high-frequency component is magnified with a parameter and
then superimposed with the original image R. After the image edge features are superimposed, the high-
frequency component of the image is enhanced, whereas the low-frequency component is hardly affected.
Based on this, the image edge superposition function is calculated:

( ) ( ) ( ) ( )∑= + +U x y R g i j f x y Ks x y, , , , . (7)

Its mathematical expression can be expressed as follows:

( ) ( ) [ ( ) ( )]= + ⋅ −A x y S U x Kv f x y f x y, , ¯ , ,ij (8)

where Sij is the original image feature, and v is the blurred image after low-pass filtering. Based on this, the
equivalent high pass filter N is normalized and output [10]. If M is the gain coefficient, the mean filter is
further used to realize the low-pass filtering of image edge details:

( ) ( )∑∑=

×

= =

f x y
M N

f i j¯ , 1 , .
i j1 1

(9)

Furthermore, the relationship between the target and the fuzzy scene is extracted based on the fuzzy
image information, which is the basis of a series of subsequent processing, such as target tracking, recog-
nition, classification and detection, and realized the fast detection of the dynamic image edge detail
features.

2.2 Dynamic image edge denoising algorithm in frequency domain

The image features of the dynamic image edge in frequency domain space can be expressed as the combi-
nation of various frequency component information. In the dynamic image edge processing in frequency
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domain, the image frequency can be redistributed and denoised by suppressing a certain region or indi-
vidual frequency components, while ensuring that other components are not affected, so as to achieve the
purpose of image enhancement [11]. The key of the enhancement method based on frequency domain lies in
the mutual conversion between spatial T and frequency domain EH. Based on the enhancement algorithm of
dynamic image in frequency domain, the enhancement process can be expressed as follows:

( ) { [ [ ( )]}=

−λ A x T E T f x y, .1
H (10)

In the process of dynamic image edge denoising in the frequency domain, convolution of image
features and Fourier transform are usually the necessary theoretical support. Through the design of the
transfer function to enhance the edge number of the dynamic image, we can get the desired enhancement
effect [12]. The purpose of the low-frequency filtering is to remove the high-frequency information and
retain the low-frequency information. Because the details and noise in the image correspond to the high-
frequency information in the Fourier spectrum of the image, the low-pass filter can remove or suppress the
noise and blur the image details, which is similar to the spatial smoothing filter [13]. The low-pass filter is
mainly to select an appropriate transfer function H(u, v) to suppress the D(u, v) of the high-frequency
components of the dynamic image edge details. The following will introduce the two-dimensional low-pass
filter transfer function of dynamic image filtering, and the specific algorithm is as follows:

( ) ⎧
⎨⎩

( )

( )
=

>

≤

H u v D u v D
D u v D

, 0, , ,
1, , .

0

0
(11)

where D is the cutoff frequency, which is a nonnegative value. D(u, v) is the distance from the point (u, v) to
the origin of the frequency plane.

( ) ( ) ( )= − +

/D u v λH u v D u v, , .0
2 2 1 2 (12)

When the edge feature frequency of the dynamic image is less than the cut-off frequency D0, it can pass
through the low-pass filter without any influence [14]. On the contrary, when the edge feature frequency is
greater than the cut-off frequency D0, it will not be suppressed by the filter. When the frequency is at the
cut-off frequency D0, it will cause serious damage [15]. If the i-th row of the gray co-occurrence matrix in
the image, the i-th column element represents the pixel with gray level j in the image, in the direction, the
occurrence frequency is expressed by the following formula, in which other pixels with gray level i is
separated by e distance:

( ) ( ) ( ) ( )= + + |P i j δ θ Rie x x y y f x y D u v, , , Δ , Δ , , , (13)

( ) { }+ + = = … − = … −f x x y y j x N y NΔ , Δ ; 0, 1, , 1; 0, 1, , 1 .x y (14)

If (m, n) represents the feature point in the dynamic image reference value, θ represents the corre-
sponding point after transformation, Nx is the detail change model of edge image, and then the denoising
relationship of image edge features meets the following requirements.

⎧
⎨⎩

= − +

= + +

x Nx m θ n θ a
y Nx n θ m θ b

⁎ cos sin ,
⁎ cos sin .

(15)

To enhance the image details and reconstruct the edge image, an effective regularization parameter is
designed to represent the two kinds of prior knowledge [16]. The regularization parameter control method is
used to represent the local two-dimensional sparsity in spatial domain, so as to make the remote sensing
image more sparse [17]. The improved sparse joint representation model of remote sensing image is as
follows:

( ) ∥ ∥ ( ) ∥ ∥ ( )[= + + +ψ x τ ψ x P i j δ θ λ ψ x f x x y y⁎ , , , ⁎ Δ , Δ .D p N D Pcac 2 3 (16)

In the formula, τ represent the regularization constraints, λ represents the regularization parameter,
which are used to measure the sparsity of the two prior knowledge.
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Specifically, ∥ ∥ψ xI D p2 according to the prior knowledge of local smoothing, the local continuity of the
image is maintained and the noise is effectively suppressed [18]. Assuming that the gradient image of
remote sensing image is Laplace distribution, the remote sensing image has sparsity after convolution,
and the sparsity of local two-dimensional space is described:

∥ ∥ ∥ ∥ ∥ ∥ ∥ ∥= = +ψ x Dx D x D x .I D p p v p h p2 (17)

Furthermore, the gray information matching method is adopted, and the gray level between two images
to be matched is used as the benchmark measure. When the gray information similarity meets the set
threshold, the image matching is successful. Image quality evaluation is mainly a comprehensive evalua-
tion of image processing methods [19,20]. In the process of image quality evaluation, not only the objective
numerical analysis of the processing method but also the subjective factors of the observer himself, such as
psychology, vision and experience, should be considered. Therefore, human beings need to combine
subjective evaluation with objective evaluation to measure the weight between them and get comprehen-
sive evaluation results. Subjective evaluation of image quality will lead to different results when evaluating
the same image due to different observers [21,22]. Therefore, to overcome the shortcomings of subjective
evaluation, we need to put forward objective standards to evaluate the image quality. The objective evalua-
tion method of image quality mainly takes the image feature as the input quantity, calculates the objective
value through the mathematical model, and compares with the standard value, so as to achieve the
objective evaluation purpose. Several objective evaluation methods of image quality are adopted as follows.

The average gradient is the definition of the image, which reflects the ability of the image to express the
detail contrast. The larger the value is, the clearer the image is:
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where f is the pixel value of the coordinate points (i, j) in the image. From the perspective of information
theory, entropy reflects the richness of image information, and the value of entropy represents the amount
of information carried by the image. In general, if the information entropy of an image is large, it means that
it contains abundant information, and the image quality is ideal.

∥ ∥∑= −

=

ψH P xlog .
I

ij I D p
0

255

2 2 (19)

Among them:

( )= /P Hf i j GN, ¯ ,ij
2 (20)

where f(i, j) is the number of times the feature binary (i, j) appears, N is the scale of the image, and P reflects
the overall characteristics of the gray value distribution between the central pixel and its neighboring
pixels. Root mean square error is mainly used to calculate the degree of deviation between two groups
of data.

( )∑∑= −

= =

ZK
q gRMSE 1 ,

i

n

j

m

i j
1 1

2 (21)

where Z and K are the size of the image, qi is the pixel gray value of the processed image i, and the gj is
the pixel gray value of the original image j. For the gray value of the processed image, the root mean square
error of the color image can be calculated by channels. The high-dynamic range image dynamic compres-
sion and detail enhancement are carried out, based on the analysis of the digital image detail enhancement
technology, the high-dynamic range image enhancement algorithm is studied, and the results obtained
by the algorithm are compared with adaptive gain control and histogram equalization algorithms. Based
on this, the fine denoising process of dynamic image is optimized, and the specific steps are shown in
Figure 2:
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Based on the idea of hierarchical processing algorithm, an adaptive image enhancement algorithm in
dynamic scene is proposed. The algorithm uses the guided filter as the frequency divider to divide the high-
dynamic range image, and uses the original image to be tested as the guided image to maintain the original
image edge and suppress the large area background noise. The original high-dynamic range image is
processed hierarchically to obtain the base layer image containing the large dynamic low-frequency scene
information. Then, the original high-dynamic range image is compared with the base layer image after
frequency division to obtain the detail layer image containing small dynamic high-frequency texture
information. According to the different feature information contained in the base layer and detail layer
images, the base layer and detail layer images are processed using two different processing methods,
dynamic compression based on one-dimensional array and adaptive gain control, to compress the base
layer image into low-dynamic range image while retaining the details of the original image with high-
dynamic range. In addition, the weight coefficient generated by the pilot filter when processing the original
image with high-dynamic range is used as the adaptive gain control coefficient to process the detail
layer image, which also achieves the purpose of noise suppression and edge preservation of the detail
layer image. Finally, different fusion ratio coefficients are obtained according to different scenes of the
image to complete the self-adaptive control of the base layer image and the detail layer image adaptive
fusion to achieve the purpose of adaptive scene.

High bit wide image data

High frequency component

Sub histogram equalization

Histogram Division

Low frequency component

Low pass filtering

Eight bit image data

Linear weighted compression

Figure 2: Fine denoising process flow of dynamic image.

Edge detail enhancement algorithm for high-dynamic range images  199



2.3 Implementation of image edge detail enhancement

In the high dynamic original image, if the difference between the objects in the image is too large, the
dynamic range of the image will be very large. In this case, if the traditional image compression algorithm is
directly used to compress the dynamic range of the high dynamic original image to the low-dynamic range
of the display device, the ratio of the low-dynamic range to the high-dynamic range is very small. If it is too
small, the image compressed by this kind of algorithm will show a very narrow distribution range, and in
the process of compression, the small target containing less pixels will be lost due to the reason of gray
concentration. Therefore, to have a minimal impact on the detail information in the process of dynamic
compression of high-dynamic range image, it is necessary to compress the high-dynamic range image into
the original image. The high-frequency and the low-frequency parts are discussed separately, so that the
compression process of high-dynamic range and the highlighting process of detail information do not affect
each other. Based on this, we first optimize the processing steps of the high dynamic image edge detail
enhancement, as shown in the Figure 3:

The enhancement of dynamic image can improve the image quality and provide accurate data basis for
local fuzzy feature extraction. The high-frequency image f is processed by unsharp masking (UM), and the
edges and details of the image are enhanced to get the UM enhanced image Gu(x, y). To select the appro-
priate threshold and gamma value for Gu(x, y), the contrast of the image is improved, the display effect of
the image is improved, and the high-frequency enhanced image Gu(x, y) is generated. In the process of
dynamic image enhancement, we need to use the following formula to calculate the image gray matrix:

Input high frequency 

image

Gradient treatment Laplace

Mean filtering

Output high frequency 

enhanced image

Gray scale transformation

Figure 3: Processing steps of high dynamic image edge detail enhancement.
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where, Pij is the number of all pixels in the dynamic image, q is a constant, and the value is usually 2 in clear
condition. In the process of image enhancement, the input data is a dynamic image-related parameter data
sequence, and the output data is the image gray enhancement model, which can be described by the
following formula:

( )
⎧

⎨
⎩

=

+ >

+ ≤

F y z α β
i n y δ z α β
i n y δ z α β

, , ,
¯ sin cos ,
¯ sin cos .

1

2
(23)

Among them, β is the local fuzzy spatial position parameter of dynamic image, δ is the local pixel
direction component, and i1 and i2 are the gray values at both ends of any pixel in the dynamic image.
According to the image gray enhancement model, q1 and q2 are, respectively, used to describe the gray
value of the pixel, which is the proportion of the dynamic image pixel in the dynamic image:

⎧
⎨⎩

+ =

= +

q q
n i q i q
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1 2

1 1 1 2 2
(24)

Based on the above algorithm, the following results can be obtained:
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(25)

If only a single 3 × 3 neighborhood is used for smoothing, when the gray level of the center pixel is greatly
disturbed by noise, because only the gray value obtained by convolution of four neighboring pixels and the
template is used as the new gray value of the target point, it cannot achieve effective smoothing, so the selection
of neighborhood scale is the key of this algorithm. For each pixel (i, j) of the gray image, first the gray level mean
m (i.e., the mean value of the gray level values of 9 pixels) and the gray level standard deviation σ in the 3 × 3
neighborhood is calculated, and the gray level of each pixel (i, j) in the neighborhood is set as rij, then:

( ) ( )∑= −σ F y z α β t r m, , , .ij
2 (26)

According to the relationship between the gray level of the center pixel r in the neighborhood and the
gray level meanm and the gray level standard deviation of the neighborhood, the scale of the neighborhood
is determined as follows:

⎧
⎨⎩

∣ ∣

∣ ∣

− < ×

− ⩾ ×

α r m σ
α r m σ

, The scale of the neighborhood is 3 3,
, The scale of the neighborhood is 5 5,

(27)

where α is the undetermined coefficient. In the region of slow gray change, because the gray level of each
pixel is very close, so σ is very small, ∣ ∣− ⩾α r m σ is easy to meet. The gray value obtained by the
convolution operation of nine neighborhood points in the neighborhood with the minimum uniformity
and the template to the target pixel are almost the same as the gray level R of the central pixel and will not
damage the image content. If the gray level of the center pixel is affected by noise, and its r becomes large,
αr − m ≥ σ is more easily satisfied, and the gray value obtained by convolution operation of nine neighbor-
hood points in the neighborhood with the minimum uniformity and the template is more desirable. When a
boundary passes through the neighborhood, the gray level of each pixel in the neighborhood fluctuates
greatly, so σ is larger, which makes αr − m. In practical application, the commonly used frequency-domain
filters include the Gaussian filter, Butterworth filter, ideal filter, etc. Gaussian low-pass filter and Gaussian
high-pass filter are used to complete the separation of low-frequency and high-frequency images. The
specific separation steps are shown in Figure 4.
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If you want to find small motion in an image and enlarge its features, the display of the input image is
modeled as the pixel density trajectory observed in a related frame. This is like simply calculating the
translation from one pixel to the next in each frame and displaying the image with small motion magnifica-
tion. This pixel recording method is based on Lagrange description method. However, such a method will
lead to artificial conversion between magnified and nonmagnified pixels in a single structure. The main
steps in the motion amplification involve the reliable estimation of motion and the aggregation of the group
of pixels to be amplified. The motion of each pixel is estimated by analyzing the feature points and local
intensity allocation and grouping them. Based on this, the image detail enhancement region magnification
processing method is improved, and the specific steps are shown in Figure 5.

When enlarging the image detail enhancement area, it is necessary to record the frame first to prevent
the small motion caused by camera jitter from being enlarged. In this step, it is assumed that the input

original image

Fourier transform

Gauss high pass Gaussian low pass

Inverse Fourier transform Inverse Fourier transform

High frequency image Low frequency image

UM CLAHE

Gray scale transformation

Image fusion

Output enhanced image

Figure 4: Image high-frequency and low-frequency separation steps.

202  Lanfei Zhao and Qidan Zhu



image sequence describes a main static scene. Then, the initial tracking of the detected feature points is
completed, and the reflection curve that can best remove the motion of the tracked feature points is found.
After the intensity normalization of any exposure change, the recorded image is used for subsequent motion
analysis. The main purpose of the high-dynamic range image layering is to process the high-frequency and
low-frequency parts of a high-dynamic range image step by step. The advantage of this method is that it can
expand the important detail information with a small change of gray level and suppress the high-frequency
noise part, on the one hand, and compress the background part with a large dynamic range, on the other
hand. The effective enhancement of dynamic image details ensures the effect of the image enhancement.

3 Experimental results

To verify the practical application effect of the high-dynamic range image edge detail enhancement algo-
rithm, the experiment is carried out on a 4-core 16 GB memory machine using MATLAB (Made by
MathWorks, USA) program without optimization. The calculation result of each image will take more
than 10min. The separable binomial distribution filter is used to construct the image structure, and the
routine prototype is also used to construct the real-time online image to reflect small changes, which is
essentially like a microscope with time domain changes. It is implemented by C++ programming language,
is a complete central processing unit based, 30 frames per second 640 * 480 image processing, and it can be
further accelerated by using graphics processing unit. Subjective analysis enables observers to refer to a
certain evaluation level or rely on their own experience to observe and judge the contrast, clarity, detail
texture, and other aspects of the image processed by the algorithm, so as to make a subjective analysis of
the advantages and disadvantages of the image visual effect. To minimize the difference between the
subjective evaluation results of each observer, the observer is usually given a certain evaluation basis,
which has been prescribed. After the results are obtained, the scores given by all observers are statistically
averaged, and the final average result is regarded as the generally accepted evaluation result. The com-
monly used fixed evaluation criteria are shown in Table 1:

Input video signal Video image input
Feature point

labeling

Trajectory

aggregation

Insert dense

optical flow

Hierarchical

segmentation

Zoom in, texture

fill filter

Output magnified

image sequence

User interaction

Figure 5: Image detail enhancement region enlargement processing.

Table 1: Measurement and evaluation of the image detail enhancement effect

Grade Fixed evaluation scale Relative evaluation scale

Level 1 Excellent The best of a set of contrast images
Level 2 Good A set of contrast images above the average level
Level 3 Ordinary The average level of a set of contrast images
Level 4 Poor A set of contrast images below the average level
Level 5 Bad The worst of a set of contrast images
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Furthermore, two sample images displayed in the model are selected, and 10,000 dynamic images with
noise are randomly generated as the training data set. On this basis, 200 pieces of data were randomly
selected for reference data set. Parameters are adjusted during the test to evaluate the performance of
classification and enhancement. The regularization parameter λ can make the expression of the remote
sensing image more sparse, effectively inhibiting the noise, and has an important impact on the perfor-
mance of identifying the noise image, so it requires the optimal solution of the regularization parameter. To
obtain the regularization, optimal parameters need to find the minimized J(θ). The parameter θ is vector. By
selecting different λ, the average sum of error of θ on the cross-validation set is measured. The minimum
model of the cross-validation set is taken as the final choice of the regularization parameter with the
following formula:
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J θ
n

τ x y λ
n

θ1
2 2
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i i
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n

j
1

2

1
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After obtaining the regularization optimal solution, it is inserted into the formula (16) of Section 2.2 to
reduce noise interference. The curve comparison results of the image edge detail enhancement recognition
rate are shown in Figure 6.

From Figure 6, with the increase of the test points, the recognition rate of the design algorithm still
maintains more than 80%, but the recognition rate of Document [1] methods and Document [2] have
decreased to less than 60%. This is because the design algorithm is based on the mathematical model,
weighted integrates the image enhancement effect of a high-frequency image, reduces the evaluation
difference of the same image quality, improves the recognition accuracy, accurately enhances the virtual
reality image, and has obvious advantages in the image enhancement recognition.

Based on the accuracy of the test identification, the identification efficiency of the design algorithm,
Document [1] algorithm and Document [2] algorithm, the test results are shown in Figure 7.

Figure 7 shows that, with the increase of the image data, the recognition time of the design algorithm
still maintains less than 1,200min, but the recognition time of Document [1] methods and Document [2]
have decreased to more than 1,600. This is because the design algorithm denoises the image before
extracting the image pixels, and the accuracy also effectively improves the efficiency of pixel recognition
and shortens the recognition period.
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Figure 6: Image edge detail enhancement recognition rate curve.
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4 Conclusion

To better improve image edge detail enhancement and recognition efficiency, this study presents an edge
detail enhancement algorithm for the high-dynamic range images. Layered image processing, enhance low-
frequency image edge details, the high-frequency image is processed by gray transformation, the final
enhancement image is obtained by image weighted fusion. The experimental results show that the method
of this study enhances the overall effect of the image and enhances the image details at the same time.
Through practice, this algorithm is used in 3D coherence slice data volume, not only the operation speed is
fast, but also the effect is obvious. The fault polygon extracted from the image after denoising by this
algorithm has a great improvement in accuracy, effectively improves the efficiency of fault interpretation,
and shortens the interpretation cycle. However, due to the limited conditions, the enhanced recognition
effect of the image has not reached more than 90%, and future research should continue to improve the
image recognition ability of the enhanced algorithm.
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