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Abstract. In this paper, a novel approach for word extraction and character segmentation
from the handwritten Bangla document images is reported. At first, a modified Run Length
Smoothing Algorithm (RLSA), called Spiral Run Length Smearing Algorithm (SRLSA),
is applied for the extraction of words from the text lines of unconstrained handwritten
Bangla document images. This technique has helped to overcome some of the drawbacks
of standard horizontal and vertical RLSA techniques. SRLSA technique has been applied
on the Bangla handwritten document image database CMATERdb1.1.1 and the success
rate of the word extraction is found to be 86.01%. In the second part of the work, we have
presented a useful solution to the problem on how best word images of handwritten Bangla
script can be segmented into constituent characters. Moreover, the technique can segment
the words having discontinuity in Matra, a prominent feature of Bangla script. It also
optimizes the trade-off between under/over segmentation as Matra region and segmenta-
tion points are estimated more precisely. As a result, better word segmentation accuracy is
achieved with minimal data loss. Here, a success rate of 92.48% is observed on a dataset of
750 handwritten Bangla words which is 3.35% higher than that of our earlier techniques.

Keywords. Word extraction, SRLSA, character segmentation, handwritten Bangla docu-
ment image, CMATERGdb.
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1 Introduction

With the advent of digital computers and electronic storage mechanisms, conver-
sion of paper documents into easily searchable electronic copies, which can be
stored on any electronic storage device, has now become a reality. This conver-
sion is of great importance as this helps in reducing the probability of their physical
destruction as well as this facilitates in handling of those documents which in its
paper form generally lie in the shelves gathering dust. Optical Character Recogni-
tion (OCR) is a special technique which helps in such conversion of text document
images. It involves various stages ranging from scanning of the document to get
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its digital image, text line extraction, word extraction, character segmentation to
the character recognition. Each of these stages may be implemented by using var-
ious kinds of methods which have their own merits and demerits. In recent times,
the methodologies for the OCR system have improved drastically but still there is
not much advancement in the digitization of unconstrained handwritten document
images.

It is already stated that word extraction is an essential part in document recogni-
tion system. Words in a text line must be identified correctly for their subsequent
recognition by the computer. For printed documents, words are uniformly spaced
and so the word identification becomes easy, but this is not true for handwritten
documents. Thus for handwritten document images, the main challenge in the
word extraction stage is to analyze the non-uniformity in inter-word and intra-
word spacings in each text line. Wrong extraction of words during this stage will
result in failure of most of the later stages in the handwritten document recognition
system.

After word extraction, the next important step in OCR system is character seg-
mentation. Character segmentation seeks to decompose word images into sub-
images, each of which contains a constituent character. It is needed prior to ma-
chine recognition of individual character images that constitute the words. Higher
segmentation accuracy ensures lower error rate during recognition. Knowledge of
local features of consecutive characters is not always sufficient to identify proper
segmentation points on character boundaries in a word image. In some cases, iden-
tification of proper segmentation points needs to be contextually consistent. That
is, the word image recognized on the basis of various segmentation possibilities
must select a match from the lexicon with the highest probability.

Word extraction and character segmentation techniques are mostly script depen-
dent. It is not only because of variations of character shapes from one alphabet to
other but there exists certain script specific features of text document. In this con-
text, the present work considers the word extraction and character segmentation
problems for handwritten text of Bangla script. Popularity wise, Bangla is the 5%
ranked in the world and 2" ranked in India as a script and language both. Bangla
is the official language of Bangladesh. In India, Bangla is mostly used in West
Bengal, Tripura and Assam. Moreover, Bangla script is also used for other two
Indian languages, viz., Assamese and Manipuri.

In Bangla script, there is a prominent feature called the Matra. Typically, a
Matra of Bangla character is a line of length at most the width of the character
that passes horizontally touching the top of the character at some specified points.
Joining the individual Matras of its constituent characters through a common line
forms the Matra region of a word in Bangla script. Illustration of Matra in a Bangla
word is shown in Figure 1(a) and (b).
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Figure 1. Illustration of Matra feature in a Bangla word.
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Figure 2. Illustration of different zones and zone boundaries in a Bangla word image.

Before extracting the words or segmenting individual characters of each Bangla
word in the text image, the word is horizontally partitioned into three adjacent
zones as shown in Figure 2(a). The portion of each word on and above the Matra
constitutes ‘upper zone’, the main body of the characters in a word lies within the
‘middle zone’, and the portion of the word, containing especially modified shapes
and period like isolated character components, lies below the main body form the
‘lower zone’. The technique of word segmentation, presented here, is based on
detection of the Matra region.

1.1 Literature Review
Word Extraction

Researchers have already tried to solve the problem of word extraction from hand-
written documents but still the challenge exists. Most of them have used the con-
ventional inter/intra word gap based techniques [1, 2], while some of them have
also applied Artificial Neural Network (ANN) [3,4] to solve this problem.



230 R. Sarkar, S. Malakar, N. Das, S. Basu, M. Kundu and M. Nasipuri

The technique which is lexicon-directed [5] have given good results for both
printed and cursive handwriting. They posses tightly coupled segmentation and
recognition components. They generate the best ways with which character images
can be segmented; primitives of word can be assembled and matched to show a
possible string in a lexicon. Here, the number of segmentation points is very high.

Contour detection method [6,7] is also becoming popular in recent years due to
their simplicity in implementation. In [6], initially the contour of the words present
in a given text line are detected and then a threshold is chosen based on Median
White-Run Length (MWR) and Average White Run-Length (AWR) present in the
given text line. After that the word components are extracted from the text lines
based on the contour and the previously chosen threshold value. At last, these
words are represented in bounded boxes. Another method, reported in [8], an-
alyzes the extent of Blobs in a scale space for the word extraction which gives
a success rate of around 87 percent. Gaussian filters are used in this method.
Recently, some researchers have used heuristics with ANN [9, 10] but these ap-
proaches are mainly meant for printed characters.

Run Length Smoothing Algorithm (RLSA) [11] is a very common technique
used in the field of image processing. This method, mainly used for block seg-
mentation and text discrimination, has developed for the document analysis sys-
tem. Earlier, RLSA was used for the text line and word extraction purposes [12].
Here the smoothing algorithm is applied to the binarized image to find out the
possible text line candidates. Later, the word extraction process is used to these
text lines. The RLSA method has also been used for document page layout anal-
ysis [13] in printed documents. In this work, RLSA along with Neural Network
Block Classified (NNBC) have been used to analyze the document page layout.
NNBC consists of a principal component analyzer (PCA) and a self-organized
feature map (SOFM). A modified version of this RLSA was first introduced in one
of our earlier works [14] and was applied for extraction of word images from hand-
written text lines. A detail description of the algorithm is also given in Section 4.3
of the current paper.

In another work [15], authors have discussed the image enhancement methods,
text/graphics separation and identification and word language (English/Arabic)
identification in printed document. Authors, here, have used RLSA technique
horizontally to extract the text lines. Word extraction is also done on them using
the same technique but with different set of threshold values. Khurshid et al. have
proposed a system [16] for figure caption detection in printed document by em-
ploying a fusion of several information sources. In doing so, they have applied
horizontal RLSA on the binarized image to extract the words.
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Character Segmentation

In the work [17-30], different character segmentation techniques have been intro-
duced. All the segmentation works have been done on Matra-based scripts like
Bangla [17-23], Devanagri [23-28] and Gurmukhi [29, 30]. In [17-23], several
variations of algorithm for segmentation of Bangla word images have been pro-
posed. Among them [17-22] have dealt with handwritten Bangla word images
and [23] has dealt with printed Bangla word images as well as Devanagri words.
In [17-20] different fuzzy function based algorithms, such as fuzzy triangular
function [17] and bell-shaped function [18-20] have been reported for segmenta-
tion of handwritten Bangla word images. In one of our recent works [20], we have
proposed further improvement of our existing techniques [17-19] by efficiently
estimating potential segmentation points, resulting in minimal data loss.

In the work [21], recursive contour following technique has been applied for
word segmentation from handwritten Bangla documents. Water reservoir princi-
ple [22] has been used in the past for the purpose of character extraction from
handwritten Bangla word images. Reference involving touching character seg-
mentation of printed Bangla/Devanagri words using fuzzy multifactorial analy-
sis [23] is also available in the literature.

2 Motivation

Word extraction is more difficult in unconstrained handwritten document images
than the printed ones. In a printed document, all the characters have definite shapes
and sizes, also intra-word and inter-word spacings are fixed as they are typed
through the keyboard or typewriter. This makes the process of word extraction
much easier. But, the problems related to unconstrained handwritten document
images are much more complicated due to the wide varieties in handwriting pat-
terns of the individuals.

In this paper, we have modified the standard RLSA technique and have pro-
posed a new category called Spiral Run Length Smearing Algorithm (SRLSA).
The SRLSA overcomes some of the shortcomings of the other two RLSA versions,
namely Horizontal Run Length Smoothing Algorithm (HRLSA) and Vertical Run
Length Smoothing Algorithm (VRLSA) and helps to obtain a better result in the
word extraction stage. The HRLSA and VRLSA fail when the neighboring data
pixel does not lie in a straight horizontal or vertical line. Though these pixels
may lie very close spatially, but they are not smeared by these traditional meth-
ods. Figure 3 depicts such situations for both HRLSA (Figure 3(a)) and VRLSA
(Figure 3(b)). In this type of case, SRLSA (Figure 3(c)) would be more useful.
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Figure 3. Comparison of different smearing strategies.
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Figure 4. Smearing of Bangla script word image using different versions
of RLSAs.

Figure 4 shows the outcome of different versions of RLSAs on a word image writ-
ten in Bangla script.

For any skew corrected printed document image, HRLSA works well for de-
tection of Matra and this simplifies word extraction process from the text lines.
However, if there is slightest skew, then this method fails. In handwritten Bangla
script, the Matra is not at all prominent and often appears discontinuous as well as
curvy. Hence the SRLSA technique works more efficiently for handwritten Bangla
script in comparison with HRLSA or VRLSA.

From the above discussion related to character segmentation, it is clear that ac-
curate estimation of Matra region of Bangla script plays a significant role towards
segmentation of the word images. In most of our earlier works [17-19], detection
of starting row of middle zone (i.e. R, as shown in Figure 2(b)) in the Bangla word
fails in some cases as shown in Figure 5. The work proposed in [18] is basically
an improvement of our earlier technique reported in [17]. In the work [18], a two-
stage approach for Bangla character segmentation technique is reported. In this
work, all the components after Connected Component Labeling (CCL) [31, 32]
are sent to the Segmentation Decision step without doing any pre-processing. As a
result, it is observed that Multi Layer Perceptron (MLP) classifier’s success rate, in
deciding whether to segment a connected component of a word, was not very sat-
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Figure 5. Wrong estimation of R; using the technique described in [18].
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Figure 6. Word components with high values of (a) width and (b) horizontalness feature.

isfactory. A possible reason for this is the vagueness of some feature descriptors,
selected for the classification of the connected components. For example, horizon-
talness feature for identifying Matra region or width of the component sometime
misleads the result. High values of these two features always do not mean that the
component will be segmented vertically as shown in Figure 6(a) and (b). Further,
application of the technique for determining segmentation points, [17-19,24-26]
also leads to under-segmentation, as shown in Figure 7(a), (b) and (c). In the
present work, we have modified the technique of character segmentation, reported
in [18], to overcome the problems discussed above.

3 Present Work

The current work may be viewed as an amalgamation of two of our recent works
[14,20]. Firstly, we have used the word extraction methodology, proposed in [14],
that extracts the words from the text lines of handwritten Bangla document images.
Secondly, we have applied the character segmentation technique, described in [20],
on the extracted words to isolate the constituent characters.

SRLSA technique is applied to segment the Bangla handwritten text lines into
constituent words. The input of the present work is the document images which
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Figure 7. Different cases of under-segmentation, obtained by our earlier technique [18],
are shown (darker regions represent potential segmentation points). Some of the con-
stituent characters remain connected erroneously along the top of the segmentation points,
highlighted by dotted oval shapes.

have already been segmented into text lines. We have binarized these text line
images first, and then it is followed by finding the connected components present
in the individual text line by applying CCL algorithm [31,32]. After that, we have
removed the noises from the binarized image. The technique then applies SRLSA
to smear the neighboring data pixels of the connected components in a segmented
text line in order to get the word boundaries. In doing so, the neighboring com-
ponents get merged and it eventually helps to form the word components in that
particular text line. The bounding boxes of the components are found out and then
two phases of refinements are done on the identified components. In the first phase
we have merged the components, which actually belong to a single word, with re-
spect to their spatial distance. In the second phase, lengthy horizontal components,
which may be formed due to concatenation of more than one word, are broken into
smaller components based on the spacing within the successive components. Af-
ter refining the components, we have finally identified the word boundaries in each
text line in the document image.

After extracting the words from the text line, we have developed a novel tech-
nique for identification of potential segmentation points on the Matra region to
isolate constituent characters from the word image of Bangla script. In the first
stage, CCL algorithm [31, 32] is applied to identify connected sub-parts of the
word images. The second stage involves an approach for classification of the con-
nected sub-parts into either of the Segment Further (SF) or Do Not Segment (DNS)
classes using a rule based prior selection methodology and well-known MLP based
classifier with a set of features extracted from these components. Finally, fuzzy
features are used to identify potential segmentation points in an effective way on
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the detected Matra region for subsequent extraction of constituted characters in
the SF components. The basic steps of operations involved in the present work are
illustrated in Figure 8.

4 Word Extraction Technique

4.1 Preprocessing

In this step, the documents are binarized by a simple adaptive thresholding tech-
nique, where the threshold is chosen as the mean of the maximum and minimum
gray level values in each document image. All the binarized images are archived
in DAT format, where the foreground and background pixels are represented as ‘1’
and ‘0’ respectively.

4.2 Component Finding

Here individual text lines are considered sequentially for the processing. All the
connected components present in the text lines and their respective bounding boxes
are obtained. A component or segment is defined as a connected region of black
pixels in any document page. To identify such components, we have implemented
an 8-way CCL algorithm [31,32] in the current work. An 8-way connected compo-
nent may be defined in a way that every pixel can be reached from any other pixels
through a combination of moves in only eight directions (i.e., up, down, left, right,
or any of the four diagonal directions). After this, the components which are hav-
ing very small size (less than a threshold) are discarded and their corresponding
values in the binarized image are set to ‘0’.

4.3 Spiral Run Length Smearing Algorithm (SRLSA)

This is the main feature of our word extraction technique. In SRLSA, when a data
pixel is found in the binarized image then the neighboring pixels are scanned for
another data pixel in a spiral way. The scanning continues until either another data
pixel is observed or it crosses a threshold distance from the starting data pixel. In
the first case, the values of all the background pixels, which lie in the line joining
the newly detected pixel and the original data pixel, are changed to ‘1’ in the
binarized image.

In the present work, SRLSA is applied separately in two directions as shown
in Figure 9. Figure 9(a) shows that the smearing direction is started in eastward
direction and Figure 9(b) shows that the same is started in northward direction. In
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Figure 8. Basic steps involved in the present work.

printed Bangla script, the constituent characters in a word are generally connected
through the Matra whereas in handwritten Bangla words, as mentioned earlier,
Matras are not prominent and often discontinuous due to lifting up of pens. Thus
in handwritten documents, number of connected components is much more than
that of printed documents. Keeping this fact in mind, we have applied the SRLSA
in the above two directions to incorporate all the nearby components which might
be a part of a single word. Finally, their respective resultant binarized image is
OR-ed to get the result.
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Figure 9. Illustration of two variations of SRLSAs.

4.4 Word Formation

In this step, every pair of smeared components which overlap each other com-
pletely or partially and belong to the same text line is considered one by one. A
threshold value is chosen and if the overlapping length for these components is
greater than this threshold value then this pair of component is merged to form a
single component.

4.5 Component Merging

We have already mentioned that in handwritten documents, often components of a
single word remain separated unusually due to the writing style of individuals. Our
SRLSA technique sometime fails to connect these components, which requires
to be merged as they belong to the same word image. At the start of this step,
the average spacing between every two successive smeared components (scanning
from left to right) are calculated. If their spacing is less than a certain percentage of
the average spacing between the consecutive components in the entire document
image, then said components are merged to form a single word component. In
Figure 10(a) the pair of components, marked by dotted circular region, lying within
a certain percentage of the average spacing between successive components of the
entire text document image and they have been merged, which is illustrated in
Figure 10(b).

4.6 Component Splitting

In handwritten documents, sometimes consecutive words get merged due to not
lifting up of the pen at the proper place or non-uniform spacings among the words.
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Figure 10. An example of component merging case.
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Figure 11. An example of component splitting case.

These components need to be segmented in order to get the correct word bound-
aries. At this point, the components having very wide horizontal length compared
to the average horizontal length of the components present in the entire docu-
ment image, are considered. These exceptionally large components are scanned
from left to right and if there is any space within the component, which is greater
than a certain percentage of the average spacing between the components in the
entire document page, then these are broken down into two components. Fig-
ure 11(a) shows a sample text line segment where several words are identified as
single word. Figure 11(b) shows successfully extracted word images of the text
line segment, as shown in Figure 11(a), after the refinement.

After this, we obtain the final output of the word extraction process which would
be useful for character segmentation technique.

S Character Segmentation Technique

5.1 Detection of Zone Boundaries in a Word Image

Constituent characters or their sub-parts of words often extend above the common
Matra or appear below the main character body. In the current work, we have
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identified three adjacent horizontally partitioned zones (viz., upper, middle and
lower) from each word image as shown in Figure 2(a). More specifically, the top
row of the upper zone (R), the top row of the middle zone (R;), the middle row of
the middle zone (R3), the bottom row of the middle zone (R4) and the bottom row
of the lower zone (R5) are identified from the word image as shown in Figure 2(b).

A horizontal pixel scan of the word image from top towards bottom identifies
the first row, with any black pixel, as the top row of the upper zone i.e., R;. Sim-
ilarly, a horizontal scan from bottom towards top identifies the first row, with any
black pixel, as the bottom row of the lower zone i.e., Rs. Identification of the
top and bottom row boundaries of the middle zone (a key decision for subsequent
features extraction) is a challenging task in handwritten Bangla word.

In our earlier work [18], we scanned the whole image to calculate sum of all the
lengths of horizontal runs of black pixels for each row and then estimated R; using
those values. But sometimes this may give us misleading information. It may so
happen because there are cases related to handwriting style of individual where
the sum of maximum longest run length may appear anywhere in the word image
and due to which R; is not estimated correctly as shown in Figure 5. Therefore,
we have modified the technique for determination of R, as mentioned in [18].

We know that generally Matra of handwritten word images do not appear in the
lower half of the image. So in the present work, to identify the common Matra
of the word, horizontalness of each row is computed from the top to half of the
word images i.e. from R} to Ry + (Rs — R;)/2. Each black pixel of the word
image in the said region is replaced by the length of the longest run of black pixels
in horizontal direction by itself. Sum of the horizontal longest run values of all
the pixels in a row is computed for each row of the word image. The row with
the highest sum represents the row with maximum horizontalness [18]. This row
signifies the possible upper boundary of the middle zone and we have called it as
1% approximation of the upper boundary of the middle zone (R;;). Then from the
verticalness feature [18], we have estimated the 24 approximation of R; and have
called it R»>. Techniques involving the estimates of R,; and Rp; are discussed
in [18].

But even after estimating Rp; and Ry, we have observed that in few cases,
the Matra regions are not estimated accurately (as shown in Figure 5). To ad-
dress this issue, we have estimated another value of R; as the row containing the
longest single run of black pixels and have called it as R»3. Finally, we have taken
the average of the three R, approximations and have called it as RS“‘“, such that
Rinl = (Ry; 4+ Ry + Ry3)/3. This new estimation of R; (involving three ap-
proximations) is observed to be more accurate in comparison to our prior work [18]
involving two such approximations. We have taken Rg“al as our final upper bound-
ary (R;) of middle zone for a handwritten word image.
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Also we know that generally bottom row of the middle zone (i.e. R4) of hand-
written word images do not appear in the upper zone. So in our current work, to
identify the R4 of the word images, horizontal transition points between text and
background pixels are computed from the middle to bottom of the word images
i.e. from (R; + (Rs — R;)/2) to Rs. In each row, starting from the middle row to
the bottom row of word image, the sum of transition points between text pixel to
background pixel and vice versa are computed. The average number of transition
points in the lower half of the image is computed as eta (1). Now the 1% row from
bottom row of lower zone to half of the word image, which has greater transition
points than 7, is identified as the bottom row of the middle zone (say Ra4;). Again,
as in case of R», we have estimated R4 from the verticalness feature [18] and have
called it R4;. Then we have taken the average of R4 and Ry; as the final Ry i.e.
Rﬂnal = (R41+ R42)/2. We have taken R&nal as bottom row of middle zone i.e. Ry4.
Finally, the middle row of the middle zone is taken as R3i.e. R3 = (Ry + R4)/2.

5.2 CCL of Word Images

We have implemented an 8-way CCL algorithm [31,32] in the current work for
identifying the connected components within the word image. Identification of
connected word components requires detection of the connected pixels therein and
marking them with identical labels. CCL algorithm [31,32] scans the word image
pixel by pixel from left to right and from top to bottom. During scanning, it con-
siders all 8 neighbors of each pixel. For each of the connected components, all its
member pixels appearing in the sub-image are replaced by a single distinct sym-
bol. This is done to complete labeling of the connected pixels in the image and
to generate uniquely coded connected components. Figure 12 shows a word im-
age with its three connected components. Each of such connected components is
subsequently extracted for analysis.

5.3 Selection of SF and DNS Components

Among all the digitized word sub-parts generated after CCL algorithm, a decision
is often required to identify only the components that need further segmentation
because of the presence of many inherently segmented characters or their subparts
in word images. Thus, all word components may not require further segmentation
at all. These components are often classified into SF and DNS classes as shown in
Figure 12. Segmentation of DNS components is an overhead as it causes over seg-
mentation of word components. Therefore, selection of SF and DNS components
not only minimizes the character isolation overhead but also the over segmenta-
tion probability. For this, we have developed here a two stage selection for SF and
DNS class components. These stages are described in Subsections 5.3.1 and 5.3.2.
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Figure 12. A sample word image and its three connected components.

Initial Selection of Obvious SF and DNS Class Components

In the work [18], MLP based classifier were used for such a classification prob-
lem. However, consideration of all word sub-parts, obtained by applying CCL, in
the said classification algorithm not only increases computational overhead, but
also leads to ambiguities in the selection leading to erroneous classification. To
solve this problem, a pre-selection step is introduced in the present work which
uses two scale-invariant threshold values that identify obvious SF and DNS class
components, prior to MLP-based classification scheme.

In the current approach, all the word components are divided hypothetically
into pieces by using a separating line (horizontal) along Rj i.e. the middle line
of the middle zone. The row, along which this separating line lies, is selected
experimentally. After this hypothetical separation, the number of connected sub-
components or pieces generated as a result of this division is counted. We have
applied this number as the decision maker i.e., based on the number of generated
sub-components the original component is categorized into one of the two types of
classes, viz., DNS or SF. If the number of sub-components in a component is less
than a threshold value 77, then we have considered the component as a member of
DNS class. On the other hand, if the same is greater than another threshold value
T, then the component is considered as belonging to the SF class. Some of the
sample components classified successfully using this thresholding technique are
shown in Figure 13.

The components with number of sub-components (n) between 77 and 73, i.e.
T) < n < Tp, are sent to a previously trained MLP classifier to accurately classify
the components. This is done so, as decision-making on these components is not
possible by using either 77 or 7,. Experimentally, we have observed the values of
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Figure 13. Sample connected component images of Bangla script words which are pre-
classified as (a) Obvious DNS components, (b) Obvious SF components and (c) sent for
MLP based classifier for subsequent SF/DNS class identification.

Tiand T, as 2 and 5 respectively.

From the images of Figure 13, it is evident that this choice of 7] is suitable for
classification of the component containing a single character or its subpart as DNS
components. Also, the choice of 75 is done in such a way that, multiple touching
characters or their sub-parts generate more number of components than 75. These
components are classified as SF components. In all remaining cases, ambiguities
may exist and thus need sophisticated techniques such as MLP based classifier and
associated feature vector.

Classification of SF/DNS Components Using MLP Classifier

In the present work, an MLP based classifier is used for classification of connected
word components, which are not classified in the pre-processing stage, into either
of the two classes to decide whether the given component needs to be further seg-
mented or not, using the feature set mentioned in Table 1. The MLP based clas-
sifier designed for this work is trained with the Back Propagation (BP) algorithm.
It minimizes the sum of the squared errors for the training samples by conducting
a gradient descent search in the weight space. The number of neurons in a hidden
layer in the same is also adjusted during its training. In the current methodology
we have designed a new feature set containing 11 statistical features, as described
in Table 1. The following discussions justify the choices of respective feature
descriptors.

The higher value of feature F1 signifies that the component may belong to DNS
class, as this component may have some part(s) in the upper zone of the word
as shown in Figure 14(a). A similar explanation is applicable for the features F2
and F4 for the components in middle zone and the lower zone respectively and is
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Feature ID | Feature Description

F1 Percentage height (w.r.t. the overall word height) of
the component that appears upper zone of the word image

F2 Percentage height (w.r.t. the overall word height) of
the component that appears middle zone of the word image

F3 Percentage height (w.r.t. the overall word height) of
the component that appears lower half of the middle zone
of the word image

F4 Percentage height (w.r.t. the overall word height) of
the component that appears lower zone of the word image
F5 Maximum horizontalness of the component within
the region R, to Ry
F6 Area of the component within the region R to Ry
F7 Number of data pixel of the component within
the region R, to Ry
F8 Number of data pixel of the component on R,
F9 Width of the component along R,
F10 Maximum width of the component within

the region R, to Ry

F11 Number of segmentation-point clusters on
the Matra region of the component

Table 1. Feature vector and their description.

illustrated in Figure 14(b). The feature F3 is used to classify the noise segment (i.e.
broken part(s) of Matra). These noise segments almost certainly appear partially
in upper and/or middle zone as shown in Figure 14(c). Therefore, F3 values for
these components will be zero.

Feature F5, i.e. maximum horizontalness feature, has been used in the work
[18]. However, due to writing styles of individuals this feature value may be higher
in the upper, lower or lower half of the middle zone if the ascendant (character
sub-parts in the upper-zone of the word image) or descendant (character sub-parts
in the lower-zone of the word image) is extended unnecessarily as shown in the
Figure 15(a). Because of this, in the present work we have additionally used fea-
ture F10, i.e. maximum width of the component within the region R, to R4 as
shown in Figure 15(b). Lesser value of this feature implies the component may
be categorized as DNS class component. In feature F6, as used in work [18], the
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(a) Word component (b) Word components (c) Noise component
in the upper zone in the middle and inside color box.
inside color box. lower zone inside

color boxes.

Figure 14. Illustration of features F1, F2, F3 and F4.

(a) Maximum  hor- (b) Maximum (c) Word component
izontalness in width within with extended as-
the upper zone the region cendant and de-
due to extended R, to Ry. scendant.
ascendant.

Figure 15. Illustration of features F5 and F6.

whole component was considered for area calculation. But this feature value may
be higher for the component of DNS class due to extended ascendant and/or de-
scendant as shown in Figure 15(c). For this reason, we have modified the feature
value of F6 by considering only the area of interest, i.e. the area within the region
R; to R4 only. Due to the same reason, the feature value of F7 i.e. number of
data pixels is also calculated only within the region R> to R4. Higher the value of
feature F7 more is the possibility of the component belonging to the class SF. Sim-
ilarly, high value feature F8 implies more prominent and continuity of the Matra
i.e. component will be a member of the SF class.

Again, due to cursive handwriting or discontinuity of Matra, the value of feature
F9 may be lower for the components that need to be segmented further. That is
why we have also taken feature F10 that gives the width of the component in the
middle zone, i.e. vertical projection of the components within R, to R4 along R,
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Figure 16. Illustration of feature F11 (rectangular region indicates a cluster of segmenta-
tion points).

(central Matra row).

Feature F11 is the number of segmentation-point cluster. Often a component
gets segmented to generate multiple, close segmentation points on the Matra re-
gion (Selection of Matra and segmentation point is discussed in Sections 5.4 and
5.5). Using 8-way connectivity, we have identified cluster of such segmentation
points and the number such clusters is considered as a feature value. More is
the number of clusters, higher is chance of the component classified as SF class.
In the previous work [18], the number of segmentation-points was considered as
feature. But more number of segmentation points may not always imply that the
component needs to be segmented further. This is illustrated in Figure 16(a) and
(b). Though Figure 16(b) contains more number of segmentation points than Fig-
ure 16(a) but the component in Figure 16(b) does not require further segmentation.
To compute feature F11, potential segmentation points in the region R; to R3 of
connected components are to be determined first.

5.4 Determination of Matra Pixels Using a Fuzzy Membership Function
and Horizontalness Feature for SF Components

The boundary between the sets of Matra pixels and non-Matra pixels in the region
R to Rj3 is not distinct in practice. The black pixels lying over the line R, have
got strongest membership to the set of Matra pixels. As they are away on both
sides of the line R;, their degree of belongingness to the set diminishes, as shown
in Figure 17(a), through a membership function pyarra (¥). The exact expression
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of umarra (X) is shown below:

1
MMATRA (X) = ————— (D
1+ [27€]

where ¢ (= R;) denotes the center of the function, shown in Figure 17(a), and ‘a’
and ‘b’ are parameters of the equation. The value of ‘a’ is chosen as |R; — Ry |/2
for upper side of R; and for lower side of R; it is chosen as |Ry — R3|/2. The
value of ‘b’ is chosen as 1.

To finally determine whether a black pixel in region R; to R3 is a Matra pixel,
the product of the horizontalness [18] of the black line segments, on which the
pixel lies, and its ppatra Value is computed. If the product exceeds the average
value of all such products for all black pixels in the region R; to Rj3 then the
pixel is finally considered as Matra pixel here. All such Matra pixels constitute the
Matra region.

5.5 Determination of Potential Segmentation Points Using Two Fuzzy
Membership Functions for SF Components

Potential segmentation points are basically Matra pixels, across which the compo-
nent is to be fragmented vertically if it falls in the SF category. They are basically
candidates for segmentation points until classification of the segment in SF class
is completed. Potential segmentation points usually lie on the column positions
along which the values of black pixel count are less. The less is the value of the
black pixel count along the column position of a Matra pixel the higher is the de-
gree of belongingness of the pixel to the class of potential segmentation points. To
simulate this, a membership, (41, as shown in Figure 17(b), is introduced here. The
equation to this function is

1
n1 :—}21; for x > 0. 2)

1+ | X<

The values of parameters a, b, ¢ are chosen as follows: ¢ = 0,b = 1,a = WM,
where WM is the maximum vertical width of the Matra region, defined in Sec-
tion 5.4. To ascertain a Matra pixel as a potential segmentation point, its distance
from the line R, is considered here. The less is the distance the higher is its degree
of belongingness to the set of potential segmentation points. Ideally, it would be
on R;. On this basis, another membership function p,, is introduced here. The
function is shown in Figure 17(c). The values of the parameters of j, are same as
that of MUMATRA -
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Figure 17. The membership functions for determination of potential segmentation points.

To decide about whether a Matra pixel in region R| to R3 would be a potential
segmentation point, the average of | and u, values are computed. If the average
exceeds the mean of averages for all the Matra pixels in the region R; to R3 then
the said pixel is to be considered as a potential segmentation point. Feature F11,
mentioned in Section 5.3, represents the total number clusters of all such pixels
which are identified as potential segmentation points.

5.6 Identification of Actual Segmentation Points in the SF Components

For determination of actual segmentation points for SF components, there is al-
ways a trade-off between under/over segmentation of word images. In the current
work, we have attempted to optimize between the two, with minimum loss of in-
formation. The issue of segmentation also becomes difficult in the presence of
ascendants in the upper zone of the word component. For this reason, we have
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further designed algorithm-steps to identify a single column for segmentation on
the Matra region.

As already mentioned that the use of the fuzzy features often generate multi-
ple, neighboring segmentation points along the Matra region. We have identified
the cluster of such segmentation points using 8-neighbors CCL algorithm as illus-
trated in feature F11 selection. It may be observed from Figure 16(a) that actual
segmentation points should not involve all the potential segmentation points in the
cluster, rather focus on only the pixels that optimally separate the connected parts
into different characters (or their sub-parts) of the word image.

Selection of points which accurately segment the word components (sub-parts)
into their constituent characters or sub-parts is a challenging issue. In case of
poor selection of such points, over-segmentation may occur during the segmenta-
tion process. As a result of these, characters of their sub-parts may be internally
broken/segmented, leading to loss of information.

In the light of the above facts, we have selected the actual (more accurate) seg-
mentation points from each cluster of segmentation points in the current work.
There are two primary decisions to be taken for this purpose, firstly, selection of
the row-boundaries for segmentation along specific columns on the Matra region
and secondly, identification of the segmentation columns in each segmentation-
cluster.

The algorithmic steps involved in this process are given below:

1. Check whether there is any ascendant in the word component under consid-
eration. Estimation of the height of upper zone of the component does the
checking. If the height of the said zone is exceeding some adaptively tuned
threshold value (0.2 * (R4 — R»)), then it can be said that component has an
ascendant part in the upper zone.

2. In either of the cases, the generated potential segmentation points are clus-
tered and uniquely labeled using 8-way CCL algorithm. For each cluster, the
following technique is applied to determine the segmentation column along
which we can segment the word component under consideration:

A) If there is no ascendant in the word component under consideration; cal-
culate the sum of number of data pixels, Matra pixels and segmentation-
point pixels for each column in the region from R; to (R3 — R»)/2.
Otherwise, calculate the same for each column in the region from (R, —
Ry)/2t0 (R2 + (R3 — R2)/2).

B) Consider the column for segmentation within the estimated region (row
boundaries), which has the minimum sum, as calculated in step A.
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Once the word components are segmented into constituent character or their
sub-parts, again 8-way CCL algorithm is applied to separate each such word com-
ponent. Finally, such segmented components will be considered for recognition as
meaningful characters.

6 Experimental Results

6.1 Word Extraction

The data set of the Bangla script handwritten document images, which is used in
our word extraction process, is available freely at http://code.google.com/
p/cmaterdb. CMATERdb [33] is a pattern recognition database repository cre-
ated at the “Center for Microprocessor Application for Training Education and
Research” (CMATER) laboratory, Jadavpur University, India. CMATERdb]1.1.1
is the Bangla script handwritten document database which contains 100 pages in
its first version. In the ground truth data of the same, called CMATERgt1.1.1, the
successive text lines are colored differently by applying an already developed text
line extraction technique [34]. The possible errors that might have been gener-
ated in this process are corrected by a software tool called “GT Gen 1.1” which
has also been developed at CMATER laboratory and freely available at http://
code.google.com/p/cmaterdb. The description of the said database and the
performance of the present word extraction methodology on it are shown in Ta-
ble 2.

For manual evaluation of the Success Rate (SR) of word extraction technique,
we have considered two types of errors, viz. under-segmented word and over-
segmented word. If a single word component is erroneously broken down into
two/more words, as shown in Figure 18, it is considered as an over-segmentation

Number of document images (Page) 100
Total number of words present (T) 15730
Average word width (in pixel) 179.13
Average word height (in pixel) 68.06
Total number of words extracted correctly | 13530
Under-segmented words (U) 1256
Over-segmented words (O) 944
Average SR 86.01%

Table 2. Detail description of the experimental results on CMATERdb1.1.1 database.


http://code.google.com/p/cmaterdb
http://code.google.com/p/cmaterdb
http://code.google.com/p/cmaterdb
http://code.google.com/p/cmaterdb
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Figure 18. An illustration of over-segmented word image: error is highlighted with dotted
circular region.

error. Similarly, if two/more words are recognized as a single word, as shown
in Figure 19, then it is considered as an under-segmentation error. In both the
cases, such extracted words are also treated as wrongly extracted words. The
total number of under-segmented and over-segmented words is considered in the
estimation of the SR of the word extraction technique. More specifically,

SR = (T — (0 + U)) = 100)/ T, (3)

where

O =number of over-segmented words,
U =number of under-segmented words,
T =number of actual words present in the document page.

Analysis of Erroneous/Successful Cases

Out of the 100 document images processed, we have extracted 90 percent or more
words successfully in 55 document images. In some of the images, SR is very poor
due to the handwriting style. In these images either the average spacing between
words of the text lines is very small or the writing style is cursive which has led to
under-segmentation of the words.

Careful observation shows that the under-segmentation errors in the document
in Figure 20, marked by dotted circular regions, are occurred as the consecutive
words are connected or inter-word spacing is very less (see the first text line seg-
ment in Figure 20). In Figure 21, handwriting style is cursive with long strokes
which makes inter-word spacings inconsistent. This results in under-segmentation
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Figure 19. Anillustration of under-segmented word image: error is highlighted with dotted
circular region.
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Figure 20. Example of error case: errors are highlighted with dotted circular regions.

of word images in the text lines. Figure 22 shows successfully extracted word
images, by the present technique, on a sample document image. SR achieved by
the present word extraction technique, using equation (3), on the said database is
86.01%.

6.2 Character Segmentation

The dataset, used for the experimentation of the character segmentation technique,
consists of 750 handwritten Bangla word images. We have randomly selected
this dataset from the CMATERdb]1.1.1. The different improvements, in character
segmentation, obtained by the present technique over our earlier techniques [17,
18] are discussed below.
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Figure 21. Example of error case: errors are highlighted with dotted circular regions.

Improvement in Zone Boundary Selection

In the determination of upper boundary of the middle zone i.e. R;, our present
technique produces better result, which is demonstrated with few Bangla word
images as shown in Figure 23. Figure 23(a) and (b) show the results obtained for
the same with techniques discussed in [18] and the current one respectively.

Improvement in the Classification of the Word Components into SF and
DNS Components

In the first stage, to classify the connected segments into one of the two classes,
namely, SF and DNS, a pre-selection procedure of obvious SF and DNS compo-
nents is followed and rest of the components are sent to an MLP based classi-
fier designed with Back Propagation (BP) learning algorithm. For preparation of
the training and the test sets, a collection of 9000 of such connected segments of
Bangla word images is formed. For 3-fold cross validation of results, the original
dataset is divided into three equal mutually disjoint parts. For each fold of the
test set, the corresponding training set is formed with the rest of the dataset. Thus
three pairs of the test and the training sets are formed for three fold cross validation
of results. In each of these pairs, the training and the test sets are of sizes 6000
samples and 3000 samples respectively.

For the present work, a single layer MLP, i.e., an MLP with one hidden layer
is chosen. To design an MLP for classification of word components, several runs
of BP algorithm with learning rate (n) = 0.8 and momentum term (o) = 0.7 are
executed with different number of neurons in its hidden layer.
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Figure 22. Successfully extracted word images by the present technique on a sample
document image.

The recognition performances of our present classification schema for SF and
DNS for the 3-folds are 93.4%, 92% and 92.7%. Finally, the average success
rate of these three sets of experiments is computed as 92.7%, whereas result for
classification of these components described in [18] gives the average success rate
as 87.5%. Table 3 shows the comparative results for the classification of SF and
DNS components. The entries in the table represents success rate in percentage.
The quantity in brackets represents the number of hidden layer neurons.

Figures 24(a)—(e) illustrates some sample images classified by our SF/DNS
classification schema. Figure 24(a) shows an example of DNS class component
which is classified properly. Similarly, Figure 24(b) and Figure 24(c) show two
sample images of SF class components which are classified correctly. Figure 24(d)
and Figure 24(e) show two sample images of DNS class components which are
misclassified as SF class components by our SF/DNS classification technique.
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Figure 23. Comparison of the techniques for the detection of the starting row of middle
zone i.e. R,.

Test Set | Train Set By the technique | By the present technique
described in [18]

Fold 1 Fold 2 + Fold 3 88.53% (18) 93.40% (16)

Fold2 | Fold 1 4 Fold 3 87.07% (10) 92.00% (14)

Fold3 | Fold 1 4 Fold 2 86.90% (12) 92.70% (14)

Table 3. Comparison chart for classification of SF and DNS components.

S nd Y™

(2) (b) (©) (d) (e)

Figure 24. Some of the correctly classified and misclassified test samples: (a) successfully
classified into DNS class; (b) and (c) successfully classified into SF class; (d) and (e) DNS
components misclassified into SF class.

Improvement in the Segmentation of Word Images

The segmentation technique is applied to generate actual segmentation points of
the SF class components. Figure 25(a) and Figure 26(a) show two sample word
images considered for our experiment. Figure 25(b) and Figure 26(b) show corre-
sponding segmentation results using the technique reported in [17] where SF and
DNS classification algorithms are not applied. Similarly, Figure 25(c) and Fig-
ure 26(c) show the segmentation results after applying SF and DNS classification
scheme, described in [18]. Finally, Figure 25(d) and Figure 26(d) show the results
after applying the present work. From Figure 25(d) it is evident that the present
character segmentation technique segments the word correctly, with minimal loss
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(a) Original word image (b) Segmentation result using (c) Segmentation result using (d) Segmentation result
technique reported in [17] technique described in [18] using present technique

Figure 25. Segmentation results on a sample word image is shown, after applying segmen-
tation techniques described in [17,18] and the current one (circular regions indicate under-
segmentation errors and rectangular regions indicate over-segmentation error), showing
the superiority of the current technique over the previous works.
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(a) Original word image (b) Segmentation result using | (c) Segmentation result using (d) Segmentation result
technique reported in [17] technique described in [18] using present technique

Figure 26. An under-segmentation error of the current work is shown in (d), despite
improvements with respect to earlier works [17, 18] (circular regions indicate under-
segmentation errors and rectangular region indicates over-segmentation error).

Number | Number of actual | Work Number of com- | Success
of words | components present | Reference ponents produced | Rate (%)
[17] 3249 85.07
750 3819 [18] 3404 89.13
Current Work 3532 92.48

Table 4. A comparative description of the present character segmentation technique with
our earlier works.

of information, in comparison to our earlier techniques [17, 18]. Figure 26(d)
shows a failure case (over segmentation) of the present technique, which improves
but not completely eliminates segmentation errors generated by our previous tech-
niques.

The overall character segmentation accuracy on the 750 handwritten Bangla
word images, is evaluated as 92.48%, where as the techniques defined in [17]
and [18] give success rate of 85.07% and 89.13% respectively on the same dataset.
The comparison chart has been depicted in Table 4.
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7  Conclusion

OCR of any handwritten/printed documents involves various stages ranging from
scanning of the document to get its digital image, text line extraction, word ex-
traction, character segmentation to the character recognition. In this paper, two
important stages of OCR system viz., word extraction and character segmentation
from the handwritten Bangla document images are reported.

At first, a modified RLSA technique, called SRLSA, is applied for the extrac-
tion of words of the unconstrained handwritten Bangla text document. We have
successfully applied our SRLSA technique on the Bangla handwritten document
image database CMATERdD1.1.1. This technique has helped us to overcome some
of the drawbacks of standard horizontal and vertical RLSA techniques in word
extraction procedure. In future, we would like to refine our word extraction tech-
nique by including a few more characteristics of the handwritten word images to
get better results from the cursive handwritten document images.

In the second part of the work, we have presented a practical solution to the
problem on how best word images of handwritten Bangla script can be segmented
into constituent characters. Moreover, the technique can segment the words having
discontinuity in Matra. It also optimizes the trade-off between under/over segmen-
tation as Matra region and segmentation point clusters are estimated correctly. As
a result, better word segmentation accuracy is achieved with minimal data loss.
This character segmentation methodology may be also applied on the other Matra-
based scripts, viz., Devanagri, Gurmukhi etc. However, there are further scopes
of improvements of the present technique. An iterative implementation of the
present technique, along with the existing segmentation algorithm, or designing
more precious feature set for MLP may further improve the overall segmentation
performance of handwritten Bangla word images in future. By varying the clas-
sifier or combining the results of the different classifiers, the improvement of the
present technique is also possible.

We are also working on the incorporation the other Matra based scripts in the
databases in which our techniques could be applied successfully. The work as a
whole can be considered as a significant contribution towards the development of
a computer OCR system for handwritten Bangla text document.
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