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April 22, 2019

Abstract

In this paper, we study the large–time behavior of a numerical scheme discretizing drift–

diffusion systems for semiconductors. The numerical method is finite volume in space,

implicit in time, and the numerical fluxes are a generalization of the classical Scharfetter–

Gummel scheme which allows to consider both linear or nonlinear pressure laws.

We study the convergence of approximate solutions towards an approximation of the ther-

mal equilibrium state as time tends to infinity, and obtain a decay rate by controlling the

discrete relative entropy with the entropy production. This result is proved under assump-

tions of existence and uniform-in-time L∞ estimates for numerical solutions, which are then

discussed. We conclude by presenting some numerical illustrations of the stated results.

1 Introduction

The Van Roosbroeck’s drift–diffusion system is a fundamental model for the mathematical
description and numerical simulation of semiconductor devices. It consists of two parabolic
convection–diffusion–reaction equations for the carrier densities (electrons and holes), and a Pois-
son’s equation for the electrostatic potential. Global existence and uniqueness results have been
obtained for this model under natural assumptions [12, 14, 35]. Moreover, this system is shown
to be dissipative. Indeed, it admits a Lyapunov functional, which may be physically interpreted
as an energy. Furthermore, it has been proved using this energy functional that the solution of
the Van Roosbroeck system converges at an exponential rate to the thermal equilibrium state if
the boundary conditions are in thermal equilibrium [13, 15].

The classical drift–diffusion model is based on Boltzmann statistics. More precisely, it means
that the statistical distribution function describing the dependence of the carrier densities on
the chemical potentials is the exponential function. However, this choice may fail to describe
relevantly the physical reality in some cases (for example in case of high carrier densities).Then
other statistics have to be considered, like Fermi-Dirac statistics for instance [15]. This leads
to a modification of the diffusive terms, which become nonlinear. Existence and uniqueness
of weak solutions to a nonlinear drift-diffusion model have been proved in [24]. Dissipativity
and convergence to the thermal equilibrium for large time have also been established for this
generalized model [26]. Let us underline that more recently, driven by applications like organic
semiconductors, there is an increased interest in drift–diffusion models with arbitrary statistical
distribution functions [11, 40].
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From a numerical point of view it is essential to consider numerical schemes which preserve
the main qualitative properties of the continuous system, such as positivity of the densities,
dissipativity and consistency with thermal equilibrium. In the case of Boltzmann statistics, the
Scharfetter–Gummel scheme [23, 38] is widely used. It exploits the exponential dependence on
the chemical potential and allows to recover the correct large time behavior. Various extensions
of the Scharfetter–Gummel scheme have been suggested to account the diffusion enhancement
induced by non Boltzmann statistics [25, 37, 39]. Unfortunately, they are not thermodynamically
consistent. More recently, a consistent generalization in the spirit of the original Scharfetter–
Gummel scheme was proposed [9] and applied to simulate organic semiconductors’ behavior
[28, 29]. This method leads to solve a nonlinear boundary value problem at each interface.

In this paper, we preferentially focus on another extension of the Scharfetter–Gummel scheme
using a proper average of the nonlinear diffusion [3] which guarantees thermodynamic consistency.
An alternative interpretation of this scheme is given in [30] and applied to a very general class of
statistical distribution functions arising in organic semiconductors modeling. Here our aim is to
study the large–time behavior of an implicit in time and finite volume in space discretization of
the drift–diffusion system, with a Scharfetter–Gummel approximation of the convection–diffusion
fluxes. Our proof is based on the entropy–dissipation method [1]. This point of view was already
adopted in several articles [7, 13, 18, 19, 20]. The crucial point to obtain an exponential decay
rate of the approximate solutions towards the equilibrium is the control of the relative entropy
by the entropy production. The choice of Scharfetter–Gummel type fluxes for the discretization
of the convection–diffusion fluxes is essential at this step.

1.1 The drift–diffusion system and the thermal equilibrium

Let Ω be an open bounded subset of Rd (d ≥ 1) corresponding to the geometry of a semiconductor
device and T > 0. This device can be described by the so-called drift–diffusion system. This
system consists of two continuity equations for the electron density N and the hole density P ,
and a Poisson equation for the electrostatic potential Ψ. It writes for all (x, t) ∈ Ω× [0, T ]:

∂tN + div(µN (−∇r(N) +N∇Ψ)) = −R(N,P ), (1)

∂tP + div(µP (−∇r(P ) − P∇Ψ)) = −R(N,P ), (2)

−λ2∆Ψ = P −N + C. (3)

The given function C(x) is the doping profile describing fixed background charges. The dimen-
sionless physical parameters µN , µP and λ are the rescaled mobilities of electrons and holes, and
the rescaled Debye length respectively. The definition of r depends on the statistics chosen to
describe the relation between the densities and the chemical potentials. The usual considerations
on which the isentropic hydrodynamic model are based suggest a pressure of the form:

r(s) = sα, α ≥ 1.

The linear case, where α = 1, is the isothermal model, corresponding to Boltzmann statistics.
The system (1)–(3) is supplemented with initial conditions:

N(x, 0) = N0(x), P (x, 0) = P0(x), x ∈ Ω, (4)

and with mixed boundary conditions: Dirichlet boundary conditions on the ohmic contacts
and homogeneous Neumann boundary conditions on the insulated boundary segments. More
precisely, the boundary ∂Ω is split into ∂Ω = ΓD ∪ ΓN with ΓD ∩ ΓN = ∅, and the boundary
conditions write:

N(γ, t) = ND(γ), P (γ, t) = PD(γ), Ψ(γ, t) = ΨD(γ), (γ, t) ∈ ΓD × [0, T ], (5)
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(∇r(N) · ν)(γ, t) = (∇r(P ) · ν)(γ, t) = (∇Ψ · ν)(γ, t) = 0, (γ, t) ∈ ΓN × [0, T ], (6)

where ν is the unit normal to ∂Ω outward to Ω. In this paper, we assume that the mobilities are
constant and equal: µN = µP = 1, and we need the following general assumptions:

Hypotheses 1. The domain Ω is an open bounded polygonal (or polyhedral) subset of Rd (d ≥ 1)
and ∂Ω = ΓD ∪ ΓN , with ΓD ∩ΓN = ∅ and m(ΓD) > 0. The doping profile C belongs to L∞(Ω).
The boundary conditions ND, PD and ΨD are traces of some functions defined on the whole
domain Ω, still denoted by ND, PD and ΨD. Furthermore, we assume that

N0, P0 ∈ L∞(Ω), (7)

ND, PD ∈ L∞ ∩H1(Ω), ΨD ∈ H1(Ω), (8)

∃M > 0, m ≥ 0 such that m ≤ N0, P0, N
D, PD ≤ M a.e. on Ω. (9)

For the drift–diffusion model with linear pressure r = Id, the recombination–generation rate
can usually be written under the following form [32]:

R(N,P ) = R0(N,P )(NP − 1). (10)

This general form includes in particular the Shockley–Read–Hall term:

RSRH(N,P ) =
NP − 1

τPN + τNP + τC
, τP , τN , τC > 0,

or the Auger recombination:

RAU = (CNN + CPP )(NP − 1).

In the case of a nonlinear pressure, the Shockley–Read–Hall term cannot be taken anymore. Some
recent works about organic electronic devices (see [22] for instance) include several propositions
for the modeling of generation and recombination processes in the nonlinear case. However, this
leads to highly nonlinear and intricate source terms, and we choose to consider either the linear
case with R defined by (10), or the nonlinear case with R = 0. More precisely, we will need to
assume that either

Hypotheses 2.

r = Id, (11)

R(N,P ) = R0(N,P )(NP − 1), with R0 continuous and nonnegative, (12)

NDPD = 1, (13)

or

Hypotheses 3.

r ∈ C1(R), r(0) = r′(0) = 0, r′(s) ≥ c0s
α−1, α > 1, (14)

R = 0. (15)

Existence and uniqueness of weak solutions to the drift–diffusion system have been studied in
[12, 14, 35] for the isothermal model, whereas the nonlinear case is considered in [24]. The large
time behavior of the isothermal drift–diffusion system (1)–(6) has been studied in [13]. It has
been proven that the solution to the transient system converges to the thermal equilibrium state
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as t → +∞ if the boundary conditions (5) are in thermal equilibrium. This result was extended
to the degenerate case with nonlinear diffusivities in [26].
More precisely, the thermal equilibrium is a particular steady–state for which electron and hole
currents vanish, namely

−∇r(N) +N∇Ψ = −∇r(P )− P∇Ψ = 0.

The existence of a thermal equilibrium has been studied in the case of a linear pressure in [32, 34]
and in the nonlinear case in [33]. Let us introduce the enthalpy function h defined by:

h(s) =

∫ s

1

r′(τ)

τ
dτ,

and the generalized inverse g of h, defined by:

g(s) =

{

h−1(s) if h(0+) < s < ∞,
0 if s ≤ h(0+),

where we have implicitly assumed that h(+∞) = +∞. In the isothermal case, we simply have
h = log and g = exp.
If the Dirichlet boundary conditions satisfy ND, PD > 0 and

h(ND)−ΨD = αN and h(PD) + ΨD = αP on ΓD, (16)

the thermal equilibrium is defined for x ∈ Ω by:

−λ2∆Ψeq = g(αP −Ψeq)− g(αN +Ψeq) + C, (17)

Neq = g(αN +Ψeq), (18)

P eq = g(αP − Ψeq), (19)

with the boundary conditions (5)–(6).
As mentioned in Hypotheses 2, we furthermore assume in the linear case that the Dirichlet
boundary conditions satisfy the mass action law (13): NDPD = 1. At the thermal equilibrium,
R(Neq, P eq) = 0 must hold, which implies in view of the form of R (12) that NeqP eq = 1, and
finally that αN + αP = 0.
The proof of convergence to the thermal equilibrium is based on the entropy method, described
for instance in the review paper [1]. This method consists of looking for a nonnegative Lyapunov
functional, called entropy, and its nonnegative production, connected within an entropy–entropy
production estimate. It provides the convergence in relative entropy of the evolutive solution
towards the equilibrium state. Moreover, if the relative entropy is controlled with the entropy
production, one can compute a convergence rate. This method has been widely applied to many
different systems ; see for instance [2] for Fokker–Planck type equations, or [6] for degenerate
parabolic problems.
Here the relative entropy functional is the deviation of the total energy (sum of the internal
energies for the electron and hole densities and the energy due to the electrostatic potential)
from the thermal equilibrium:

E(t) =

∫

Ω

(

H(N(t))−H(Neq)− h(Neq)(N(t) −Neq)

+H(P (t))−H(P eq)− h(P eq)(P (t) − P eq)

+
λ2

2
|∇(Ψ(t)−Ψeq)|2

)

dx, (20)
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with H(x) =
∫ x

1 h(s) ds, and the entropy production functional is given by

I(t) =

∫

Ω

(

N |∇(h(N)−Ψ)|2 + P |∇(h(P ) + Ψ)|2
)

dx

+

∫

Ω

R(N,P ) (h(N) + h(P )− h(Neq)− h(P eq)) dx. (21)

In the nonlinear case, we assume that R = 0, and then the last term of I(t) vanishes, whereas in
the linear case with recombination–generation rate of the form (12), we obtain that

I(t) =

∫

Ω

(

N |∇(log(N)−Ψ)|2 + P |∇(log(P ) + Ψ)|2
)

dx

+

∫

Ω

R0(N,P )(NP − 1) log(NP ),

where the last term is clearly nonnegative.
The entropy–entropy production inequality writes:

0 ≤ E(t) +

∫ t

0

I(s) ds ≤ E(0). (22)

Exponential decay towards the thermal equilibrium for the drift–diffusion model has been proved
in [14] for the Boltzmann statistics, and extended to the Fermi-Dirac statistics in [15]. In [13], the
long–time behavior of the model with magnetic field is studied. Large–time behavior of reaction–
diffusion systems for a finite number of charged species has been investigated in [16, 21, 20].
Finally, the convergence towards the thermal equilibrium state for the drift–diffusion system in
the nonlinear degenerate case is proved in [26], but without any rate.

1.2 Outline of the paper

The outline of the paper is as follows. In Section 2, we introduce the discrete framework. It in-
cludes the description of the considered numerical schemes as well as the definition of the discrete
relative entropy and the corresponding entropy production. We conclude this section by estab-
lishing a technical property of the generalized Scharfetter–Gummel fluxes in Lemma 1. Section
3 is devoted to the detailed proof of our main result, which is stated in Theorem 1. The decay of
numerical solutions towards the equilibrium is studied either under Hypotheses 2 corresponding
to the isothermal case with nonzero recombination–generation rate, or under Hypotheses 3 corre-
sponding to a rather general nonlinear pressure, without recombination–generation rate. We also
assume existence and uniform L∞ estimates for numerical solutions to establish the large–time
behavior of the scheme. These assumptions are then discussed in Section 4, where we distinguish
the nonlinear case from the isothermal case. It appears that the uniform-in-time L∞ estimates
needed to prove Theorem 1 are only obtained in the case of a zero doping profile. However in the
last section, we present some numerical results and observe an exponential convergence towards
a steady-state even when this condition is not satisfied.

2 Presentation of the discrete setting

2.1 Definition of the numerical schemes

In this subsection, we present the finite volume schemes for the time evolution drift–diffusion
system (1)–(6) and for the thermal equilibrium (17)–(19). The mesh M = (T , E ,P) of the
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domain Ω is given by a family T of open polygonal (or polyhedral in 3-D) control volumes, a
family E of edges (or faces), and a family P = (xK)K∈T of points. As it is classical in the finite
volume discretization of diffusive terms with two-points flux approximations, we assume that the
mesh is admissible in the sense of [10, Definition 9.1]. It implies that the straight line between
two neighboring centers of cells (xK , xL) is orthogonal to the edge σ = K|L.
In the set of edges E , we distinguish the interior edges σ = K|L ∈ Eint and the boundary edges
σ ∈ Eext. Within the exterior edges, we distinguish the Dirichlet boundary edges included in ΓD

from the Neumann boundary edges included in ΓN : Eext = ED
ext ∪ EN

ext. For a control volume
K ∈ T , we define EK the set of its edges, which is also split into EK = EK,int ∪ ED

K,ext ∪ EN
K,ext.

For each edge σ ∈ E , there exists at least one cell K ∈ T such that σ ∈ EK , which will be denoted
Kσ. In the case where σ = K|L ∈ Eint, Kσ can be either equal to K or L.
For all σ ∈ E , we define dσ = d(xK , xL) if σ = K|L ∈ Eint and dσ = d(xK , σ) if σ ∈ Eext, with
σ ∈ EK . Then the transmissibility coefficient is defined by τσ = m(σ)/dσ , for all σ ∈ E .
We assume that the mesh satisfies the following regularity constraint:

∃ξ > 0 such that d(xK , σ) ≥ ξ dσ, ∀K ∈ T , ∀σ ∈ EK . (23)

Let ∆t > 0 be the time step. We assume that there exists ∆tmax > 0 such that

0 ≤ ∆t ≤ ∆tmax. (24)

We set NT = E(T/∆t) and tn = n∆t for all 0 ≤ n ≤ NT . The size of the mesh is defined by
size(T ) = maxK∈T diam(K), and we denote by δ = max(∆t, size(T )) the size of the space–time
discretization.
A finite volume scheme for a conservation law with unknown u provides a vector uT = (uK)K∈T ∈
Rθ (with θ = Card(T )) of approximate values and the associate piecewise constant function, still
denoted uT :

uT =
∑

K∈T

uK1K ,

where 1K denotes the characteristic function of the cell K. However, since there are Dirichlet
conditions on a part of the boundary, we also need to define approximate values for u at the

corresponding boundary edges: uED = (uσ)σ∈ED
ext

∈ RθD

(with θD = Card(ED
ext)). Therefore,

the vector containing the approximate values both in the control volumes and at the Dirichlet
boundary edges is denoted by uM = (uT , uED). We denote by X(M) the set of the discrete
functions uM and by X0(M) the subset of X(M) of the functions vanishing at the boundary
ΓD: uM = (uT , 0ED).

For any vector uM = (uT , uED), we define for all K ∈ T and all σ ∈ EK

uK,σ =







uL if σ = K|L ∈ EK,int,
uσ if σ ∈ ED

K,ext,

uK if σ ∈ EN
K,ext,

and
DuK,σ = uK,σ − uK , Dσu = |DuK,σ|.

We can now define the discrete L2 norm and the discrete H1-seminorm | · |1,M on X(M) by

|uM|21,M =
∑

σ∈E

τσ(Dσu)
2, ∀uM ∈ X(M),

‖uM‖20,M = ‖uT ‖20 =
∑

K∈T

m(K)(uK)2, ∀uM ∈ X(M),
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where ‖ · ‖0 is the classical L2 norm for piecewise constant functions.
Let us recall in Proposition 1 the discrete counterpart of the Poincaré inequality for piecewise

constant functions. We refer to [4, Theorem 4.3] for a proof of this result in the case of mixed
boundary conditions.

Proposition 1. Let Ω be an open bounded polyhedral domain of Rd (d ≥ 1) and ∂Ω = ΓD ∪ ΓN

with ΓD ∩ ΓN = ∅ and m(ΓD) > 0. Let M = (T , E ,P) an admissible finite volume mesh of Ω
which satisfies (23). There exists a constant CP depending only on Ω such that

‖uM‖0,M ≤ CP

ξ1/2
|uM|1,M ∀uM ∈ X0(M). (25)

The scheme for the transient model. We have to define at each time step 0 ≤ n ≤ NT

the approximate solution un
T = (un

K)K∈T for u = N, P, Ψ and the approximate values at the
boundary un

ED = (un
σ)σ∈ED

ext
(which in fact does not depend on n since the boundary data do not

depend on time). First of all, we discretize the initial and boundary conditions:

(

N0
K , P 0

K

)

=
1

m(K)

∫

K

(N0(x), P0(x)) dx, ∀K ∈ T , (26)

(

ND
σ , PD

σ ,ΨD
σ

)

=
1

m(σ)

∫

σ

(

ND(γ), PD(γ),ΨD(γ)
)

dγ, ∀σ ∈ ED
ext, (27)

and we define

Nn
σ = ND

σ , Pn
σ = PD

σ , Ψn
σ = ΨD

σ , ∀σ ∈ ED
ext, ∀n ≥ 0. (28)

Then, we consider a backward Euler in time and finite volume in space discretization of the
drift–diffusion system (1)–(3). The scheme writes:
∀K ∈ T , ∀n ≥ 0,

m(K)
Nn+1

K −Nn
K

∆t
+
∑

σ∈EK

Fn+1
K,σ = −m(K)R(Nn+1

K , Pn+1
K ), (29)

m(K)
Pn+1
K − Pn

K

∆t
+
∑

σ∈EK

Gn+1
K,σ = −m(K)R(Nn+1

K , Pn+1
K ), (30)

− λ2
∑

σ∈EK

τσDΨn
K,σ = m(K)(Pn

K −Nn
K + CK). (31)

It remains to define the numerical fluxes Fn+1
K,σ and Gn+1

K,σ which are approximations of
∫

σ

(−∇r(N) +N∇Ψ) · νK,σ and

∫

σ

(−∇r(P )−P∇Ψ) · νK,σ on the interval [tn, tn+1). We choose

to discretize simultaneously the diffusive part and the convective part of the fluxes. In the linear
case r = Id, we use the classical Scharfetter–Gummel fluxes. For all K ∈ T , for all σ ∈ EK , we
set:

Fn+1
K,σ = τσ

[

B
(

−DΨn+1
K,σ

)

Nn+1
K −B

(

DΨn+1
K,σ

)

Nn+1
K,σ

]

, (32)

Gn+1
K,σ = τσ

[

B
(

DΨn+1
K,σ

)

Pn+1
K −B

(

−DΨn+1
K,σ

)

Pn+1
K,σ

]

, (33)

where B is the Bernoulli function defined by

B(0) = 1 and B(x) =
x

exp(x) − 1
∀x 6= 0. (34)
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These fluxes, introduced in [23, 38], are widely used to approximate the drift–diffusion system
in the linear case. They are second order accurate in space [31] and they preserve steady–states.
In [13], the dissipativity of the implicit Scharfetter–Gummel scheme is proved. A proof of the
exponential decay of the free energy to its equilibrium value is given in [20] for an implicit time
discretization of electro–reaction–diffusion problems, and this result is extended to a fully discrete
problem in [18, 19]. In [17], some bounds for discrete steady–states solutions obtained with the
Scharfetter–Gummel scheme are established. Moreover, a discrete analog of the entropy–entropy
production inequality (22) is proved in [8], yielding the long–time behavior of the Scharfetter–
Gummel scheme for the linear drift–diffusion system.

In the case of a nonlinear pressure function r satisfying (14), we use a generalization of the
Scharfetter–Gummel fluxes defined in [3]. For all K ∈ T , for all σ ∈ EK , we set:

Fn+1
K,σ = τσ dr(N

n+1
K , Nn+1

K,σ )

[

B

(

−DΨn+1
K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

Nn+1
K (35)

−B

(

DΨn+1
K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

Nn+1
K,σ

]

,

Gn+1
K,σ = τσ dr(P

n+1
K , Pn+1

K,σ )

[

B

(

DΨn+1
K,σ

dr(Pn+1
K , Pn+1

K,σ )

)

Pn+1
K (36)

−B

(

−DΨn+1
K,σ

dr(Pn+1
K , Pn+1

K,σ )

)

Pn+1
K,σ

]

,

where

dr(a, b) =















h(b)− h(a)

log(b)− log(a)
if a, b > 0, a 6= b,

r′
(

a+ b

2

)

elsewhere.
(37)

This particular choice of dr ensures the preservation of the thermal equilibrium at the discrete
level, which is crucial to have a good long time behavior. We notice that in the isothermal
case r = Id, we recover exactly the classical Scharfetter–Gummel fluxes (32) and (33). These
fluxes were also generalized to a larger class of statistical distribution functions arising in organic
semiconductors modeling [30].

Other extensions of the Scharfetter–Gummel scheme have been proposed. A scheme valid in
the case where both convective and diffusive terms are nonlinear is studied in [9] and applied
to organic semiconductors models in [28, 29], but this method leads to solve a nonlinear elliptic
problem at each interface. We also mention [25, 27] where fluxes (35)–(36) are considered, but
with another definition of dr which does not allow to preserve the thermal equilibrium at the
discrete level. A finite volume scheme preserving the long–time behavior of the solutions of the
nonlinear drift–diffusion model is introduced in [7], and the convergence of this scheme towards
the equilibrium state is proved, based on the control of the discrete energy production.

The scheme for the thermal equilibrium. We compute an approximation of the thermal
equilibrium (Neq

T , P eq
T ,Ψeq

T ) defined by (17)–(19) with the following finite volume scheme: ∀K ∈
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T ,

−λ2
∑

σ∈EK

τσDΨeq
K,σ = m(K) (g(αP −Ψeq

K )− g(αN +Ψeq
K ) + CK) , (38)

Neq
K = g(αN +Ψeq

K ), (39)

P eq
K = g(αP − Ψeq

K ). (40)

Existence and uniqueness of solution to this nonlinear scheme is studied in [7]. L∞ estimates on
Ψeq

T are also established in [7]. Due to (39) and (40), they imply lower and upper bounds on Neq
T

and P eq
T . The lower bound is positive in the linear case and in the case of Fermi-Dirac statistics

(see [15]) but it may vanish in the general nonlinear case. We assume in what follows that this
lower bound is positive.

The discrete entropy and entropy production. For n ∈ N, the discrete relative entropy
functional is defined by:

E
n =

∑

K∈T

m(K) (H(Nn
K)−H(Neq

K )− h(Neq
K )(Nn

K −Neq
K )

+H(Pn
K)−H(P eq

K )− h(P eq
K )(Pn

K − P eq
K ))

+
λ2

2
|Ψn

M −Ψeq
M|21,M (41)

and the discrete entropy production functional is defined by:

I
n =

∑

σ∈E
(K=Kσ)

τσ

[

min(Nn
K , Nn

K,σ) (Dσ(h(N
n)−Ψn))

2

+ min(Pn
K , Pn

K,σ) (Dσ(h(P
n) + Ψn))

2
]

+
∑

K∈T

m(K)R(Nn
K , Pn

K) [h(Nn
K) + h(Pn

K)− h(Neq
K )− h(P eq

K )] , (42)

where
∑

σ∈E
(K=Kσ)

means a sum over all the edges σ ∈ E and K inside the sum is replaced by Kσ

(therefore σ is an edge of the cell K = Kσ).
As already mentioned in the continuous framework, the last term in the definition of In is

reduced to zero in the nonlinear case where R = 0 and is nonnegative in the linear case with a
recombination–generation rate under the form (12).

2.2 Properties of the numerical fluxes

In Section 3, we study the large time behavior of the approximate solution by adapting the
entropy–dissipation method to the discrete level. We start by establishing a lemma which will
be useful to prove the discrete counterpart of (22). It is a generalization to the nonlinear case of
Corollary A.2 in [5].
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Lemma 1. For all K ∈ T and all σ ∈ EK , the fluxes Fn+1
K,σ and Gn+1

K,σ defined by (35) and (36)
satisfy:

Fn+1
K,σ D

(

h(Nn+1)− Ψn+1
)

K,σ
≤ (43)

− τσ min(Nn+1
K , Nn+1

K,σ )
(

Dσ

(

h(Nn+1)−Ψn+1
))2

,

Gn+1
K,σ D

(

h(Pn+1)+ Ψn+1
)

K,σ
≤ (44)

− τσ min(Pn+1
K , Pn+1

K,σ )
(

Dσ

(

h(Pn+1) + Ψn+1
))2

.

Proof. We focus on the proof of (43) because (44) will be proved in the same way, replacing N
by P and Ψ by −Ψ. Let us define

Rn+1
K,σ = Fn+1

K,σ D
(

h(Nn+1)−Ψn+1
)

K,σ

+ τσ min(Nn+1
K , Nn+1

K,σ )
(

Dσ

(

h(Nn+1)−Ψn+1
))2

= D
(

h(Nn+1)−Ψn+1
)

K,σ

×
(

Fn+1
K,σ + τσ min(Nn+1

K , Nn+1
K,σ )D

(

h(Nn+1)−Ψn+1
)

K,σ

)

.

Our aim is to prove that Rn+1
K,σ ≤ 0. We may write:

D
(

h(Nn+1)−Ψn+1
)

K,σ
=

dr(Nn+1
K , Nn+1

K,σ )

(

Dh(Nn+1)K,σ

dr(Nn+1
K , Nn+1

K,σ )
−

DΨn+1
K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

.

Using the fact that x = B(−x)−B(x) for all x ∈ R, it rewrites:

D
(

h(Nn+1)−Ψn+1
)

K,σ
=

dr(Nn+1
K , Nn+1

K,σ )

[

B

(

−Dh(Nn+1)K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

−B

(

Dh(Nn+1)K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

−B

(

−DΨn+1
K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

+B

(

DΨn+1
K,σ

dr(Nn+1
K , Nn+1

K,σ )

)]

.

But, the definition (37) of dr implies:

Dh(Nn+1)K,σ

dr(Nn+1
K , Nn+1

K,σ )
= D log(Nn+1)K,σ

and the definition (34) of B ensures:

B
(

−D log(Nn+1)K,σ

)

Nn+1
K −B

(

D log(Nn+1)K,σ

)

Nn+1
K,σ = 0.

10



Therefore, we obtain:

Rn+1
K,σ = τσD

(

h(Nn+1)−Ψn+1
)

K,σ
dr(Nn+1

K , Nn+1
K,σ )

×
[(

B

(

−DΨn+1
K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

−B

(

−Dh(Nn+1)K,σ

dr(Nn+1
K , Nn+1

K,σ )

))

×
(

Nn+1
K −min(Nn+1

K , Nn+1
K,σ )

)

−
(

B

(

DΨn+1
K,σ

dr(Nn+1
K , Nn+1

K,σ )

)

−B

(

Dh(Nn+1)K,σ

dr(Nn+1
K , Nn+1

K,σ )

))

×
(

Nn+1
K,σ −min(Nn+1

K , Nn+1
K,σ )

)

]

.

Since B is nonincreasing on R and dr(a, b) ≥ 0 for all a, b ≥ 0, we conclude that Rn+1
K,σ ≤ 0.

3 Exponential decay to the discrete thermal equilibrium

In this section, we establish the main result of this article, namely the decay rate of approximate
solutions given by the Scharfetter–Gummel scheme towards an approximation of the thermal
equilibrium. Assumptions concerning existence and L∞ estimates will be discussed in the next
section. The main theorem is the following:

Theorem 1 (Exponential decay). Let Hypotheses 1 be fulfilled with m > 0. Let M = (T , E ,P) be
an admissible mesh of Ω satisfying (23) and ∆t be the time step verifying (24). We also assume
the compatibility condition (16) and that either Hypotheses 2 or Hypotheses 3 are fulfilled. If
moreover there exists a solution (Nn

T , P
n
T ,Ψ

n
T )n≥0 to the numerical scheme (26)–(31) satisfying

0 < m ≤ Nn
K , Pn

K ≤ M, ∀K ∈ T , ∀n ≥ 0, (45)

then there exists a constant β only depending on m, M , λ, Ω, the function r, ∆tmax and the
regularity parameter of the mesh ξ, but not on the size of the mesh, such that for all n ≥ 0,

E
n ≤ e−β tn

E
0. (46)

Furthermore, there exists a constant c > 0 only depending on r, m, Ω and ξ such that for all
n ≥ 0,

‖Nn
T −Neq

T ‖20 + ‖Pn
T − P eq

T ‖20 + ‖Ψn
T −Ψeq

T ‖20 ≤ c e−β tn
E
0. (47)

We notice that the convergence of En is exponential, which is in agreement with the exponen-
tial decay proved in the continuous framework for the drift–diffusion model both in linear and
nonlinear cases [14, 15, 13], and for more general electro–reaction–diffusion problems [16, 21, 20].
The proof of Theorem 1 is split into two steps. We first establish a discrete analog of (22) in
Proposition 2, and then we prove a control of the relative entropy by the entropy production
functional in Proposition 3.

3.1 A first discrete entropy–entropy production inequality

In the following proposition, we establish the discrete counterpart of (22):

11



Proposition 2. Let Hypotheses 1, the compatibility condition (16) and either Hypotheses 2 or
Hypotheses 3 be fulfilled. Let M = (T , E ,P) be an admissible mesh of Ω. Moreover, if there
exists a solution (Nn

T , P
n
T ,Ψ

n
T )n≥0 to (26)–(31) such that

0 ≤ Nn
K , Pn

K ≤ M, ∀K ∈ T , ∀n ≥ 0, (48)

then for all n ≥ 0:
0 ≤ E

n+1 +∆t In+1 ≤ E
n. (49)

Proof. The proof of the isothermal case r = Id with R = 0 is done in [8]. Here we extend it to
the more general case of a nonlinear pressure r satisfying assumptions (14), or to the linear case
with recombination–generation rate of the form (12).

Using the convexity of H and the definitions (39), (40) of Neq
K , P eq

K , we have:

E
n+1 − E

n ≤
∑

K∈T

m(K)
(

h(Nn+1
K )− αN −Ψeq

K

) (

Nn+1
K −Nn

K

)

+
∑

K∈T

m(K)
(

h(Pn+1
K )− αP +Ψeq

K

) (

Pn+1
K − Pn

K

)

+
λ2

2

∑

σ∈E

τσ

[

(

Dσ

(

Ψn+1 −Ψeq
))2 − (Dσ (Ψ

n −Ψeq))2
]

. (50)

Since (a2− b2) ≤ 2(a− b)a for all a, b ∈ R, the third term can be estimated in the following way:

λ2

2

∑

σ∈E

τσ

[

(

Dσ

(

Ψn+1 −Ψeq
))2 − (Dσ (Ψ

n −Ψeq))
2
]

≤ λ2
∑

σ∈E
(K=Kσ)

τσ D
(

Ψn+1 −Ψeq
)

K,σ

[

D
(

Ψn+1 −Ψeq
)

K,σ
−D (Ψn −Ψeq)K,σ

]

≤ λ2
∑

σ∈E
(K=Kσ)

τσ D
(

Ψn+1 −Ψeq
)

K,σ
D
(

Ψn+1 −Ψn
)

K,σ
.

Then performing a discrete integration by parts and using (31) at times tn and tn+1, we get:

λ2

2

∑

σ∈E

τσ

[

(

Dσ

(

Ψn+1 −Ψeq
))2 − (Dσ (Ψ

n −Ψeq))
2
]

≤ −λ2
∑

K∈T

(

Ψn+1
K −Ψeq

K

)

∑

σ∈EK

τσ D
(

Ψn+1 −Ψn
)

K,σ

≤
∑

K∈T

m(K)
(

Ψn+1
K −Ψeq

K

) [(

Pn+1
K − Pn

K

)

−
(

Nn+1
K −Nn

K

)]

.

Going back to (50), we obtain:

E
n+1 − E

n ≤
∑

K∈T

m(K)
(

Nn+1
K −Nn

K

) [

h(Nn+1
K )−Ψn+1

K − αN

]

+
∑

K∈T

m(K)
(

Pn+1
K − Pn

K

) [

h(Pn+1
K ) + Ψn+1

K − αP

]

.

12



Now using the schemes (29) and (30), we get

E
n+1 − E

n ≤ T1 + T2 + T3,

with

T1 =−∆t
∑

K∈T

(

h(Nn+1
K )−Ψn+1

K − αN

)

∑

σ∈EK

Fn+1
K,σ ,

T2 =−∆t
∑

K∈T

(

h(Pn+1
K ) + Ψn+1

K − αP

)

∑

σ∈EK

Gn+1
K,σ ,

T3 =−∆t
∑

K∈T

m(K)R(Nn+1
K , Pn+1

K )

×
[

h
(

Nn+1
K

)

+ h
(

Pn+1
K

)

− h (Neq
K )− h (P eq

K )
]

.

The term T3 is exactly the last term of the entropy production In defined by (42). Then inte-
grating T1 by parts (since h(ND

σ )−ΨD
σ = αN by assumption (16)), we have:

T1 = ∆t
∑

σ∈E
(K=Kσ)

Fn+1
K,σ D

(

h(Nn+1)−Ψn+1
)

K,σ
,

and using (43) we obtain

T1 ≤ −∆t
∑

σ∈E
(K=Kσ)

τσ min(Nn+1
K , Nn+1

K,σ )
(

Dσ

(

h(Nn+1)−Ψn+1
))2

.

We proceed exactly in the same way for T2 by using (44) and get:

T2 ≤ −∆t
∑

σ∈E
(K=Kσ)

τσ min(Pn+1
K , Pn+1

K,σ )
(

Dσ

(

h(Pn+1) + Ψn+1
))2

,

which completes the proof of Proposition 2.

3.2 Control of the relative entropy by the entropy production

The proof of Theorem 1 relies on Proposition 2 and on the following result, which gives a control
of the relative entropy by the entropy production:

Proposition 3. Let Hypotheses 1, the compatibility condition (16) and either Hypotheses 2 or
Hypotheses 3 be fulfilled. We also assume that m > 0. Let M = (T , E ,P) be an admissible mesh
of Ω satisfying (23). If moreover there exists a solution (Nn

T , P
n
T ,Ψ

n
T )n≥0 to (26)–(31) such that

0 < m ≤ Nn
K , Pn

K ≤ M, ∀K ∈ T , ∀n ≥ 0, (51)

there exist constants CEF , CEI > 0 only depending on Ω, ξ, r, λ, m and M such that:

E
n ≤ CEFF

n ≤ CEI I
n, ∀n ≥ 0, (52)

where

F
n := ‖Nn

T −Neq
T ‖20 + ‖Pn

T − P eq
T ‖20 +

λ2

2
|Ψn

M −Ψeq
M|21,M, ∀n ≥ 0.

13



In the proof of Proposition 3, we will use the following lemma, whose proof is straightforward
using the assumptions on r and Taylor expansions of H or h.

Lemma 2. We assume that either r = Id or r satisfies (14). Let h be the corresponding enthalpy
function and H an antiderivative of h. Let 0 < m ≤ M . There exist three constants c1, c2, c3 > 0
depending on m, M and r such that for all x, y ∈ [m,M ],

c1(x− y)2 ≤ H(x)−H(y)− h(y)(x− y) ≤ c2(x− y)2, (53)

c3(x− y)2 ≤ (h(x) − h(y))(x − y). (54)

Now we can proceed with the proof of Proposition 3.

Proof of Proposition 3. Let n ≥ 0. On the one hand, it is clear that

E
n ≤ CEF F

n, (55)

using the definition of En, estimate (53) and assumption (51), with CEF only depending on m,
M and r. On the other hand, we prove that

F
n ≤ CFI I

n, (56)

by following the same strategy as in the proof of [26, Theorem 5.3]. Using Cauchy–Schwarz and
Young inequalities, together with αN = h(Neq)−Ψeq, αP = h(P eq) + Ψeq, we have for a δ > 0,
which will be determined later, that:

δ

2
‖Nn

T −Neq
T ‖20 +

1

2 δ
‖h(Nn

T )−Ψn
T − αN‖22

+
δ

2
‖Pn

T − P eq
T ‖20 +

1

2 δ
‖h(Pn

T ) + Ψn
T − αP ‖22

≥
∑

K∈T

m(K) (Nn
K −Neq

K ) (h(Nn
K)−Ψn

K − αN )

+
∑

K∈T

m(K) (Pn
K − P eq

K ) (h(Pn
K)−Ψn

K − αP )

≥
∑

K∈T

m(K) (Nn
K −Neq

K ) (h(Nn
K)− h(Neq

K )− (Ψn
K −Ψeq

K ))

+
∑

K∈T

m(K) (Pn
K − P eq

K ) (h(Pn
K)− h(P eq

K ) + (Ψn
K −Ψeq

K )) .

Using estimate (54) and the schemes (31) and (38), we obtain by integrating by parts (Ψn
σ =

ΨD
σ = Ψeq

σ for all σ ∈ ED
ext) that

δ

2
‖Nn

T −Neq
T ‖20 +

1

2 δ
‖h(Nn

T )−Ψn
T − αN‖22

+
δ

2
‖Pn

T − P eq
T ‖20 +

1

2 δ
‖h(Pn

T ) + Ψn
T − αP ‖22

≥ c3‖Nn
T −Neq

T ‖20 + c3‖Pn
T − P eq

T ‖20
+
∑

K∈T

m(K) [(Pn
K −Nn

K + CK)− (P eq
K −Neq

K + CK)] (Ψn
K −Ψeq

K )

≥ c3‖Nn
T −Neq

T ‖20 + c3‖Pn
T − P eq

T ‖20
− λ2

∑

K∈T

∑

σ∈EK

τσ D (Ψn −Ψeq)K,σ (Ψ
n
K −Ψeq

K )

≥ c3‖Nn
T −Neq

T ‖20 + c3‖Pn
T − P eq

T ‖20 + λ2|Ψn
M −Ψeq

M|21,M.
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Then we obtain that
(

c3 −
δ

2

)

[

‖Nn
T −Neq

T ‖20 + ‖Pn
T − P eq

T ‖20
]

+ λ2|Ψn
M −Ψeq

M|21,M

≤ 1

2 δ
‖h(Nn

T )−Ψn
T − αN‖20 +

1

2 δ
‖h(Pn

T ) + Ψn
T − αP ‖20.

Now choosing δ = c3 and applying the discrete Poincaré inequality (25) (since h(Nn
σ )−Ψn

σ−αN =
0 and h(Pn

σ )+Ψn
σ−αP = 0 for all σ ∈ ED

ext and m(ΓD) > 0), it yields the existence of a constant
c > 0 depending only on m, r, λ, ξ, Ω such that:

F
n ≤ c

(

|h(Nn
M)−Ψn

M|21,M + |h(Pn
M) + Ψn

M|21,M
)

.

But by definition | · |1,M and using the uniform lower bound of NM, PM, we have:

|h(Nn
M)−Ψn

M|21,M + |h(Pn
M) + Ψn

M|21,M ≤
1

m

∑

σ∈E
(K=Kσ)

τσ min(Nn
K , Nn

K,σ) (Dσ (h(N
n)−Ψn))

2

+
1

m

∑

σ∈E
(K=Kσ)

τσ min(Pn
K , Pn

K,σ) (Dσ (h(P
n) + Ψn))

2

≤ 1

m
I
n,

which concludes the proof of (56).

3.3 Proof of Theorem 1

In view of Propositions 2 and 3, it is now easy to prove Theorem 1. Indeed, we have

E
n+1 − E

n ≤ −∆t In+1 ≤ − ∆t

CEI
E
n+1.

We use this inequality to prove that there exists β > 0 such that En ≤ e−βtnE0. Indeed, we have

eβt
n+1

E
n+1 − eβt

n

E
n =

(

eβt
n+1 − eβt

n
)

E
n+1 + eβt

n (

E
n+1 − E

n
)

≤ eβt
n

∆t

[

eθ∆tβ − 1

CEI

]

E
n+1,

where θ ∈ (0, 1). Then using assumption (24) and choosing β = e−∆tmax/CEI , we have

eθ∆tβ − 1

CEI
≤ 0.

Thus the sequence
(

eβt
n

En
)

n
is nonincreasing, which yields the result.

Then the L2 estimate (47) is straightforward using that inequality (53) and the discrete Poincaré
inequality (25) imply

‖Nn
T −Neq

T ‖20 + ‖Pn
T − P eq

T ‖20 + ‖Ψn
T −Ψeq

T ‖20 ≤ CE
n.
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4 Existence of a numerical solution and L
∞ estimates

In this section, we discuss about the assumptions made in Theorem 1 concerning existence of a
solution to the numerical scheme and uniform L∞ estimates. We distinguish the isothermal case
satisfying Hypotheses 2 from the nonlinear case without recombination–generation rate satisfying
Hypotheses 3.

4.1 The nonlinear case without recombination–generation rate

Theorem 2. Let Hypotheses 1 and Hypotheses 3 be fulfilled. Let M = (T , E ,P) be an admissible
mesh of Ω. Moreover we assume that the time step satisfies:

∆t ≤ λ2

‖C‖∞
. (57)

Then there exists a solution (Nn
T , P

n
T ,Ψ

n
T )n≥0 to (26)–(31), which satisfies the following L∞

estimates for the approximate densities: ∀K ∈ T , ∀0 ≤ n ≤ T/∆t,

m exp

(

−‖C‖∞
λ2

T

)

≤ mn ≤ Nn
K , Pn

K ≤ Mn ≤ M exp

(‖C‖∞
λ2

T

)

, (58)

where

mn = m

(

1 +
∆t

λ2
‖C‖∞

)−n

, Mn = M

(

1− ∆t

λ2
‖C‖∞

)−n

.

In particular, if C = 0, the maximum principle holds for the densities:

∀K ∈ T , ∀n ≥ 0, m ≤ Nn
K , Pn

K ≤ M. (59)

Let us emphasize that in the zero doping case, we get the existence of a solution satisfying
the assumption (45) of Theorem 1 (providing m > 0), without any restricting assumption on the
time step.

Proof. We prove the result by induction on n ≥ 0. The vectors N0
T and P 0

T are given by (26)
while Ψ0

T is uniquely defined by (31). Then, the assumption (9) on the initial data ensures that

m ≤ N0
K , P 0

K ≤ M ∀K ∈ T .

Now we suppose that, for some n ≥ 0, (Nn
T , P

n
T ,Ψ

n
T ) is known and satisfies the L∞ estimate (58).

We have to establish the existence of (Nn+1
T , Pn+1

T ,Ψn+1
T ) solution to the nonlinear system of

equations (29)–(31) satisfying (58) with n+1 instead of n. We extend the proof done in [5], which
follows some ideas developed in [36], to the nonlinear case with nonvanishing doping profile. The
method consists in introducing a problem penalized by an arbitrary parameter which will be
conveniently chosen.
Let µ > 0. We introduce an application T n

µ : Rθ × Rθ → Rθ × Rθ such that T n
µ (NT , PT ) =

(N̂T , P̂T ), based on a linearization of the scheme (29)–(31) and defined in two steps.

• Step 1: we define ΨT ∈ R
θ as the solution to the following linear system:

− λ2
∑

σ∈EK

τσ DΨK,σ = m(K)(PK −NK + CK) ∀K ∈ T , (60)

with Ψσ = ΨD
σ for all σ ∈ ED

ext.
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• Step 2: we construct (N̂T , P̂T ) as the solution to the following linear scheme: for all K ∈ T ,

m(K)

∆t

[(

1 +
µ

λ2

)

N̂K − µ

λ2
NK −Nn

K

]

+
∑

σ∈EK

τσ dr(NK , NK,σ) (61)

×
[

B

( −DΨK,σ

dr(NK , NK,σ)

)

N̂K −B

(

DΨK,σ

dr(NK , NK,σ)

)

N̂K,σ

]

= 0,

m(K)

∆t

[(

1 +
µ

λ2

)

P̂K − µ

λ2
PK − Pn

K

]

+
∑

σ∈EK

τσ dr(PK , PK,σ) (62)

×
[

B

(

DΨK,σ

dr(PK , PK,σ)

)

P̂K −B

( −DΨK,σ

dr(PK , PK,σ)

)

P̂K,σ

]

= 0,

with N̂σ = ND
σ and P̂σ = PD

σ for all σ ∈ ED
ext.

The existence and uniqueness of ΨT solution to the linear system (60) are obvious. Schemes (61)
and (62) also lead to two decoupled linear systems which can be written under a matricial form:
AN N̂T = SnN and AP P̂T = SnP . The matrix AN is the sparse matrix defined by: ∀K ∈ T ,

(AN )K,K =
m(K)

∆t

(

1 +
µ

λ2

)

+
∑

σ∈EK\EN
K,ext

τσ dr(NK , NK,σ)B

( −DΨK,σ

dr(NK , NK,σ)

)

,

(AN )K,L = −τσ dr(NK , NL)B

(

DΨK,σ

dr(NK , NL)

)

, ∀L ∈ T s. t. σ = K|L ∈ Eint.

The matrix AN has positive diagonal terms, nonpositive offdiagonal terms and is strictly diago-
nally dominant with respect to its columns. Then AN is an M-matrix, which implies that it is
invertible and its inverse has only nonnegative coefficients. The same result holds for AP . Thus
we obtain that the scheme (61)–(62) admits a unique solution (N̂T , P̂T ) ∈ R

θ × R
θ, so that the

application T n
µ is well-defined and is moreover continuous.

Now in order to apply the Brouwer’s fixed point theorem, we prove that T n
µ preserves the set

Cn+1 = {(NT , PT ) ∈ R
θ × R

θ; mn+1 ≤ NK , PK ≤ Mn+1}.

The right hand side of the system AN N̂T = SnN is defined by

(SnN )K =
m(K)

∆t

( µ

λ2
NK +Nn

K

)

+
∑

σ∈ED
K,ext

τσ dr(NK , ND
σ )B

(

DΨK,σ

dr(NK , ND
σ )

)

ND
σ ∀K ∈ T .

If NT ≥ 0, then SnN ≥ 0 and since AN is an M-matrix, we obtain that N̂T ≥ 0. In the same way,

if PT ≥ 0, we obtain that P̂T ≥ 0.
In order to prove that N̂K ≤ Mn+1 for all K ∈ T , we introduce now Mn+1

T , the constant

vector of Rθ with unique value Mn+1, and we compute AN (N̂T −Mn+1
T ). For all K ∈ T , using
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the fact that B(x)−B(−x) = −x for all x ∈ R, we have

(

AN(N̂T −Mn+1
T )

)

K
=

m(K)

∆t

(

Nn
K −Mn+1

)

+
m(K)

∆t

µ

λ2

(

NK −Mn+1
)

−
∑

σ∈Eint

σ=K|L

τσDΨK,σ M
n+1 +

∑

σ∈ED
K,ext

τσdr(NK , ND
σ )

(

B

(

DΨK,σ

dr(NK , ND
σ )

)

ND
σ

−B

( −DΨK,σ

dr(NK , ND
σ )

)

Mn+1

)

.

Since B is a nonnegative function and ND
σ ≤ M ≤ Mn+1 for all σ ∈ ED

ext, we obtain

(

AN(N̂T −Mn+1
T )

)

K
≤ m(K)

∆t
(Nn

K −Mn) +
m(K)

∆t

(

Mn −Mn+1
)

+
m(K)

∆t

µ

λ2

(

NK −Mn+1
)

−
∑

σ∈EK

τσDΨK,σM
n+1.

The induction assumption ensures that Nn
K ≤ Mn. Since

Mn −Mn+1 = −∆t

λ2
‖C‖∞Mn+1,

the scheme (60) leads to:

(

AN (N̂T −Mn+1
T )

)

K
≤ −m(K)

λ2
‖C‖∞Mn+1 +

m(K)

∆t

µ

λ2

(

NK −Mn+1
)

+
m(K)

λ2

(

(PK −Mn+1)− (NK −Mn+1) + CK

)

Mn+1

≤ m(K)

λ2

( µ

∆t
−Mn+1

)

(NK −Mn+1)

+
m(K)

λ2
(PK −Mn+1)Mn+1

+
m(K)

λ2
Mn+1 (CK − ‖C‖∞) . (63)

We can prove exactly in the same way that for all K ∈ T ,

(

AN(N̂T −mn+1
T )

)

K
≥ m(K)

λ2

( µ

∆t
−mn+1

)

(NK −mn+1)

+
m(K)

λ2
mn+1(PK −mn+1)

+
m(K)

λ2
mn+1 (‖C‖∞ + CK) . (64)

Since µ > 0 is an arbitrary constant, we can choose it in such a way that µ ≥ Mn+1∆t ≥ mn+1∆t.
Then if (NT , PT ) ∈ Cn+1, inequalities (63) and (64) imply that

AN (N̂T −Mn+1
T ) ≤ 0 and AN (N̂T −mn+1

T ) ≥ 0.

Since AN is an M-matrix, we conclude that mn+1 ≤ N̂K ≤ Mn+1 for all K ∈ T . The proof that
mn+1 ≤ P̂K ≤ Mn+1 for all K ∈ T is similar and then we have (N̂T , P̂T ) ∈ Cn+1.
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Finally, T n
µ is a continuous application which stabilizes the set Cn+1. Then, by the Brouwer’s

fixed point theorem, T n
µ admits a fixed point in Cn+1, which is denoted by (Nn+1

T , Pn+1
T ) and

satisfies the L∞ estimate (58). The corresponding ΨT defined by (60) is denoted by Ψn+1
T and

(Nn+1
T , Pn+1

T ,Ψn+1
T ) is a solution to the scheme (29)–(31), which concludes the proof.

4.2 The isothermal case with recombination–generation rate

Proposition 4. Let Hypotheses 1 and Hypotheses 2 be fulfilled, with m = 1/M > 0 in (9),
namely

1

M
≤ ND, PD, N0, P0 ≤ M. (65)

Let M = (T , E ,P) be an admissible mesh of Ω. We also assume that the time step satisfies
(57). Then there exists a solution (Nn

T , P
n
T ,Ψ

n
T )n≥0 to the scheme (26)–(33), which satisfies the

following L∞ estimates for the approximate densities:

0 ≤ 1

Mn
≤ Nn

K , Pn
K ≤ Mn, ∀K ∈ T , ∀0 ≤ n ≤ T/∆t. (66)

where Mn = M

(

1− ∆t

λ2
‖C‖∞

)−n

≤ M exp

(‖C‖∞
λ2

T

)

.

Proof. We proceed as in the proof of Theorem 2, by induction on n ≥ 0. We suppose that for
some n ≥ 0, (Nn

T , P
n
T ,Ψ

n
T ) is known and satisfies (66).

Let µ > 0. We define T n
µ : (NT , PT ) ∈ Rθ × Rθ 7→ (N̂T , P̂T ) ∈ Rθ × Rθ in two steps. We

first define ΨT ∈ Rθ as the solution to (60). Then we construct (N̂T , P̂T ) as the solution to the
following linear scheme: for all K ∈ T ,

m(K)

∆t

[(

1 +
µ

λ2

)

N̂K − µ

λ2
NK −Nn

K

]

+
∑

σ∈EK

τσ

[

B (−DΨK,σ) N̂K −B (DΨK,σ) N̂K,σ

]

(67)

= −m(K)R0(NK , PK)
(

N̂KPK − 1
)

,

m(K)

∆t

[(

1 +
µ

λ2

)

P̂K − µ

λ2
PK − Pn

K

]

+
∑

σ∈EK

τσ

[

B (DΨK,σ) P̂K −B (−DΨK,σ) P̂K,σ

]

(68)

= −m(K)R0(NK , PK)
(

NK P̂K − 1
)

,

with N̂σ = ND
σ and P̂σ = PD

σ for all σ ∈ ED
ext. Schemes (67) and (68) can be written under

a matricial form: AN N̂T = S
n
N and AP P̂T = S

n
P , where AN is the sparse matrix defined by:

∀K ∈ T ,

(AN )K,K =
m(K)

∆t

(

1 +
µ

λ2

)

+
∑

σ∈EK\EN
K,ext

τσ B (−DΨK,σ) + m(K)R0(NK , PK)PK ,

(AN )K,L = −τσ B (DΨK,σ) ∀L ∈ T such that σ = K|L ∈ Eint.

19



Since AN and AP are M-matrices and R0 is continuous, the application T n
µ is well-defined and

continuous. We now prove that it preserves the set

Cn+1 =

{

(NT , PT ) ∈ R
θ × R

θ;
1

Mn+1
≤ NK , PK ≤ Mn+1

}

.

The right hand side SnN is defined by

(SnN )K =
m(K)

∆t

( µ

λ2
NK +Nn

K

)

+
∑

σ∈ED
K,ext

τσ B (DΨK,σ)N
D
σ +m(K)R0(NK , PK).

It is clear that if NT ≥ 0, PT ≥ 0, then N̂T ≥ 0, P̂T ≥ 0. Now to prove that N̂K ≤ Mn+1, we

compute AN

(

N̂T −Mn+1
T

)

as in Section 4: for all K ∈ T , we obtain

(

AN

(

N̂T −Mn+1
T

))

K
≤m(K)

λ2

( µ

∆t
−Mn+1

)

(

NK −Mn+1
)

+
m(K)

λ2
Mn+1

(

PK −Mn+1
)

+
m(K)

λ2
Mn+1 (CK − ‖C‖∞)

+ m(K)R0(NK , PK)
(

1− PKMn+1
)

≤m(K)

λ2

( µ

∆t
−Mn+1

)

(

NK −Mn+1
)

.

Since (NT , PT ) ∈ Cn+1 and R0(NK , PK) ≥ 0, this yields
(

AN

(

N̂T −Mn+1
T

))

K
≤ m(K)

λ2

( µ

∆t
−Mn+1

)

(

NK −Mn+1
)

. (69)

If we define mn+1 the constant vector of Rθ with unique value 1
Mn+1 , we obtain

(

AN

(

N̂T −mn+1
T

))

K
≥m(K)

λ2

(

µ

∆t
− 1

Mn+1

)(

NK − 1

Mn+1

)

+
m(K)

λ2

1

Mn+1

(

PK − 1

Mn+1

)

+m(K)R0(NK , PK)

(

1− PK

Mn+1

)

+
m(K)

∆t

(

1

Mn+1
− 1

Mn

)

+
m(K)

λ2

1

Mn+1
CK .

But using that Mn+1 −Mn = ∆t
λ2 ‖C‖∞Mn+1, we have

m(K)

∆t

(

1

Mn+1
− 1

Mn

)

+
m(K)

λ2

1

Mn+1
CK

=
m(K)

λ2

1

Mn+1

(

λ2

∆t

(

Mn+1 −Mn

Mn

)

+ CK

)

=
m(K)

λ2

1

Mn+1

(

Mn+1

Mn
‖C‖∞ + CK

)

≥ m(K)

λ2

1

Mn+1
(‖C‖∞ + CK) ≥ 0.
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Finally, since (NT , PT ) ∈ Cn+1, we obtain

(

AN

(

N̂T −mn+1
T

))

K
≥ m(K)

λ2

(

µ

∆t
− 1

Mn+1

)(

NK − 1

Mn+1

)

. (70)

Then if we choose µ > 0 such that µ ≥ Mn+1∆t ≥ ∆t/Mn+1, inequalities (69) and (70) imply
that (N̂T , P̂T ) ∈ Cn+1, and we conclude as in the proof of Theorem 2.

5 Numerical experiments

In this section, we present some numerical experiments that illustrate the long time behavior
of approximate solutions in various situations. We consider a geometry corresponding to a PN-
junction in 2D (see Figure 1). The domain Ω is the square (0, 1)2. The Dirichlet boundary
conditions are:

ND = ND
0 , PD = PD

0 on {y = 0},
ND = ND

1 , PD = PD
1 on {y = 1, 0 ≤ x ≤ 0.25},

for values of ND
0 ,ND

1 , PD
0 , PD

1 such that h(ND) + h(PD) = c0 on ΓD. Then we define ΨD =
(

h(ND)− h(PD)
)

/2, in such a way that (16) is satisfied with αN = αP = c0/2. Elsewhere
we put homogeneous Neumann boundary conditions. Initial conditions are given by N0(x, y) =
ND

1 + (ND
0 −ND

1 )(1 −√
y), P0(x, y) = PD

1 + (PD
0 − PD

1 )(1−√
y).

Figure 1: Geometry of the PN-junction diode

We compute the numerical approximation of the thermal equilibrium and of the transient
drift–diffusion system on a mesh made of 3584 triangles, with time step ∆t = 10−2, until time
T = 10 or 20. Since we study the convergence towards the equilibrium and not the quasi–neutral
limit, we fix λ2 = 1. Finally, the doping profile is either zero or piecewise constant, equal to 1 in
the N-region and -1 in the P-region.
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Figure 2: Evolution of En in the linear case with C = 0 and C 6= 0, for different recombination–
generation rates.

Linear case. We first consider the isothermal case r = Id. The boundary conditions are given
with ND

0 = e, PD
0 = e−1, ND

1 = PD
1 = 1. We consider three different recombination–generation

rates:

• R = 0,

• RSRH(N,P ) = 10
NP − 1

N + P + 1
(Shockley–Read–Hall),

• RAU (N,P ) = 0.1(N + P )(NP − 1) (Auger).

In Figure 2, we represent the time evolution of the relative entropy in log scale. As expected, we
observe an exponential decay rate towards the equilibrium state. The doping does not seem to
have an effect on the decay rate, whereas the recombination–generation rate can modify it. We
also represent the evolution of the L2 norm of Nn−Neq in Figure 3, which is in good agreement
with (47).

Nonlinear nondegenerate case. We now consider the case of a nonlinear pressure law r(s) =
s5/3. As mentioned in the introduction, physically relevant recombination–generation rates are
not known in this case, then we take R = 0. The Dirichlet boundary conditions are given with
ND

0 = 0.9 = PD
1 and ND

1 = 0.1 = PD
0 . We proved in Theorem 2 that the approximate densities

Nn
T , P

n
T satisfy the uniform L∞ estimate (59) when C = 0, and then equations on the densities

N and P do not degenerate in this case. In Figures 4 and 5, we observe an exponential decay
to the thermal equilibrium state, which is in agreement with Theorem 1. This decay rate is still
observed in the case of a nonvanishing doping profile, even it is yet not proved rigorously. In
Figure 6, we compare the relative entropy obtained in this nonlinear case with that obtained
with the same data but with r(s) = s. The decay rate appears to be slower in the nonlinear case.
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Figure 3: Evolution of ‖Nn − Neq‖2 in the linear case with C = 0 and C 6= 0, for different
recombination–generation rates.
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Figure 4: Evolution of En in the nonlinear nondegenerate case, with C = 0 and C 6= 0.
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Figure 5: Evolution of ‖Nn−Neq‖2 in the nonlinear nondegenerate case, with C = 0 and C 6= 0.
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Figure 6: Comparison between the linear and the nonlinear cases.
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Figure 7: Evolution of En in the nonlinear degenerate case, with C = 0 and C 6= 0.
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Figure 8: Evolution of ‖Nn −Neq‖2 in the nonlinear degenerate case, with C = 0 and C 6= 0.

Nonlinear degenerate case. We finally consider the same test case, with Dirichlet conditions
vanishing on a part of the boundary: ND

0 = 1 = PD
1 and ND

1 = 0 = PD
0 . We note that the

diffusion degenerates when the densities vanish. In this case, we still observe in Figure 7 an
exponential convergence of the relative entropy, but with a slower decay rate. In Figure 9, we
compare the results obtained for ND

1 = 0.1 = PD
0 and for different values M of ND

0 = PD
1 :

M = 0.9, 0.99, 0.999, 0.9999. It seems that the variation of this parameter has no influence over
the decay rate of the relative entropy. Furthermore, we consider the same test case but with
ND

0 = 0.9 = PD
1 and different values m of ND

1 = 1 = PD
0 : m = 0.1, 10−2, 10−3, 10−4. In Figure

10, it appears that the smaller m is, the slower the decay rate is. This confirms that the slower
decay rate observed in Figure 7 is due to the degeneracy of the diffusion.

6 Conclusion

In this article, we study the large time behavior of a finite volume scheme with Scharfetter–
Gummel fluxes discretizing the drift–diffusion model for semiconductors. We prove the conver-
gence of the approximate solution towards an approximation of the thermal equilibrium at an
exponential rate as time tends to infinity. This result is established on one hand in the case of a
linear diffusion with rather general recombination–generation rate, and on the other hand in the
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Figure 9: Evolution of the relative entropy En with m = 0.1 and different values of M .
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Figure 10: Evolution of the relative entropy En with M = 0.9 and different values of m.
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case of a nonlinear diffusion, neglecting recombination and generation processes. In the spirit of
[3], we consider mostly power functions for the pressure law, corresponding to high density limit
of the Fermi-Dirac distribution. Nevertheless, it seems that our result could be applied to more
general distribution functions arising in the modeling of organic semiconductors [30].
Moreover, our main theorem is established assuming that uniform-in-time L∞ estimates hold for
the charge carrier densities. This assumption is fulfilled in the case of zero doping profile. Future
work would be to prove these uniform-in-time estimates for general L∞ doping profiles.
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[17] K. Gärtner. Existence of Bounded Discrete Steady-State Solutions of the Van Roosbroeck
System on Boundary Conforming Delaunay Grids. SIAM J. Sci. Comput., 31(2):1347–1362,
2009.

[18] A. Glitzky. Exponential decay of the free energy for discretized electro–reaction–diffusion
systems. Nonlinearity, 21(9), 2008.

[19] A. Glitzky. Uniform exponential decay of the free energy for Voronoi finite volume discretized
reaction–diffusion systems. Math. Nachr., 284(17–18):2159–2174, 2011.
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