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Abstract: The inexact Newton method developed earlier for computing deflating subspaces associated with
separated groups of finite eigenvalues of regular linear large sparse non-Hermitian matrix pencils is special-
ized to solve eigenproblems arising in the hydrodynamic temporal stability analysis. To this end, for linear
systems to be solved at each step of the Newton method, a new efficient MLILU2 preconditioner based on the
multilevel 2nd order incomplete LU-factorization is proposed. A special variant of Krylov subspace method
IDR2with right preconditioning is developed. In comparisonwithGMRES it requiresmuch smallerworkspace
while may converge considerably faster than BiCGStab. The effectiveness of the proposed methods is illus-
trated with matrix pencils of order up to 3.1 ⋅ 106 arising in the temporal linear stability analysis of a typical
hydrodinamic flow.
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1 Introduction
To solve the partial eigenvalue problem Ax = λBx for the linear matrix pencil A − λB with large sparse non-
Hermitian matrices A and B the following three methods are widely used: Arnoldi, non-symmetric Lanczos,
and Jacobi–Davidson [2, 9, 21, 22, 34]. To compute an eigenvalue using the Arnoldi or Lanczos method, the
above problem for the linearmatrix pencil is usually reduced to the ordinary onewith thematrix (A−σB)−1B,
where σ is a given complex value close to the eigenvalue to be found.Multiplication of thematrix (A−σB)−1 by
a vector is then replaced by a high accuracy solution of the systemwithmatrix A−σB. If the systemdimension
is too large to solve it sufficiently fast with a direct method (e.g. LU-factorization [19]), then preconditioned
iterative methods can be used to reduce the computational costs. Using the Jacobi–Davidson method one
needs to solve a linear system at every iteration, though with a lower accuracy, but in the subspace which is
orthogonal complement to the latest approximation of the desired eigenvector. To compute a group of eigen-
values it is necessary to use block variants of the above methods or a deflation procedure [2]. This results in
a considerable increase in computational cost and the methods become considerably more complicated.

This explains why many researchers still use the inverse subspace iteration, which converges starting
with an almost arbitrary initial guess and is much simpler than the above mentioned methods. Over the past
few years certain economical variants of the inverse subspace iterationwere proposed [16, 41], namely, the so-
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