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ABSTRACT

The Session Initiation Protocol (SIP) traditionally establishes
and manages its sessions with centralized servers, which have
been challenged by issues with TCP/IP networks right from its
beginning, for instance, issues with NAT traversal or network
congestions. On the other hand, there are peer-to-peer and

overlay techniques that potentially can make SIP working better
under various network conditions. Overlay networks can pro-
vide a good abstraction from the real network, thus hiding the
presence of NATs. Some proposals on peer-to-peer SIP have
been recently presented. While these proposals attempted to
solve a subset of challenges faced by traditional SIP, such as
removing the centralized SIP entities, there is to the best of our
knowledge no single solution offering a comprehensive view of
the peer-to-peer SIP architecture and operation. This paper
presents a novel approach for a peer-to-peer SIP system, using
overlay techniques for signalling and media transport in the In-
ternet. This system is based on the Ambient Networks Service-
Aware Transport Overlay (SATO) system. The proposed system
replaces the traditional SIP proxy/registrar function with a dis-
tributed lookup mechanism, adding overlay functionality to the
SIP signalling and to the RTP traffic. Moreover, different from
previous proposals, our approach deliberately places media/
packet relays into the SIP/RTP paths, which allows an efficient
session management and media communication.

1 INTRODUCTION AND MOTIVATION

Voice over IP (VoIP) services based on the Session Initiation
Protocol (SIP) are well known today. Deployment of these SIP-
services is unfortunately either limited to rather closed network
environments or assumes that the network itself and the net-
work elements (routers, firewalls, Network Address Translators
(NATs)) are operating just fine. SIP-based telephony experi-
ences many problems, as soon as the network is not operating
within certain limits. Typically, SIP is experiencing severe prob-
lems with badly implemented or wrongly configured NATs or
firewalls. The protocol itself has been extended in many re-
spects to cope with this challenging environment, for example,
the introduction of the ICE protocol [3] to assist in NAT traversal
for media transport (the term media refers to any media transfer
signalled with SIP, e.g., voice and video over RTP.) The attempt
of all extensions and add-ons has helped in fixing some SIP is-
sues but also increased the complexity with respect to imple-
mentation and operation.

A second issue is that terminals implementing SIP are not able
to react to network changes, other than shutting down the me-
dia sessions completely. These changes include decreasing
available bandwidth in the end-to-end network path and termi-
nal unreachability due to routing issues, also known as host be-
hind the NAT. SIP is apparently not well suited for operating in
non-optimal network environments or conditions, which are
standard situations in today’s Internet and in the future.

Peer-to-peer and overlay techniques offer a means to improve
SIP under almost all network condition, as for instance, overlay
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networks can provide a good abstraction from the real network
as they hide the presence of NATs, etc, plus they add the ability
to react to changes in the network environment without impact-
ing the SIP level. There are already some proposals on peer-to-
peer SIP out, but typically they just aim at solving a subset of
SIP’s challenges, such as removing the centralized SIP entities
but far from providing a complete solution. In this paper, we ad-
vocate a novel while practical approach for a peer-to-peer SIP
system, using overlay techniques for signalling and media
transport in the Internet. This system is based on the Ambient
Networks Service-Aware Transport Overlay (SATO) system.
The proposed system replaces the traditional SIP proxy/regis-
trar function with a distributed lookup mechanism, adding over-
lay functionality to the SIP signalling and to the RTP traffic,
takes care about media/packet relay insertion into the SIP/RTP
paths. Still with all proposed add-ons, it is just required to
change some small parts of SIP within the overlay system and
to not change any SIP outside of the overlay system itself.

The related work in the area of peer-to-peer SIP (P2PSIP) is
described in Section 2 while Section 3 briefly introduces the
Service-Aware Transport (SATO) system to build the foundation
for the proposed system. The peer-to-peer SIP architecture and
operations is detailed in Section 4, where Section 5 is describ-
ing our P2PSIP implementation. The paper concludes with an
outlook to future work in Section 6.

2 RELATED WORK

The SIP standard [1] itself actually supports peer-to-peer oper-
ations, as it is not mandatory to use any centralized entity. This
peer-to-peer approach works as long as each calling partner
knows the real username and IP address or host name of the
party to be called. Effectively this does not work in the real
world, as many hosts do not have fixed IP addresses or host
name, etc, thus requiring a SIP proxy or at least a registrar to be
deployed in the network. Furthermore, there are some work-
arounds to make SIP more robust to the Internet environment,
for instance, ICE [3], but they do not solve the general issue of
SIP being bound to a specific transport protocol, such as UDP,
and the resulting implications. These implications includes all
issue of UDP (and partially also for TCP) with respect to secu-
rity (i.e., the transport is unprotected to eavesdropping, chang-
ing of content, etc, NAT/firewall traversal (still requires a lot of
technical effort to cope with them), etc.

The term peer-to-peer SIP is used quite differently by many
people. Among a variety of definitions so far, one meaning is
that the protocol operates between peers to establish a direct
connection (as the aforementioned SIP usage), another mean-
ing is using the SIP protocol itself as a control protocol for a
peer-to-peer system, whereas the actual usage of the system is
not necessarily SIP but anything else, for example, file sharing.
The SOSIMPLE proposal [1] uses SIP as the control protocol
for a peer-to-peer system but not primarily, for session setup.
The IETF P2PSIP working group [4] is also working on a
P2PSIP solution, which is targeting on evolving SIP towards
more peer-to-peer, i.e., removing the centralized proxies in fa-
vour of a DHT approach, but also considering using SIP to con-
trol the DHT and the overlay (SIP as control protocol). It is worth
mentioning the large amount of Internet drafts submitted to the
P2PSIP working group. The later approaches are requiring
changes to the SIP protocol, adding another plethora of op-
tions. Our P2PSIP approach is using SIP as session setup pro-
tocol within the overlays system, but not to control the overlay.

There are also other peer-to-peer Voice over IP (VoIP) systems,
such as Skype [6] or even some variations of SIP, such as
Gizmo [5]. Skype can be seen as the ultimate driver behind
some peer-to-peer SIP developments, as it has shown how
good VoIP can work and how a successfully deployed VoIP
peer-to-peer system looks like [7].

3 SATO SYSTEM OVERVIEW

The adaptive peer-to-peer system presented in this paper, is
based on initial development carried out in the framework of the
EU FP6 IST Ambient Networks research project [8].

3.1 Basic concepts of SATO

The purpose of SATO as part of the Ambient Networks archi-
tecture [13] is to provide a flexible and customisable transport
service to the application layer by using overlay networks on top
of any type of transport or network layer connectivity.

– Service-aware Transport Overlay: Service-aware Adaptive
Transport Overlays (SATOs) enable the flexible configuration
of virtual networks consisting of SATO Overlay Nodes (SON)
on top of the underlying basic network connectivity. A SATO
implements an overlay instance per service, i.e., for each re-
quested service a new SATO is created.

– Dynamic Inclusion of Network Elements: The SATO concept
allows the transparent inclusion of network-side data
processing elements (SATO-Ports) in the end-to-end trans-
port path (between a client and a server or peer-to-peer).
These SATO-Ports can provide value-added functions such
as overlay routing, smart caching, media adaptation, rate
adaptation, synchronisation, filtering, metering, congestion
control, etc.

– On Demand Overlay Set Up and Tear Down: SATOs are es-
tablished on demand, based on particular requirements, and
terminated when the service is not requested anymore.

– Overlay Adaptation: SATOs can adapt as a consequence of
a SON joining or leaving the virtual network or due to
changes in the network environment or conditions. This in-
troduces the notion of “adaptive overlays” that dynamically
re-configure in order to optimise the service delivery.

This SATO is self-contained and does logically not interfere with
any other existing or future SATOs. In reality SATOs also com-
pete for resources on nodes and in the network, i.e., no new
SATO can be created if all bandwidth is already consumed.

3.2 Elements of SATO

The core of the SATO system are the SATO Overlay Nodes
(SON) that participate in the SATO system by providing their
network and computing resources to other nodes. A SON can
be any kind of Internet device, starting from a mobile phone to
fixed PC in an office. A SON can be part of no, one or multiple
different SATO instances, providing different services to differ-
ent applications.

Within a SON there are different building blocks, as shown in
Fig. 1. The Overlay Management (OM) is in charge of operating
the SATO system, i.e., taking request from applications for
setup, maintaining existing SATOs and tearing down of, and is
the central contact point on each SON. Applications can re-
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quest a SATO service through the SATO control plane interface
(see also Section 3.1). The OM interface (OM IF) is used by the
OM to communicate with other OMs on other nodes. The OM of
the SATO system is aware of the service requested by the ap-
plication and about the network conditions in which the service
is operated (the so-called service logic).

Each SON is part of the SATO lookup service, which is typically
a distributed hash table (DHT), but not limited to, e.g., a central-
ised lookup service approach could also be chosen for a de-
ployment of SATO. The lookup service and the OM communi-
cate with each other using the interface 3. This lookup service
is used to store information required for operating the SATO
system and information required for running the applications.
The OM is primarily using the lookup service to store informa-
tion about available processing functions, such as packet re-
lays, and their location in the network, i.e., the IP addresses.

The processing functions block that hosts the SATO-Ports pro-
vides the real power of the SATO system. A SATO-Port pro-
vides an arbitrary processing functionality, for example, MPEG
transcoders, voice-codec transcoders, or peer-to-peer SIP
proxies. SATO-Ports have one external interface to the applica-
tion, which is the SATO data plane interface in Fig. 1. The inter-
face 2, called SATO network interface, is connecting the SATO-
Ports to the network stack of the SON and thus to other SATO-
Ports. The control of the SATO-Port by the OM is provided by
interface 1. The SATO system is able to include SATO-Ports on
the fly into existing SATO instances, or when setting up a new
SATO. Whenever a processing function is needed (this is de-
cided by the OM when constructing or adapting the overlay) a
search in the lookup service is performed for the type of SATO-
Port required.

4 THE PEER-TO-PEER SIP ARCHITECTURE

The proposed peer-to-peer SIP system re-uses the SATO net-
work and node architecture and extends it by adding two new
types of SATO-Ports and removing some of the control func-
tionality of the OM. The general SATO architecture described in
Section 3.2 assumes that the OM is aware of the service pro-
vided by a SATO. This has the drawback that the OM on each
deployed SATO node must be upgraded for each new intro-
duced service. Furthermore, the OM would be in charge of de-
tecting how a service is currently executed in the SATO, i.e., if
all SATO-Ports involved are operating correctly and if the net-

work has enough resources available along the data path. This
knowledge is at best obtainable and usable for judgement by a
SATO-Port itself. The P2PSIP system removes all service-spe-
cific parts of the OM and places them in the respective SATO-
Ports. Second, all control over a particular service is bound to a
SATO-Port and not anymore to the OM. Fig. 2 shows the
P2PSIP SATO node with the two new SATO-Ports, the con-
nected SIP user agents, and the different control and data
flows. These new SATO-Ports are the peer-to-peer SIP port
(P2PSIP-Port) and the RTP proxy/relay port (RTP-Port).

With these extensions, standard SIP can be enhanced to cope
with a variety of networking conditions, solving the major is-
sues, such as NAT traversal and resilience to network changes.
SIP and the transport of media are decoupled from the real net-
work by using the overlay capabilities of the SATO system. The
P2PSIP system creates a new SATO per SIP call, with the re-
quirement for reliable transport, and all SIP signalling mes-
sages for this call are forwarded through this SATO. P2PSIP is
also creating a new SATO for each media exchange, e.g., one
SATO for voice and one for video. Whenever a call is estab-
lished between two user agents, the P2PSIP-port at the calling
side will request the setup of a new SATO from the OM for the
transport of the media. Typically for voice and video the service
requirement is low delay and jitter, but not necessarily for relia-
ble transport. Both SATOs, i.e., the SIP signalling and the me-
dia transport, are controlled and monitored independently, giv-
ing the chance to later introduce a self-adaptation functionality
to the whole peer-to-peer SIP system. Until now, the changes of
the transport of SIP and the media in the overlay are neither re-
quiring any change to the protocols nor any change in the user
agents used.

This way, P2PSIP will be not only able to establish direct com-
munication links between calling parties whenever possible, but
also offering the chance to include network-side support func-
tions, i.e., the SATO-Ports, such as packet relays, media trans-
coding, etc. Whenever a SATO detects a change of network
conditions, such as congestion or node failures, either by a
SATO-Port or by the OM, the SATO-Port in charge can trigger
the adaptation of the existing SATO. The adaptation can result
in removing or adding SATO-Ports and a reconfiguration of the
overlay topology.

The traditional SIP registrar function is replaced by a DHT ap-
proach. The DHT is distributing the SIP contact information,
i.e., the SIP URI to IP address/host name mapping over a larger
set of SATO nodes. It should be noted, that the current ap-
proach will rely on existing DHT concepts and protocols. Using
a DHT as distributed SIP registrar requires a change to the SIP

Fig. 1 SATO Overlay Node Design

Fig. 2 P2PSIP SATO Node
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message routing within the peer-to-peer SIP (P2PSIP) system,
as this concept does not follow the standard SIP routing ap-
proach of using the DNS name system and SIP proxies (see
Section 5.1).

Fig. 3 shows the schematic connection between the different
overlay nodes and the SATO-Ports for a three party overlay.
The overlay nodes, directly connected to the respective user
agents 1 and 2, are nodes that are hosting SIP user agents.
The SIP user agents talk directly to the overlay nodes. The OM
of the calling node (here OM1) then connects to all involved
overlay nodes via the OM IF (I.a and I.b). The OM IF is used to
instruct other overlay nodes to start or stop SATO-Ports and to
obtain status information about the nodes and also possibly
about the environment of a node, for example, the actual net-
work throughput on a given link. The arrow depicted with II is
the SIP signalling SATO und the arrows depicted with III.a and
III.b are showing the RTP SATO. The RTP SATO uses the RTP3
port for processing media streams on the fly in the network,
e.g., transcoding or just relaying.

5 PEER-TO-PEER SIP IMPLEMENTATION

This section describes our implementation of the peer-to-peer
SIP architecture as proposed in Section 4. The SATO P2PSIP
system implementation is built in such a way that traditional SIP
user agents (UAs) can participate without any modification. SIP
user agents use their standard way of transporting SIP signal-
ling and RTP media, for instance, UDP for both. However, UAs
need to point for their SIP registrar and outbound proxy [9] con-
figuration to their overlay peer (see Fig. 2 where the UA is using
the P2PSIP-Port as registrar and outbound proxy). This en-
sures that all outgoing SIP signalling messages will be for-
warded to the respective P2PSIP overlay peer.

The two new two new required SATO-Ports, one for the SIP sig-
nalling and one for the RTP media handling, are described in
the next sections.

5.1 P2PSIP SATO-Ports

5.1.1 Peer-to-Peer SIP Port

The Peer-to-Peer SIP Port (P2PSIP-Port) is a standard-based
SIP proxy with registrar functionality. All the message parsing
and processing is kept as defined by the SIP standard [1]. In
standard SIP the user lookup and message routing is based on
the user and domain name of the SIP URI. The P2PSIP con-
cept extends this to a peer-to-peer lookup service by allowing
user lookup without SIP Registrars/Redirect Servers, i.e., by
using the lookup service provided by the SATO architecture.
The P2PSIP port is acting as a registrar and instructs the OM to
store the SIP contact information, i.e., user name and the IP ad-
dress of the SATO-Port, in the lookup service. When a user is
called, the P2PSIP port queries the lookup service for the user
and if the user is registered the destination P2PSIP port is con-
tacted (the destination P2PSIP port is the one where the user
has been registered).

The P2PSIP port is providing a standard SIP interface to the
user agents, which allows reusing existing SIP user agent appli-
cations. The SATO-Ports itself are using the SATO network in-
terface to exchange data with each other.

5.1.2 RTP Port

The RTP port can take different roles, depending on the re-
quired functionality, i.e., either it is solely a packet relay or a
voice-codec transcoder. It also has two interfaces, one RTP/
UDP-based media interface to the user agent and the SATO
network interface.

5.2 Calling Peer-to-Peer

The scenario described here assumes the participation of three
overlay nodes, i.e., the overlay node serving the caller (user

Fig. 3 P2PSIP call setup with all flows
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agent 1), the overlay node serving the callee (user agent 2),
and an overlay node providing a packet relay (same configura-
tion as Fig. 3). Both user agents are registered at their respec-
tive P2PSIP port and the user agent contact information is
stored in the lookup service. The packet relay is registered in
the lookup service as RTP port beforehand.

Placing a call from UA1 to UA2 (see Fig. 4) follows the possible
call flows in [1] from the UA to the P2PSIP port. The P2PSIP
port at the overlay peer receiving the INVITE call request uses
the SIP URI for the DHT lookup (not shown in Fig. 4). If the user
is registered in the DHT, i.e., registered at some overlay peer,
the IP address of the serving overlay peer is obtained. This IP
address is transferred from the P2PSIP port 1 to the local over-
lay management OM1. The OM1 sets up a new SATO for the
SIP signalling. OM1 uses the OM interface (OM IF in Fig. 2 and
Fig. 3) to contact OM2 on the destination overlay node where
UA2 is registered. OM1 and OM2 negotiate the possible trans-
port connection between OM1 and the remote P2PSIP port 2
(shown as “Connect and negotiate …”). This negotiation takes
the service requirements, such as security, reliable transport,
etc, into account. While the transport connection for the SIP sig-
nalling is negotiated, it is detected that the network path be-
tween OM1 and OM2 is slightly congested (by observing the
network behaviour between both). The overlay management at
OM1 decides to later route the voice media through a different
part of the network by dynamically adding RTP port 3. The RTP
port 3 is found by querying the lookup service for existing RTP
ports.

The calling P2PSIP port 1 is notified, once the transport con-
nection between both sides is set-up. P2PSIP port 1 adds a
record-route header to the SIP message and forwards it to
P2PSIP port 2 via this transport connection, which is TCP/TLS
in the example. Subsequent SIP messages are transferred via
this transport connection. In parallel P2PSIP port 1 requests
the setup of RTP port 1 and port 3, while P2PSIP port 2 is re-
questing locally the setup of RTP port 3. The P2PSIP port 2 for-
wards the INVITE message to UA2. When UA2 is accepting a
call, a 200 Ok is sent back to P2PSIP port 2. OM2 instructs
OM1 (“Connect RTP”) to create a new SATO, once the 200 Ok
is received. OM1 creates this new SATO for the media by set-
ting up transport connections between RTP1, RTP3, and RTP2
(in this order).

In the process of the call signalling, both P2PSIP ports will re-
place the media IP address(es) and port(s) by an IP address
and port of their local RTP port in the SDP part of the SIP mes-
sage. The modified SDP1’ and SDP2’ ensure that media is
sent to the local RTP port and not directly to the other end. The
RTP port can then transport the media via the overlay, ensur-
ing the requested service. Finally, the call can proceed and
when the call ends all transport connections between P2PSIP
port 1/P2PSIP port 2 and RTP port 1/RTP port 2 are torn
down.

5.3 Implementation Status and Verification Details

The P2PSIP system has been implemented on FreeBSD in C
to proof the semantically correctness of the system specifica-
tion and the working peer-to-peer SIP approach. For imple-
menting the P2PSIP ports we are using an off the shelf SIP
stack (the libosip library [15]), with modified peer-to-peer SIP
message routing. The RTP port is currently implemented as a
packet relay without media processing, enabling easy NAT
traversal of the media.

For the SIP user agents we are using well-known SIP phones,
such as the SNOM 360 and Eyebeam SIP phones, which pro-
vide a good SIP standard compliant implementation. The Bam-
boo DHT implementation [10] has been used for storing the in-
formation about the registered SATO-Ports and SIP users. The
overlay manager uses gSOAP [16] to communicate with other
overlay managers on other peer nodes. The overlay peer inter-
nal communication is using Unix sockets. The design decisions
for SOAP, Unix sockets, and Bamboo has been made in favour
of a rapid prototyping, i.e., to evaluate the proposed system
quite fast.

The system was tested to work properly with off the shelf SIP
phones in two combinations. First, the SIP softphones (PC-
based) were integrated on the same computer as the P2PSIP
system and second, the SIP phones were connected via Ether-
net to the P2PSIP system. The P2PSIP system and the SIP
phones worked correctly without any problem.

Furthermore, the automatic inclusion of packet relays has
been tested, by placing two P2PSIP overlay nodes behind
symmetric NATs. The overlay peers used for both SATOs, SIP
signalling and media transport, a packet relay that was not lo-
cated behind any NAT. This enables both nodes to communi-
cate with each other, which has not been possible without the
P2PSIP system.

6 CONCLUSION AND FUTURE WORK

We have presented a novel approach for a peer-to-peer SIP
system based on the Service-Aware Transport Overlay con-
cept. The network abstraction provided by the P2PSIP system
takes away the need from SIP and the media transport to take
care of the network, the possible impact of network elements
and a changing network environment. Furthermore, the
P2PSIP system replaces the traditional centralized SIP regis-
trar with a DHT removing the centralized point of failure. How-
ever, not all features of the P2PSIP system haven been imple-
mented yet, as for instance, the possibility for self-adaptation of
the P2PSIP system, e.g., the overlay system can autonomously
decide to dynamically adapt the SATO, if the network path is
getting congested by introducing a packet relay.Fig. 4 SIP and SATO Flow Diagram for Call Setup
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An interesting topic still to be explored is the disconnected op-
eration of such peer-to-peer networks: what happens if a part of
the peer-to-peer system is disconnected from the Internet, for
example, as a result of a natural disaster. Typically, today’s
peer-to-peer networks will also collapse, as the connection to
the DHT or other infrastructure parts is interrupted. A possible
solution can be the network based search approach ([11] [12]).

A major advantage of the P2PSIP system is the usage of a DHT
to store any type of information. However, using DHTs can
cause a performance penalty if the lookup of other nodes or SIP
users takes too long. Furthermore, the secure enrolment proc-
ess of users to the DHT is missing and the security of the DHT
and entries in the DHT is also a major concern. These issues
are still to be investigated.
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