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Abstract: The paper describes an application that allows 
to use a humanoid robot as a stutterer’s assistant and 
therapist. Auditory and visual feedback has been used 
in the therapy with a humanoid robot. For this purpose, 
the common method of “echo” was modified. The modi-
fication is that the speaker hears delayed speech sounds 
uttered by the robot. The sounds of speech coming from 
an external microphone are captured and delayed by a 
computer and then, using User Datagram Protocol (UDP), 
sent to the robot’s system and played in its speakers. This 
system allows the elimination of negative feedback and 
external sound field’s noise. The effect of this therapy is 
enhanced by the fact that, in addition to the effect, relat-
ing to the action of the delayed feedback, the speaker has 
company during the difficult process of speaking. Visual 
feedback has been realized as changes in the robot’s hand 
movements according to the shape of the speech signal 
envelope and possibility of controlling speech with a met-
ronome effect.

Keywords: echo method; humanoid robot; stuttering 
therapy; visual feedback.

Introduction
Speech fluency disorder, commonly known as stuttering, 
affects approximately 1% of the population of our planet. 
It causes a lot of trouble and difficulties for the stutterers at 
school, and it also creates complexes and mental anguish. 

The etiology of this disorder is an unsolved mystery so far. 
All over the world, intensive research is conducted on effi-
cient methods of disposal of that speech defect. The most 
popular and most effective method is based on the exer-
cises of speech with the delayed auditory feedback (DAF). 
This method of therapy was proposed and applied for 
the first time by Bogdan Adamczyk, a professor at Marie 
Curie-Skłodowska University (UMSC) [1]. This method, 
called “echo”, was widespread. In 1987, it was used in 
more than 300 treatment centers in Poland, where there 
was an analog device, using simultaneous recording and 
playback of delay, built at the UMCS’s Institute of Physics 
[2]. It was also used in the form of an echo-type speech 
correction phone system [3]. Later, digital devices and 
computer programs were used in the therapy to produce 
artificial “echo” [4, 5]. The idea of the echo method is that, 
when a stutterer speaks simultaneously with his own 
speech delayed by approximately 0.2 s, speech disfluen-
cies disappear [6]. Frequent exercises help in such situa-
tion to accrue a long-lasting effect of improving the flow of 
speech. The DAF is still used in speech disfluency therapy, 
often in combination with other methods such as filtered 
feedback (FAF) [7–13].

To obtain fluency in the “echo” method, it is common 
to practice daily in the presence of a therapist or another 
person. What plays an important role in the therapy is a 
choir factor. It has been shown that stuttering disappears 
in the situation of choral speaking with others by reduc-
ing the fear of speaking [14]. The average exerciser does 
not feel alone or stressed about his or her actions, which 
in this case means speaking. That is the role of a human-
oid robot, which delayed the sounds of the exerciser’s 
own speech in the echo method. It is possible to increase 
the therapeutic effects by adding delayed visual feedback 
[15]. The present paper describes the design of a human-
oid robot program, allowing the implementation of the 
visual and auditory feedback.

This article presents the implementation of the echo 
method using a humanoid robot. Humanoid robots’ appli-
cation has already been proven effective in the case of 
aphasia [16].

In the implementation, as presented in this article, 
a humanoid robot utters the exerciser’s delayed speech 
sounds, so the stutterer has a feeling of speaking with the 
choir. It also controls the speech process by the robot’s 
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arm movement in tact of the spoken sound’s envelope or 
with a specified speed. The robot acts as a companion and 
therapist, so the treatment should be more effective and 
attractive. The attractiveness of this method is particu-
larly important in the treatment of children, in which it is 
important to overcome the reluctance to speak.

Humanoid robot NAO
The humanoid robot NAO was made by Aldebaran Robot-
ics. The robot’s dimensions are 573 × 311 × 275  mm. The 
weight of NAO is 5.2 kg.

Besides 26  servos and sensors responsible for the 
movement, such as two gyroscopes, accelerometer, eight 
tactile sensors, and 36 Hall effect sensors, it has a lot of 
other components — two speakers, four microphones, two 
1220 p cameras that can capture up to 30 images/s, two 
passive infrared sensors, and two sonar channels: two 
transmitters and two receivers.

The robot is controlled by the Linux system, which is 
installed on the machine equipped with Intel Atom Z530 pro-
cessor, 1 GB of RAM, and 2 GB of flash memory, with the pos-
sibility of extension to 8 GB, thanks to the card reader [17].

NAO supports Wi-Fi (bgn) and Ethernet, which are cur-
rently the most widespread network communication proto-
cols. In addition, infrared transceivers, located in his eyes, 
allow connection to objects in the environment. NAO is com-
patible with the IEE 802.11b/g/n Wi-Fi standard and can be 
used on both WPA and WEP networks, making it possible 
to connect him to most home and office networks. NAO’s OS 
supports both Ethernet and Wi-Fi connections and requires 
no Wi-Fi setup other than entering the password [18].

Echo therapy robot application
The schematic diagram of application is presented in 
Figure 1.

The application consists of two parts. The first part, 
the client application, is installed on the desktop com-
puter or laptop, and the second part, the server applica-
tion, is installed on the NAO’s system.

This division guarantees no feedback between the 
microphone, into which the exerciser speaks, and the 

sound of the robot’s speakers. It also allows one to place the 
microphone close to the mouth of the speaking person. It 
eliminates external noise and improves the sound quality.

This method allows the conversation of many stutter-
ing people with a single robot.

Although the robot NAO is equipped with micro-
phones, these microphones are not used for sound 
capture. This is caused by the occurrence of feedback and 
noise, which makes the therapy with the robot impossible.

The client application has a graphical user interface. It 
connects automatically to the program, which is installed 
on the NAO robot’s system, selecting IP address and port. 
These two parts of the program are made in Java language, 
and they work both with the Windows and Linux systems, 
provided that Java Virtual Machine has been installed.

Client application

The graphical user interface is presented in picture 
number 2.

The presented application contains four modes of 
work: auditory feedback, visual feedback, auditory and 
visual feedback, and “metronome” mode.

Auditory feedback mode

In the described feedback, the client application, which is 
installed on the user’s computer, captures the sound from 
the microphone, writes it to the buffer, and sends this 
buffer with the required delay, using the Internet and User 
Datagram Protocol (UDP) protocol, to the server applica-
tion installed on the humanoid robot NAO. Then, all of the 
buffer’s content is played by the robot’s speakers.

Before treatment, the user (or speech therapist) sets 
the required delay (Figure 2). The delay can be regulated 
from 0.15 to 0.5 s, according to formula (1):

 dt (buffer size/sample rate)=  (1)

The sample rate is specified in the object’s field of Audio 
Format class.

The function, which returns Audio Format object, is 
described in the Appendix.

While calculating the buffer size, it must be remem-
bered that the sample size is 16 bits, or 2 bytes, so the 
result must be multiplied by 2, according to formula (2):

 buffer size dt sample 2= ∗ ∗  (2)

In this application, Java Sound API has been used to 
capture and playback sounds.Figure 1: Schematic diagram of echo therapy robot’s application.
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Also, Mixer, Line, and AudioFormat classes have been 
used. They allow to choose devices, set audio data format, 
and stream this data to the buffer. Listing 1 presents the 
audio format that has been used.

The application searches the network for the server 
application then connects to it and sends information 
about the delay and informs that it is a client application.

If the buffer is filled, it is sent to the server application 
by UDP protocol.

Sending sound to the robot

The main task of the application is to send sound from 
the microphones, which are plugged to the user’s com-
puter, by network to the robot’s speakers with some 
delay, causing the impression of echo. This action can be 
described as data streaming.

The biggest difference between streaming and down-
loading is the fact that when data are downloaded they 
cannot be opened until download is finished. Streaming 
allows to open data while they are received.

There are two types of data streaming: (a) on 
demand — streams are available on the server for a long 
time and they are ready to playback and (b) live — data are 
available only at a particular time, such as radio broad-
cast, and there is no possibility to rewind broadcast [19]; 
this mode was used in the described application.

In this case, the server is the process running on the 
robot’s system. This process waits for the data, which are 
sent via UDP protocol by the client — the process can be 
run on the computer with any system that has Java virtual 
machine. Then, data are sent to the robot’s speakers by 
the server application.

UDP gives the application’s programs direct access to 
services, providing datagrams. This allows applications to 
exchange information over the network with minimal over-
head, resulting from the implementation of the protocol.

UDP is an uncertain, connectionless protocol of data-
gram transfer. It is uncertain because it does not have 
mechanisms to check whether the data arrived correctly 
to its destination. UDP data transfer protocol is the best 

Figure 2: Client application’s graphic user interface.

Listing 1: Function that returns an object of AudioFormat class.

public static AudioFormat getAudioFormat () {
// sample rate:

float sampleRate = 16000.0F;

// sample size - the number of bits per sample:

int sampleSizeInBits = 16;

// number of channels:

int channels = 1;

// determines whether the data is signed or unsigned type:

boolean signed = true;

// determines whether a single sample is stored in the order of big endian or little endian

bigEndian boolean = false;

// Returns AudioFormat with the values, which are set above:

return new AudioFormat (sampleRate, sampleSizeInBits, channels, signed, bigEndian);

}
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choice for streaming audio in real time. For the price of 
losing a small amount of data packets, which do not affect 
the proper operation of applications, UDP can reduce the 
size of the protocol header, minimize delays in the deliv-
ery of data, program additional features, and keep one-to-
many transmission [20].

The first word of the UDP header uses 16-bit numbers 
of the source port and destination port. The aim is to 
provide data to the correct application.

Figure 3 shows the UDP message format.
The application, which sends the buffer contents 

using the UDP protocol, uses a Java class library: Data-
gramSocket and DatagramPacket. The Object construc-
tor, named DatagramSocket, contains the following 
parameters: Soundpacket — an array of bytes repre-
senting the buffer, Soundpacket.length — length of the 
array, the destination address, and port number of the 
recipient.

Thus prepared, the object is sent with the method of 
DatagramSocket class:send (datagram).

Server application

After receiving the relevant information from the client 
application, the audio format and server buffer are set; 
then, the server buffer’s content is played using the same 
classes as in the client part, through the speakers of the 
humanoid robot, as in the case of recording sound from a 
microphone into a buffer.

Tests of delays in playback audio, conducted using 
the Audacity program, show that an additional delay, 
caused by UDP data transfer over the network, affects 

the performance of the application and should be taken 
into account while calculating the size of the buffer.

Ten measurements were made for the delays of 0.05, 
0.1, 0.15, 0.20, 0.25, 0.30, 0.35, and 0.40 to calculate the dif-
ference between the required delay and the actual delay, 
amended by the additional delay resulting from the trans-
mission of data.

The measurement is made by recording, with the 
aid of an additional external microphone, the operation 
of this application. User hits the microphone of the com-
puter, on which the client application is working, this hit 
creates a short sound, and then the humanoid robot plays 
that sound with delay.

Then, the recording is played in the Audacity program. 
Figure 4 shows that the sound caused by hitting the micro-
phone and its repetition by the robot can be seen in the 
program as two “peaks”.

The time difference of those two peaks shows the 
actual delay of the audio, repeated by a robot.

Table 1 shows the means of 10  measurements 
results — an actual delay and the difference in relation to 
the required delay for some selected delays.

Figure 3: UDP header.

Figure 4: Record that is opened by the Audacity program.

Table 1: Table of measurements.

Set delay Real delay Difference

0.05 0.193 0.143
0.1 0.236 0.136
0.15 0.294 0.144
0.2 0.336 0.136
0.25 0.387 0.137
0.3 0.439 0.139
0.35 0.491 0.141
0.4 0.545 0.145
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The delay, resulting from the transfer of the signal, is 
equal to about 0.14 s and that is the reason why the actual 
time delay is adjustable from 0.15 to 0.40  s. This is the 
range used in the therapy of echo method. The buffer size 
should be calculated with taking into account the differ-
ence in accordance with formula (3):

 real buffer size dt sample rate 2 0.14 sample rate 2= ∗ ∗ − ∗ ∗
 (3)

Listing 2 presents the source code that is responsible for 
generating the delay and writing signal into the buffer, 

Visual feedback mode

This mode is based on the fact that the robot raises and 
lowers its hand in tact of the user’s speech. To calculate 
the envelope’s value for the particular signal’s windows 
from the buffer, the auditory signal, written in the buffer 
and described in detail above, is transformed from the byte 
array to the integer array — sample’s value. After that, the 
signal is transformed by the time function called “rectangle 
window” (Listing 3). Then, the right envelope is calculated 
as formula (4) for each window:

 wyn 20 Math.log10(Math.sqrt(suma) /100)= ∗  (4)

The result is scaled on the value from − 1.2 to 1.2.
The range of the robot’s hand movement in radians (up 

and down) gives the natural effect of “conducting”, control-
ling the robot’s hand movement by the auditory signal.

Results that are smaller than 65 are conceded as the 
silence and they set the position of the robot’s hand on the 
lowest value (hand lowered down).

The value of the robot’s hand is the parameter of the func-
tion moveHand() from the class HandControl, responsible 
for the robot’s hand movement. The class HandControl 
uses the library, provided by the robot’s producers — Alde-
baran Robotics. Then, the session of the robot’s movement 
is created (Listing 4):
Application application=new Application(args,robotUrl);
 application.start();
 motion=new ALMotion(application.session());
The name of joint which the robot will move — “Lshoul-
derPitch” — is added to the collection ArrayList<String>. 
In this example, it concerns the movement of the robot’s 
left arm (Figure 5).
 names=new ArrayList<>();
 names.add(“LshoulderPitch”);
The scaled value of the envelope’s result in radians is 
added to the new list:
 angles=new ArrayList<>();
 angles.add(wynik);
Eventually, the robot moves the left arm with the calcu-
lated angle and estimated speed.
Speed is estimated from range 0–1 to keep the natural 
movement effect (0.46):
motion.angleInterpolationWithSpeed(names,angles,pFra
ctionMaxSpeed);
Next, the value from angles list is erased:
 angles.clear();

Listing 2: Part of the code that is responsible for writing the signal into the buffer and generating delay.

// Information about the line – description of the class that implements the interface TargetDataLine and Audio format:

DataLine.Info dataLineInfo = new DataLine.Info (TargetDataLine.class, getAudioFormat ());

// copy of the class that implements the interface TargetDataLine:

TargetDataLine targetDataLine = (TargetDataLine) AudioSystem.getLine (dataLineInfo);

// Opens lines with a specific Audio format:

targetDataLine.open (getAudioFormat ());

// Allows the line to engage in data I / O:

targetDataLine.start ();

// Set the size of the buffer according to the formula 3:

tempBuffer = new byte [(int) (dt * getAudioFormat (). getSampleRate ()) *2 – 0.14* getAudioFormat (). getSampleRate ()*2];

// Record of the data, cpatured from line to the buffer:

while (true)

{

targetDataLine.read (tempBuffer 0, tempBuffer.length);

// further the application sends data from the filled buffer by using the UDP protocol:

sendWithUDP (tempBuffer);

}
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The application recalculates new data from sound signal 
and calls the aforementioned method. The auditory and 
visual feedback mode uses two described feedbacks at the 
same time. The metronome mode allows the robot hand’s 
movement up and down from the lowest to the highest 
location with the speed estimated from 0 to 1, where 
0 means no movement and 1 means fast movement: two 
full movements of the hand per second.

Conclusions
The main advantage of this application is the possibility 
of using a humanoid robot in the process of therapy using 
the “echo” method, extended by the visual feedback  — 
precisely by the robot’s hand movement in tact of the 
speaking person. This robot, in case of specific actions, 

can replace a specialist, for example, the speech thera-
pist, while accompanying the patient and leading his 
treatment. The therapy indicated above is based on the 
fact that the patient, a person stuttering, performs various 
types of exercises such as reading, conversing, or running 
a monologue.

These activities should be carried out as frequently 
as possible and should last for at least 20 min every day.

The process of speaking belongs to social activities. 
Usually, a speech therapist should be a part of the therapy, 
which helps solving the problem of speech disfluency. 
Thanks to the presented application, the specialist can 
be replaced by the NAO robot during the mechanically 
repeated activities.

To make the described therapy more attractive, in the 
development version of the application, it will be possible 
to use the function of asking earlier prepared questions 

Listing 3: Part of the code that is responsible for calculating and scaling the envelope’s value.

public void informuj(int[] tab) {

int max=tab.length;

int min=0;

int nrOkna=0;

int liczbaOkien = (max-199)/199+1; //liczba okien

double suma=0;//suma poteg warto  ci próbek w poszczególnym oknie

while(min<=max-199)

{

nrOkna++;

suma=0;

int i=min;

for(;(i<min+199) ;i++)

{

suma=suma+(tab[i])*(tab[i]);

}

wyn =20*Math.log10(Math.sqrt(suma)/100);

if (wyn<=65)

{

wyn2=-1.2;//scale(wyn,60,75,-1.2,1.2);

}

else {

wyn2=scale(wyn,65,75,-1.2,1.2);

}

min=min+199;

hc.moveHand(-wyn2);

}

}
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directly by the robot, so the patient would get the impres-
sion that he participates in a real conversation, and that 
would allow him to break through the social barriers asso-
ciated with shyness, resulting from the possessed speech 
defects.

The application, which is the essence of this pub-
lication, provides the possibility of adjusting the time 
delay, further allowing the individualization of the 
therapy (first longer delay and then smaller delay with 
progress).

Another advantage of the described program is the 
ability to remotely connect to the robot, which eliminates 
harmful feedback and external noise.

Finally, it should be noted that the application will be 
tested on a group of people with speech disfluency and 
compared to other methods, for example, the stationary 

“echo” method. Its further development will mainly rely 
on the preparation of additional programmable exer-
cises, particularly making the conversation with the robot 
possible.

There are also many other therapeutic applications of 
NAO robot.

Humanoid robot NAO is used for therapy on selected 
laterality disorders in children [22].

One of the most important is using the humanoid for 
interaction with children suffering from autism spectrum 
disorder (ASD).

Thanks to the possibility of relatively easy appli-
cation development for NAO, there have been several 
papers reporting research of children playing games with 
robots. The game-based approach using NAO is useful 
for teaching children how to express their feelings in 

Listing 4: Part of the code that is responsible for calculating and scaling the envelope’s value.

public class HandControl{
float pFractionMaxSpeed = 0.46f;
String robotUrl = "tcp://nao.local:9559";

String[] args=new String[1];

Application application;

ALMotion motion ;

List<String> names;

List<Double> angles ;

public HandControl(String url) throws Exception

{

args[0]="appc";

robotUrl = url;

Application application = new Application(args,robotUrl);

application.start();

motion= new ALMotion(application.session());

motion.wakeUp();

names = new ArrayList<>();

names.add("LShoulderPitch");

angles =new ArrayList<>();

}

public void moveHand(double wynik)

{

try {

angles.add(wynik);

motion.angleInterpolationWithSpeed( names,angles,pFractionMaxSpeed );

angles.clear();

} catch (Exception ex) {

Logger.getLogger(HandControl.class.getName()).log(Level.SEVERE, null, ex);

}

}

}
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appropriate situations [23]. There have been special pro-
grams developed to help children with ASD in the areas 
of socialization, communication, and playful behavior 
through robot-based intervention [24, 25]. It is believed 
that, thanks to some skills of NAO such as blinking eyes 
and human-like gestures, some children may be encour-
aged to draw their attention and interact with the robot 
[26].

Using the humanoid robot NAO causes an increased 
concentration of the child’s attention on the exercises and 
willingness to repeat these exercises [27].

There are also investigations trying to find a link 
between stuttering (actually speech fluency) and ASD 
[28]. On the contrary, we have some experience in mod-
eling attention and consciousness in ASD [29–32].

This is the reason why a deeper investigation of ASD 
with the application of NAO robot will be in our future 
interest and research to be conducted at the Department 
of Neuroinformatics.
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