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Abstract:Whendiscussing interpretablemachine learning
results, researchers need to compare them and check for
reliability, especially for health-related data. The reason is
the negative impact of wrong results on a person, such as
in wrong prediction of cancer, incorrect assessment of the
COVID-19 pandemic situation, or missing early screening
of dyslexia. Often only small data exists for these complex
interdisciplinary research projects. Hence, it is essential
that this type of research understands different method-
ologies and mindsets such as the Design Science Method-
ology,Human-CenteredDesign orData Science approaches
to ensure interpretable and reliable results. Therefore, we
present various recommendations and design considera-
tions for experiments that help to avoid over-fitting and
biased interpretation of results when having small imbal-
anced data related to health. We also present two very dif-
ferent use cases: early screening of dyslexia and event pre-
diction in multiple sclerosis.
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1 Introduction

Independently of the source of data, we need to under-
stand our machine learning (ML) results to compare them
and validate their reliability. Wrong (e. g., wrong inter-
preted, compared) results on critical domains such as in
health data can cause an immense individual or social
harm (e. g., thewrong prediction of a pandemic) and there-
fore, must be avoided.

In this context, we talk about big data and small
data, which depend on the research context, profession,
or mindset. We usually use the term “big data” in terms of
size, but other key characteristics are usuallymissing such
as variety and velocity [5, 16]. The choice of algorithm de-
pends on the size, quality, and nature of the data set, as
well as the available computational time, the urgency of
the task, and the research question. In some cases, small
data is preferable to big data because it can simplify the
analysis [5, 16]. In some circumstances, this leads to more
reliable data, lower costs, and faster results. In other cases,
only small data is available, e. g., in data collections related
to health since each participant (e. g., patient) is costly in
terms of time and resources. This is the case when partic-
ipants are difficult to contact due to technical restrictions
(e. g., no Internet) or data collecting is still ongoing, but
results are urgently needed as in the COVID-19 pandemic.
Some researchers prefer to wait until they have larger data
sets, but thismeanspeoplewaitingwith less hope for help.
Therefore, researchers have to make the best of limited
data sets and avoid over-fitting, being aware of issues such
as imbalanced data, variance, biases, heterogeneity of par-
ticipants, or evaluation metrics.

In thisworkwe address themain criteria to avoid over-
fitting and taking care of imbalanced data sets related to
health from a previous research experience with different
small data sets related to early and universal screening
of dyslexia [32, 34, 39]. We mean by universal screening
of dyslexia a language-independent screening. Our main
contribution is a list of recommendationwhen using small
imbalanced data for ML predictions. We also suggest an
approach for collecting data from online experiments with
interactive systems to control, understand and analyze the
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data. Our use cases show the complexity of interpreting
machine learning results in different domains or contexts.
Wedonot claimcompleteness andwe seeourproposal as a
starting point for further recommendations or guidelines.1

We focusmainly in newly designed interactive systems but
consider also existing systems and data sets.

The rest of the paper is organized as follows: Sec-
tion 2 gives the background and related work. Section 3
explains our approach to collect data from interactive sys-
tems with Design Science Research Methodology (DSRM)
and Human-Centered Design (HCD), while Section 4 de-
scribes the general considerations of a research design. In
Section 5 we propose our guidelines for small imbalanced
datawithmachine learningwhilewe show in Section 6 de-
sign considerations for different uses cases as well as ex-
amples.Wefinishwith conclusions and futurework in Sec-
tion 7.

2 Background and Related Work

Interdisciplinary research projects require a standardized
approach, like theDesign Science (DS) ResearchMethodol-
ogy (DSRM) [31], to compare results with differentmethod-
ologies or mindset. A standardized approach for the de-
sign of software products, like theHuman-Centered Design
(HCD) [26], is needed to ensure the quality of the software
by setting the focus on the users’ needs. We explain these
approaches, field of work, and advantages briefly to stress
the context of our hybrid approach. Since the HCD and
DSRM methods are not so well known in Machine Learn-
ing, next, we explain the basics of them to understand also
the similarities of each method.

2.1 Design Science Research Methodology

The Design Science Research Methodology (DSRM) sup-
ports the standardization of design science, for example,
to design systems for humans. The DSRM provides a flex-
ible and adaptable framework to make research under-
standable within and between disciplines [31]. The core
elements of DSRM have their origins in human-centered
computing andare complementary to thehuman-centered
design framework [25, 26]. DSRM suggests the following
six steps to carry out research: problem identification and
motivation, the definition of the objectives for a solution,

1 Our template for self-reporting small data with our guidelines is
available at https://github.com/Rauschii/smalldataguidelines

Figure 1: Activities of the human-centered design process adapted
from [27].

design and development, demonstration, evaluation, and
communication.

The information system design theory can be consid-
ered to be similar to social science or theory-building as
a class of research, e. g., to describe the prescriptive the-
ory how a design process or a social science user study
is conducted [54]. However, designing systems was not
and is still not always regarded to be as valuable research
as “solid-state physics or stochastic processes” [49]. One
of the essential attributes for design science is a system
that targets a new problem or an unsolved or otherwise
important topic for research (quoted after [31] and [22]).
If research is structured in the six steps of DSRM, a re-
viewer can quickly analyze it by evaluating its contribu-
tion and quality. Besides, authors do not have to justify a
research paradigm for system design in each new thesis
or article. Recently, DSRM and machine learning are com-
bined for the prediction of dyslexia, or developing stan-
dards for machine learning projects in business manage-
ment [24].

2.2 Human-Centered Design

The Human-Centered Design (HCD) framework [26] is a
well-known methodology to design interactive systems
that takes the whole design process into account and can
be used in various areas: health related applications [2,
20, 35, 51], remote applications (Internet of things) [45],
social awareness [53], or mobile applications [2, 36]. With
HCD, designers focus on the users’ needswhendeveloping
an interactive system to improve usability and user experi-
ence.

The HCD is an iterative design process (see Figure 1).
HCD is used to designing a user-centric explainable AI
frameworks [55] or to understandHCI researchs to develop

https://github.com/Rauschii/smalldataguidelines
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explainable systems [1]. Usually, the process starts with
the planning of the HCD approach itself. After that, the
(often interdisciplinary) design team members (e. g., UX
designers, programmers, visual designers, project man-
agers or scrum masters) define and understand the con-
text of use (e. g., at work in an open office space). Next,
user requirements are specified and can result in a descrip-
tion of the user requirements or a persona to communi-
cate the typical user’s needs to, e. g., the design team [6].
Subsequently, the system or technological solution is de-
signed with the defined scope from the context of use and
user requirements. Depending on the skills or the itera-
tive approach, the designing phase can produce a (high- or
low-fidelity) prototype or product as an artifact [6]. A low-
fidelity prototype, such as a paper prototype, or a high-
fidelity prototype, such as an interactive designed inter-
face, can be used for an iterative evaluation of the design
results with users [3].

Ideally, the process finishes when the evaluation re-
sults reach the expectations of the user requirements. Oth-
erwise, depending on the goal of the design approach and
the evaluation results, a new iteration starts either at un-
derstanding the context of use, specifying theuser require-
ments, or re-designing the solution.

Early and iterative testing with the user in the context
of use is a core element of the HCD and researcher observe
users’ behavior to avoid unintentional use of the interac-
tive system. This is especially true for new and innovative
products, as both the scope of the context of use and the
user requirements are not yet clear and must be explored.
Early and iterative tests results often in tiny or small data
and the analysis of such data can help making design de-
cisions.

There are various methods and artifacts which can be
included in the design approach depending, (e. g., on the
resources, goals, context of use, or users) to observe, mea-
sure and explore users’ behavior. Typical user evaluations
are, for example, the five-user study [30], the User Expe-
rience Questionnaire (UEQ) [23, 37, 40], observations, in-
terviews, or the think-aloud protocol [11]. Recently, HCD
and ML have been combined such that HCI researchers
can design explainable systems [1]. Methods can be com-
bined to get quantitative and/or qualitative feedback, and
the most common sample size at the Computer Human In-
teraction Conference (CHI) in 2014was 12 participants [12].
With small testing groups (n < 10 − 15) [12], mainly qual-
itative feedback is obtained with (semi-structured) inter-
views, think-aloud protocol, or observations. Taking into
account the guidelines for conducting questionnaires by
rules of thumb, like the UEQ could be applied from 30 par-
ticipants to obtain quantitative results [41].

2.3 Related Work

The time has passed since machine learning algorithms
have produced results without the need for explanation.
This has changed due to a lack of control and the need for
explanation in tasks affecting people like disease predic-
tion, job candidate selection, or risk of committing a crime
act again [1]. These automatic decisions could impact hu-
mans life negatively due to biases in the data set and need
to be made transparent [4].

Recently, explainable user-centric frameworks [55]
have been published to establish an approach across
fields. But data size or imbalanced data are not mentioned
as well as how to avoid over-fitting which makes a differ-
ence when using machine learning models.

As in the beginning of machine learning, today small
data is used bymodels in spite of the focus in big data [16].
But the challenge to avoid over-fitting remains [5] and rises
with imbalanced data or data with high variances. Avoid-
ingover-fitting inhealth care scenarios is especially impor-
tant aswrong or over interpretation of results canhavema-
jor negative impacts on individuals. Current research is fo-
cusing either on collectingmore data [44], develop new al-
gorithms andmetrics [13, 19], or over- and under-sampling
[19]. But to the best of our knowledge, a standard approach
for the analysis of a small imbalanced data sets with vari-
ances when doing machine learning classification or pre-
diction in health is missing.

Hence, we propose some guidelines based in our pre-
vious research to consider the context given above. This is
very important as most institutions in the world will never
have big data [5].

3 Collecting and Analyzing Data

An interdisciplinary research project requires a standard-
ized approach to allow other researchers to evaluate and
interpret results. Therefore,we combine theDesign Science
(DS) Research Methodology (DSRM) [31] with the Human-
Centered Design (HCD) [26] to collect data for new interac-
tive systems.

Researchers combine methodologies or approaches
and need to evaluate results from other disciplines. Com-
bining discipline techniques is a challenge because of dif-
ferent terms, methods, or communication within each dis-
cipline. For example, the same term, such as experiments,
can have a different interpretation in data science ver-
sus human computer interaction (HCI) approaches. In HCI,
experiments mainly refer to user studies with humans,
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Figure 2: Integration of the Human-centered Design in the Design Science Research Methodology.

whereas in data science, experiments refer to running al-
gorithms on data sets. HCD is not well known in the ma-
chine learning community but provides methods to solve
currentmachine learning challenges, such as how to avoid
collecting bias in data sets from interactive systems.

We combine HCD and DSRM because of their similari-
ties and advantages as explained before in Section 2. Most
common ways in big data analysis are existing interactive
systems or already collected data sets which we describe
very briefly.

3.1 New Interactive Systems

It is a challenge to collect machine learning data sets with
interactive systems since the system is designed not only
for the users’ requirements but also for the underlying re-
search purpose. The DSRM provides the research method-
ology to integrate the research requirements while HCD
focuses on the design of the interactive systems with the
user.

Here we show how we combined the six DSRM steps
with theActions andmatch themwith the fourHCDphases
(see Figure 2, black boxes). The blue boxes are only related
to the DSRM, while the green boxes are also related to the
HCD approach. The four green boxes match the four HCD
phases (see Figure 2, yellowboxes). Next,wedescribe each
of the six DSRM steps following Figure 2 with an example
from our previous research on early screening of dyslexia
with a web game using machine learning [32, 34, 39].

First, we do a selective literature review to identify
the problem, e. g., there is the need of early, easy and
language-independent screening of dyslexia. This results

in a concept, e. g., for targeting the language-independent
screening of dyslexia using games and machine learning.
We then describe how we design and implement the con-
tent and the prototypes as well as how we test the interac-
tion and functionality to evaluate our solution.

In our example, we designed our interactive proto-
types to conduct online experiments with participants
with dyslexia using the human-centered design [26].

With the HCD, we focus on the participant and
the participant’s supervisor (e. g., parent/legal guardian/
teacher/therapist) as well as on the context of use when
developing the prototype for the online experiments to
measure differences between children with and without
dyslexia.

The user requirements and context of use define the
content for the prototypes, which we design iteratively
with the knowledge of experts. In this case, the interactive
system has an integration of game elements to apply the
concept of gamification [42].

Furthermore, HCD enhances the design, usability, and
user experience of our prototype by avoiding external
factors that could unintentionally influence the collected
data. Inparticular, the early and iterative testingof thepro-
totypes helps to prevent unintended interactions frompar-
ticipants or their supervisors.

Example iterations are internal feedback loops of
human-computer interaction experts or user tests (e. g.,
five-user test). For instance, we discovered that to interact
with a tablet, children touch quickly multiple times. Be-
causeof theweb implementation techniqueused, adouble
click on a web application to zoom in, which was not good
in a tablet. Therefore, we controlled the layout setting for
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mobile devices to avoid the zoom-effect on tablets, which
caused interruptions during the game [32]. The evaluation
requires the collection of remote data with the experimen-
tal design to use the dependent measures for statistical
analysis and prediction with machine learning classifiers.

When taking into account participants with a learning
disorder, in our case, participants with dyslexia, we need
to address their needs [38] in the design of the application
and the experiment as well as consider the ethical aspects
[7]. As dyslexia is connected to nine genetic markers and
reading ability is highly hereditary [14], we support read-
ability for participants’ supervisors (who couldbeparents)
with a large font size (minimum 18 points) [43].

3.2 Existing Interactive Systems or Data Sets

In big data analysis, it is very common to validate new al-
gorithms with existing data sets and to compare to a base-
line algorithm. The details how the data from this exist-
ing data sets has been collected or prepared is mainly un-
known.Mainly, the annotation and legend is provided as a
description, e. g., https://www.kaggle.com/datasets. This
could lead to false interpretation as the circumstances are
not clear. Example could be time duration, time pressure,
missing values, clean values lead to new values or data en-
tries have been excluded but are valuable for the interpre-
tation. As a result, data sets can be more biased because
if missing entries or information. Small data has the same
effects and less data means more influence of missing in-
formation. In small critical data, by which we mean per-
sonal data, health-related or even clinical data, this data
sets are protected and only shared with a limited group
of people. But some data is shared publicly, e. g., https://
www.kaggle.com/ronitf/heart-disease-uci. As mentioned
before, descriptions are very limited and the advantages
to collect your own data set are the knowledge researchers
get over their own data sets. This knowledge should be
passed on to other researchers when the data sets are
made public. The circumstances when the data set has
been collected is important for the analysis. For example,
during a pandemic the information shared in social media
might increase as most people are at home using a inter-
net device. In a few years from now, researchers might not
be aware of these circumstances anymore and the informa-
tion needs to be passed onwhen analysis the collect social
media data sets, e. g., screening time and health in 2020 vs.
2030.

Researchers should provide and be aware of the sur-
rounding information regarding society when collecting
and analysis data from existing systems or data sets.

Table 1: Example aspects that can have a big influence on small data
analysis.

Human-Centered Design Data Science/ Machine Learning∙ Different terms, e. g.,
experiments

∙ ̸= experiments∙ (tiny) Small data ∙ Big data∙ Iterative design ∙ Data set knowledge∙ DIN, ISO, various
methods

∙ No global standards∙ Balanced ∙ Imbalanced∙Multiple Testing;
Bonferroni

∙Multiple Testing
... ...

3.3 Main Challenges Combining HCD and ML

As described before, combining discipline-specific tech-
niques can be a challenge due to very simple and easy to
solve issues such as, e. g., same terms different meaning.
Wewould like to raise awareness for certain aspects as this
aspects can have a bigger impact on the results of small
data (see Table 1).

We should consider that even the term small data is
probably interpreted differently, as small data in data sci-
ence might reference to 15.000 data points [56] for image
analysis while HCD reference to around 200 or much less
participants.

The focus in the HCD is the iterative design of a in-
teractive systems which can be a website or a voice assis-
tant. Also, it is an approach which includes the persona
and context for the evaluation. Data scientist mainly get a
data set and focus on the analysis of the data without tra-
ditional the context of how this data has been collected.

4 Research Design Considerations

A quasi-experimental study helps to collect dependent
variables from an interactive system, which we use as fea-
tures for the machine learning models later. In this way,
there is control over certain variables such as participant
attributes, which then assigns participants to either the
control or the experimental group [17]. An example of such
an attribute could be whether or not one has a dyslexia di-
agnosis.

In a within-subject design, all participants take part in
all study conditions, e. g., tasks or game rounds. When ap-
plying a within-subject design, the conditions need to be
randomized to avoid systematic or order effects produced
by order of the conditions. These unwanted effects can be

https://www.kaggle.com/datasets
https://www.kaggle.com/ronitf/heart-disease-uci
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Figure 3: Cross-validation approach [46].

avoided by counterbalancing the order of the conditions,
for example with Latin Squares [17].

The advantage of a repeated-measures design in a
within-subject design is that participants can engage in
multiple conditions [17]. When participant attributes such
as age or gender are similar in different groups, a repeated-
measures design is more likely to reveal the effects caused
by the dependent variable of the experiment.

When conducting a within-subject design with a re-
peated measures design, and assuming a non-normal and
non-homogeneous distribution for independent partici-
pant groups, a non-parametric statistical test is needed,
such as the Mann-Whitney-Wilcoxon Test [17]. As for psy-
chology in HCD, multi-variable testing must be addressed
to avoid having significance by chance. This can be
achieved by using a method such as Bonferroni-Correction
and having a clear hypothesis.

Dependentmeasures areused tofind, for example, dif-
ferences between variables [17], while features are used as
input for the classifiers to recognize patterns [8]. Machine
learning is a data-driven approach in which the data is ex-
plored with different algorithms to minimize the objective
function [15]. In the following we refer to the implementa-
tion of the Scikit-learn library (version 0.21.2) if not stated
otherwise [48]. Although a hypothesis is followed, opti-
mizing themodel parameters (multiple testing) is not gen-
erally considered problematic (as it is in HCD) unless we
are over-fitting, as stated by Dietterich in 1995:

“Indeed, if we work too hard to find the very best fit to the training
data, there is a risk that we will fit the noise in the data by memo-
rizing various peculiarities of the training data rather than finding
a general predictive rule. This phenomenon is usually called over-
fitting.” [15]

If enough data is available, common practice holds out
(that is separating data for training, test or validation) a
percentage to evaluate themodel and to avoid over-fitting,
e. g., a test data set of 40%of the data [46]. A validation set
(holding out another percentage of the data) can be used
to, say, evaluate different input parameters of the classi-
fiers to optimize results [46], e. g., accuracy or F1-score.
Holding out part of the data is only possible if a sufficient
amount of data is available. As models trained on small
data are prone to develop over-fitting due to the small sam-
ple and feature selection [28], cross-validationwith k-folds
can be used to avoid over-fitting when optimizing the clas-
sifier parameters (see Figure 3). In such cases, the data is
split into training and test data sets. Amodel is trained us-
ing k − 1 subsets (typically 5-folds or 10-folds) and eval-
uated using the missing fold as test data [46]. This is re-
peated k times until all folds have been used as test data,
taking the average as final result. It is recommended that
one hold out a test data set while using cross-validation
when optimizing input parameters of the classifiers [46].
However, small data sets with high variances are not dis-
cussed.

So far, mainly in data science we talk about big and
small data [5] and small data can be still 15,000data points
in, e. g., image analysis with labeled data [56]. In HCD we
may have less than 200 data points, as explained before.
Hence, it depends on the domain and context what is con-
sidered small and we suggested to consider talking about
tiny data in the case of data under a certain threshold, e. g.,
200 subjects or data points. We should consider to distin-
guish small and tiny data as they need to be analyzed dif-
ferently, i. e., tiny data cannot be separated in neither a test
or validation set to do data sciencemultiple testing and/or
parameter optimization.

Model-evaluation implementations for cross-
validation from Scikit-learn, such as the cross val score
function, use scoring parameters for the quantification of
the quality of the predictions [47]. For example, with the
parameter balanced accuracy imbalanced data sets are
evaluated. The parameter precision describes the classi-
fiers ability “not to label as positive a sample that is neg-
ative” [47]. Whereas the parameter recall “is the ability
of the classifier to find all the positive samples” [47]. As
it is unlikely to have a high precision and high recall,
the F1-score (also called F-measure) is a “weighted har-
monic mean of the precision and recall” [47]. Scikit-learn
library suggests different implementations for computing
the metrics (e. g., recall, F1-score) and the confusion ma-
trix [46]. The reason is that themetric function reports over
all (cross-validation) fold, whereas the confusion matrix
function returns the probabilities from different models.
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5 Proposed Recommendations
Based in our previous research [32, 34, 39] and our work-
shop [33] we propose the main criteria that should be con-
sidered when applyingmachine learning classification for
small data related to health.We present an overview of the
criteria to avoid over-fitting in the following:
Precise data set In the best-case scenario, no missing

values, and participants’ attributes are similarly rep-
resented, e. g., age, gender, language.

Biases Data sets having biases are very likely, in health
data gender or age biases are even normal. Many fac-
tors determine the quality of the data set, and we rec-
ommend accepting the existence of possible biases
and start with the “awareness of its existence” [4].

Hypothesis Use a hypothesis from the experimental
design, confirm with existing literature, and pre-
evaluated with, e. g., statistical analysis of the depen-
dent variables to avoid significance or high predic-
tions by chance.

Domain knowledge Interdisciplinary research topics
need a deeper understand of each discipline and the
controversy when analyzing or training the data, e. g.,
(multiple testing) HCD vs. Data Science or domain
experts such as learn-therapist for dyslexia or virolo-
gists.

Data set knowledge Knowledge about how the data has
been collected to identify external factors, e. g., dura-
tion, society status, pandemic situation, technical is-
sues.

Simplified prediction Depending on the research ques-
tion and certainty of correlations, a binary classifica-
tion instead of multiple classifications is beneficial to
avoid external factors and understand results better.

Feature Selection Feature selection is essential in any
machine learning model. However, for small data,
the dependent variables from the experimental de-
sign can address the danger of selecting incorrect fea-
tures [28] by taking into account previous knowledge.
Therefore, pre-evaluate dependent variables with tra-
ditional statistical analysis and then use the depen-
dent variables as input for the classifiers [8].

Optimizing input parameters Donot optimize input pa-
rameters unless data sets can hold out test and valida-
tion sets. Hold out tests and cross-validation are pro-
posedbyScikit-learn0.21.2 documentation to evaluate
the changes [46] and to avoid biases [52].

Variances When imbalanced data show high variances,
we recommend not to use over-sampling as the added
data will not represent the class variances. We recom-
mend not under-sampling data sets with high vari-

ances when data sets are already minimal and would
reduce it to n < 100. The smaller the data set, themore
likely it is to produce the unwanted over-fitting.

Over- and under-sampling Over- and under-sampling
can be considered when data sets have small vari-
ances.

Imbalanced Data Address this problem with models
made for imbalanced data (e. g., Random Forest with
class weights) or appropriate metrics (e. g., balanced
accuracy).

Missing or wrong values Missing data can be imputed
by using interpolation/extrapolation or via predictive
models. Wrong values can be verified with domain
knowledge or data set knowledge and then excluded
or updated (if possible).

These criteria are the starting point of machine learning
solutions on health-related small data analysis as this can
have a significant impact on specific individuals and the
society.

6 Two Use Cases
Beside the considerations to design research studies in
an interdisciplinary project and the criteria explained be-
fore, there are for each domain, data size and task different
possibilities to explore the data, e. g., image analysis [56],
game measure analysis [34, 44], or eye-tracking data [29].
Herewedescribe twopossible approaches in different data
types and domains to raise awareness of possible pitfalls
for future use cases.

Small or tiny data canhave the advantage of beingpre-
cise by which we mean, e. g., less/no missing data, spe-
cific target group. Data sets can be collected from social
media (e. g., Twitter, Reddit,..), medical studies (e. g.,MRT,
dyslexia diagnose) or user studies (e. g., HCD user evalu-
ation). As mentioned before, small or tiny data could an-
swer specific questions and reduce the complexity of the
analysis, by simplifying the prediction, e. g., binary clas-
sification. Missing out influencing factors is a limitation
which is why tiny data set experiments should follow a hy-
pothesis as in HCD.

In big data analysis most probably there is missing
data which is then interpolated or predicted (average to
assume potential user behavior) with the already existing
values from other, e. g., subjects. In small or tiny data (es-
pecially with variances), dealingwithmissing data entries
is a challenge due to uncertainty of the information value.
This means, we cannot predict the missing value as this
might add biases.
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We follow with two use cases to explain different data
issues, possible pitfalls and possible solutions to gain
more reliable machine learning results.

6.1 Early Dyslexia Screening

We explain further our approach to avoid over-fitting and
overly interpret machine learning results with the follow-
ing use case: finding a person with dyslexia to achieve
early and universal screening of dyslexia [32, 34]. The pro-
totype is a game with a visual and auditory part. The con-
tent is related to indicators that showed significant dif-
ferences in lab studies among children with and with-
out dyslexia. First, the legal guardian answered the back-
ground questionnaire (e. g., age, official dyslexia diag-
noses yes/maybe/no), and then children played the web
game once. Dependent variables have been derived from
previous literature and then matched to game measures
(e. g., number of total clicks, duration time). A demo pre-
sentation of the game is available at https://youtu.be/
P8fXMZBXZNM.

The example data set has 313 participants, with 116
participants with dyslexia and 197 participants without
dyslexia, the control group (imbalance of 37% vs. 63%, re-
spectively).

A precise data set helps to avoid external factors and
reveals biases within the data sets due to missing data
or missing participants. For example, one class is repre-
sented by one feature (e. g., language) due to missing par-
ticipants from that language, and therefore the model pre-
dicts a person with dyslexia mainly by the feature lan-
guage, which is not a dependent variable for dyslexia.

Although dyslexia is more a spectrum than a binary
classification, we rely on current diagnostic tools [50] such
as the DRT [21] to select our participants’ groups. There-
fore, a simple binary classification is representative al-
though dyslexia is not binary. The current indicators of
dyslexia require the children to have minimal linguistic
knowledge, such as phonological awareness, to measure
reading or writing mistakes. These linguistic indicators
for dyslexia in diagnostic tools are probably stronger as
language-independent indicators because a person with
dyslexia shows a varying severity of deficits in more than
onearea [9]. Additionally, in this use case, participants call
raised awareness from parents who suspected their child
of having dyslexia but did not have an official diagnosis.
We, therefore, decided for precise data set on childrenwho
have a formal diagnosis and showno sign of dyslexia (con-
trol group) to avoid external factors and focus on cases
with probably more substantial differences in behavior.

Notably, in a new area with no published comparison,
a valid and clear hypothesis derived from existing liter-
ature confirms that the measures taken are connected to
the hypothesis. While a data-driven approach is exploita-
tive and depends on the data itself, we propose to follow a
hypothesis to not over-interpret anomalies for small data
analysis. We agree that anomalies can help to find new
research directions but should not be taken as facts and
instead explore them to find the origin as for the exam-
ple of one class represented by one feature (see above).
This is also connected toWhich features to collect and an-
alyze? as this could mean having correlations by chance
due to the small data set or selected participants with fea-
tures similar to the multi-variable testing in HCD. As far as
we know, there is no similar Bonferroni-Correction for ma-
chine learning in small data.

Wepropose tousedifferent kinds of features (input pa-
rameters) depending on different hypotheses derived from
literature. For example, at this point, the central two theo-
ries are that dyslexia is related to auditory and visual per-
ception. We, therefore, also separated our features for dif-
ferentmachine learning test related to auditory or visual to
evaluate if one of the theories is more valid. This approach
is taking advantage of the machine learning techniques
without over-interpretation results and, at the same time,
takes into account previous knowledge of the target re-
search area with hypotheses as done in HCD.

At this point, we could not find a rules of thumb or lit-
erature recommendation when to over- or under-sample a
data set. Also, no approach for variances within a data set
and over- or under-sampling are discussed. We propose to
not over- and under-sample for data sets having high vari-
ances.

When comparing machine learning classification re-
sults, the metrics for comparison should not be only (bal-
anced) accuracy as this describes mainly the accuracy
of the model and does not focus on the screening of
dyslexia. Obtaining both high precision and high recall is
unlikely, which is why researchers reported the F1-score
(the weighted average between precision and recall) for
dyslexia to compare the model’s results [34]. However, as
in this case false positives are much more harmful than
false negatives (that is, missing a person with dyslexia),
we should focus on the dyslexia class recall.

6.2 Multiple Sclerosis

Here we explain another use case with the focus on pre-
dicting the next events and treatments for Multiple Sclero-
sis (MS) [18]. Typically, MS starts with symptoms such as

https://youtu.be/P8fXMZBXZNM
https://youtu.be/P8fXMZBXZNM
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limbs numbness or reduced vision for days or weeks that
usually improve partially or completely. These events are
followedbyquiet periods of disease remission that can last
months or even years until they relapse. The main chal-
lenges are the low frequency of those affected, the long
periods to gather meaningful events, and the size of some
data sets.

Multiple Sclerosis (MS) is a degenerative nervous dis-
ease where intervention at the right stage and time is cru-
cial to slowdown the process. At the same time, there is
a high variance among patients and then personalized
health care is preferable. So, today, clinical decisions are
based in different parameters such as age, disability mile-
stones, retinal atrophy, brain lesion activity and load. Col-
lecting enough data is difficult as is not a common dis-
ease, where less than two people per million will suffer
it (that is, 5 orders of magnitude less frequent than the
previous use case). Hence, here the approach to collect
data has to be collaborative. For example, the Sys4MS Eu-
ropean project was able to have a cohort of 322 patients
coming from four different hospitals in as many countries:
Germany, Italy, Norway and Spain [10, 57]. This means on
one hand that we are sure these participants are affected
of MS but the life style, history or regions are heteroge-
neous. Additional parameters can complicate the predic-
tion of events because, e. g., interpolating data, already,
adds noise due to the variance among participants. There-
fore, we always need to collect more individual data over
a longer period.

In addition, collecting this data needs time as the
progress of the disease takes years and hence you may
need to follow patients for several years to have a mean-
ingful number of events. During this period, very different
types of data are collected at fixed intervals (months), such
as clinical (demographics, drugs usage, relapses, disabil-
ity level, etc.), imaging (brain MRI and retinal OCT scans),
and multi-modal omics data. The latter include cytomics
(blood samples), proteomics (mass spectrometry) and ge-
nomics (DNA analysis using half a million genetic mark-
ers). For example, for the disability level there are no stan-
dards and there exists close to ten different scales and
tests. Hence collecting this data is costly in terms of time
and personnel (e. g., brain and retinal scans, or DNA anal-
ysis). In addition, due to the complexity of some of these
techniques involved, the data will have imprecision. Addi-
tionally, not all participants do all testswhich lead tomiss-
ing data, as they come from different hospitals. This data
completeness heterogeneity between participants adds an
additional level of complexity.

The imbalance here is different to the previous use
case as is also hard to have healthy patients (baseline) that

are willing to go through this lengthy data collection pro-
cess. Indeed, the final data set has only 98 people in the
control group (23%). Originally, we had 100 features but
we selected only the ones that had at least 80% correla-
tion with each of the predictive labels. We also consider
only features with at least 80% of their values and simi-
larly patients with values for all the features. As a result,
we also have feature imbalancewith 24 features in the clin-
ical data, 5 in the imaging data and 26 in the omics data.
Worse, due to the collaborative nature of the data collec-
tion and the completeness constraint, the number of pa-
tients available for each of the 9 prediction problems dras-
tically varies, as not all of them had all the features and/or
the training labels, particularly the omics features. Hence,
the disease cases varied from 29 to 259 while the control
cases varied from 4 to 78. This resulted in imbalances of as
low as 7% in the control group. Therefore, we could even
talk about tiny data instead of small data.

Machine learning predictors for the severity of the dis-
ease as well as to predict different events to guide per-
sonalized treatments were trained with this data by using
random forests [18], which was the best of the techniques
we tried. To take care of the imbalance, we used weighted
classes and measures. Parameters were not optimized to
avoid over-fitting. The recall obtained were over 80% for
seven of predictive tasks and even over 90% for three of
them. One surprising result is that in 5 of the tasks, us-
ing just the clinical data gave the best result, showing that
possibly the rest of the data was not relevant or noisy. For
other 3 tasks, adding the image data was just a bit bet-
ter. Finally, only in one task the omics data made a differ-
ence and a significant one. However, this last comparison
is not really fair, as most of the time the data sets having
the omics data were much smaller (typically one third of
the size and also were themost imbalanced). Hence, when
predictive results suggest that certain tests are better than
others, they may have different priorities to obtain better
data sets.

7 Conclusion and Future Directions

We propose the first step towards guidelines when explor-
ing health-related small better tiny imbalanced data sets
with various criteria.We show twouse cases and reveal op-
portunities to discuss and develop this further with, e. g.,
new machine learning classification for imbalanced data
considering small data. We explained analytical decisions
for each use case depending on the relevant criteria.
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Our proposed guidelines are a starting point and
need to be adapted for each use case. Therefore, we
provide a template for researchers to follow them for
their projects available at https://github.com/Rauschii/
smalldataguidelines. Additionally, we encourage other re-
searchers to update the use case collection in the template
with their own projects for further analysis.

Future work will explore the limits of small data anal-
ysis with machine learning techniques, existing metrics,
and models, as well as approaches from other disciplines
to verify the machine learning results.
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