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Abstract: Predicting the defect-prone modules when the previous defect labels of modules are limited is a 
challenging problem encountered in the software industry. Supervised classification approaches cannot 
build high-performance prediction models with few defect data, leading to the need for new methods, 
techniques, and tools. One solution is to combine labeled data points with unlabeled data points during 
learning phase. Semi-supervised classification methods use not only labeled data points but also unlabeled 
ones to improve the generalization capability. In this study, we evaluated four semi-supervised classifica-
tion methods for semi-supervised defect prediction. Low-density separation (LDS), support vector machine 
(SVM), expectation-maximization (EM-SEMI), and class mass normalization (CMN) methods have been inves-
tigated on NASA data sets, which are CM1, KC1, KC2, and PC1. Experimental results showed that SVM and LDS 
algorithms outperform CMN and EM-SEMI algorithms. In addition, LDS algorithm performs much better than 
SVM when the data set is large. In this study, the LDS-based prediction approach is suggested for software 
defect prediction when there are limited fault data.
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1  Introduction
The activities of modern society highly depend on software-intensive systems, and therefore, the quality of 
software systems should be measured and improved. There are many definitions of software quality, but 
unfortunately, the general perception is that software quality cannot be measured or should not be measured 
if it works. However, this assumption is not true, and there are many software quality assessment models 
such as SQALE that investigate and evaluate several internal quality characteristics of software. Software 
quality can be defined differently based on different views of quality [19]:

–– Transcendental view: quality can be described with abstract terms instead of measurable characteristics 
and users can recognize quality if it exists in a software product.

–– Value-based view: quality is defined with respect to the value it provides and customers decide to pay for 
the software if the perceived value is desirable.

–– User view: quality is the satisfaction level of the user in terms of his/her needs.
–– Manufacturing view: process standards improve the product quality and these standards must be applied.
–– Product view: This view of quality focuses on internal quality characteristics.

In this study, we use the product view definition of software quality, and internal quality characteristics are rep-
resented with metrics values. Objective assessment of software quality is performed based on measurement data 
collected during quality engineering processes. Quality assessment models are quantitative analytical models and 
more reliable compared with qualitative models based on personal judgment.

They can be classified into two categories: generalized and product-specific models [19]:
1.	 Generalized models: Project or product-specific data are not used in generalized models and industrial 

averages help to estimate the product quality roughly. They are grouped into three subcategories:
–– Overall models: a rough estimate of quality is provided.
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–– Segmented models: different quality estimates are applied for different product segments.
–– Dynamic models: dynamic model graphs depict the quality trend over time for all products.

2.	 Product-specific models: Product-specific data are used in these models in contrast to the generalized 
models.

–– Semi-customized models: These models apply historical data from previous releases of the same 
product instead of a profile for all products.

–– Observation-based models: These models only use data from the current project, and quality is esti-
mated based on observations from the current project.

–– Measurement-driven predictive models: These models assume that there is a predictive relation 
between software measurements and quality.

Software defect prediction models are in the measurement-driven predictive models group, and the objective 
of our research is to evaluate several semi-supervised classification methods for software defect prediction 
models when there are limited defect data. Defect prediction models use software metrics and previous defect 
data. In these models, metrics are regarded as independent variables and defect label is regarded as depend-
ent variable. The aim is to predict the defect labels (defect-prone or non-defect-prone) of the modules for 
the next release of software. Machine-learning algorithms or statistical techniques are trained with previous 
software metrics and defect data. Then, these algorithms are used to predict the labels of new modules. The 
benefits of this quality assurance activity are impressive. Using such models, one can identify the refactoring 
candidate modules, improve the software testing process, select the best design from design alternatives with 
class level metrics, and reach a dependable software system.

Software defect prediction models have been studied since 1990s and up to now, and defect-prone 
modules can be identified prior to system tests using these models. According to recent studies, the prob-
ability of detection (PD) (71%) of defect prediction models may be higher than PD of software reviews (60%) 
if a robust model is built [15]. A panel at the IEEE Metrics 2002 conference did not support the claim [6] that 
inspections can find 95% of defects before testing, and this detection ratio was around 60% [15]. One member 
of the review team may inspect 8–20 lines of code per minute. This process is performed by all the members of 
a team consisting of 4–6 members [15]. Therefore, software defect prediction approaches are much more cost-
effective in detecting software defects compared with software reviews. Readers who want to get more infor-
mation about software defect prediction may read our literature review [2] and systematic review papers [4].

Most of the studies in literature assume that there is enough defect data to build the prediction models. 
However, there are cases when previous defect data are not available, such as when a company deals with a 
new project type or when defect labels in previous releases may have not been collected. In these cases, we 
need new models to predict software defects. This research problem is called software defect prediction of 
unlabeled program modules.

Supervised classification algorithms in machine learning can be used to build the prediction model with 
previous software metrics and previous defect labels. However, sometimes, we cannot have enough defect 
data to build accurate models. For example, some project partners may not collect defect data for some 
project components, or the execution cost of metrics collection tools on the whole system may be extremely 
expensive. In addition, during decentralized software development, some companies may not collect defect 
data for their components. In these situations, we need powerful classifiers that can build accurate classifi-
cation models with very limited defect data or powerful semi-supervised classification algorithms that can 
benefit from unlabeled data together with labeled one. This research problem is called software defect predic-
tion with limited defect data. This study is an attempt to identify a semi-supervised classification algorithm 
for limited defect data problem.

We applied low-density separation (LDS), support vector machine (SVM), expectation-maximization 
(EM-SEMI), and class mass normalization (CMN) methods to investigate their performance on NASA data 
sets, which are CM1, KC1, KC2, and PC1. Although previous research on semi-supervised defect prediction 
reported that EM-SEMI-based semi-supervised approach is very effective [16], we showed that LDS and SVM 
algorithms provide better performance than EM-based prediction approach. Seliya and Khoshgoftaar [16] 
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stated that their future work is to compare the EM-based approach with other semi-supervised learning 
approaches such as SVM or co-training. Therefore, the scope of our study is similar to their article’s scope, 
but we extend their study with new algorithms and evaluate several methods to find the best method. The 
details of the algorithms used in this study are explained in Section 3. In addition, recent studies on the use 
of semi-supervised learning methods for defect prediction are shown in detail in Section 2.

This article is organized as follows: Section 2 presents the related work in the software defect prediction 
area. Section 3 explains the semi-supervised classification methods, whereas Section 4 shows the experimen-
tal results. Finally, Section 5 presents the conclusions and the future works.

2  Related Work
Seliya and Khoshgoftaar [16] applied EM algorithm for software defect prediction with limited defect data, 
and they reported that the EM-based approach provides remarkable results compared with classification algo-
rithms. In the research project started in April 2008, we showed that naïve Bayes algorithm is the best choice 
to build a supervised defect prediction model for small data sets, and yet another two-stage idea (YATSI) algo-
rithm may improve the performance of naïve Bayes for large data sets [3]. Researchers are very optimistic 
to apply unlabeled data together with labeled one when there is not enough labeled data for classification. 
However, we showed some evidence that this optimistic idea is not true for all the classifiers on all the data 
sets [3]. Naïve Bayes performance degraded when unlabeled data were used for YATSI algorithm on KC2, CM1, 
and JM1 data sets [3]. Recently, Li et al. [11] proposed two semi-supervised machine-learning methods (CoFor-
est and ACoForest) for defect prediction. They showed that CoForest and ACoForest can achieve better perfor-
mance than traditional machine-learning techniques such as naïve Bayes. Lu et al. [13] developed an iterative 
semi-supervised approach for software fault prediction and changed the size of labeled modules from 2% to 
50%. They showed that this approach is better than the corresponding supervised learning approach with 
random forest as the base learner. This approach improves the performance only if the number of labeled 
modules exceeds 5%. Lu et al. [14] investigated a variant of self-training called fitting-the-confident-fits (FTcF) 
as a semi-supervised learning approach for fault prediction. In addition to this algorithm, they used a preproc-
essing step called multidimensional scaling (MDS). They showed that this model, based on FTcF and MDS, 
is better than best supervised learning algorithms such as random forest. Jiang et al. [7] proposed a semi-
supervised learning approach called ROCUS for software defect prediction. They showed that this approach is 
better than a semi-supervised learning approach that ignores the class-imbalance nature of the task. In these 
articles, researchers did not investigate the methods we used in this article. The drawback of these approaches 
that use semi-supervised learning methods is that they need at least some labeled data points [10].

3  Methods
In this section, semi-supervised classification methods that have been investigated are explained.

3.1  Low-Density Separation

Chapelle and Zien [5] developed the LDS algorithm in 2005. They showed that LDS provides better perfor-
mance than SVM, manifold, transductive support vector machine (TSVM), graph, and gradient TSVM. LDS 
first calculates the graph-based distances and then applies gradient TSVM algorithm. LDS algorithm com-
bines two algorithms [5]: graph (training an SVM on a graph-distance-derived kernel) and ∇TSVM (training 
a TSVM by gradient descent).
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SVM was first introduced in 1992 [1], and now it is widely used for machine-learning research. SVM is 
a supervised learning method that is based on the statistical learning theory and the Vapnik-Chervonenkis 
dimension. Although standard SVM learns to separate the hyperplane on labeled data points, TSVM learns 
to separate the hyperplane on both labeled and unlabeled data points. Although TSVM appears to be a 
very powerful semi-supervised classification method, its objective function is nonconvex, and therefore, it 
is difficult to minimize this function, and sometimes, bad results may results from optimization heuristics 
such as SVMlight [5]. Because LDS includes two algorithms that are based on SVM and TSVM, LDS can 
be thought of as an extended version of SVM algorithms for semi-supervised classification. We used the 
MATLAB (MathWorks, Natick, MA, USA) implementation of LDS algorithm, which can be accessed from 
www.kyb.tuebingen.mpg.de/bs/people/chapelle/lds. The motivation and theory behind this algorithm are 
discussed in a paper published by Chapelle and Zien [5]. They have shown that the combination of graph 
and ∇TSVM yields a superior semi-supervised classification algorithm.

3.2  Support Vector Machine

We used SVMlight [8] software for the experiments. SVMlight is an implementation of Vapnik’s SVM [20] in C 
programming language for pattern recognition and regression. There are several optimization algorithms [9] 
in the SVMlight software.

3.3  Expectation-Maximization

EM, which is an iterative algorithm, is used for maximum likelihood estimation with incomplete data. EM 
replaces missing data with estimated values, estimates model parameters, and then re-estimates the missing 
data [17]. Therefore, it is an iterative approach. In this study, the class label is used as the missing value. The 
theory and foundations of EM are discussed by Little and Rubin [12]. EM algorithm has been evaluated for 
semi-supervised classification in literature [17], and we included it to compare the performance of LDS with 
the performance of EM. We have noted that LDS algorithm outperforms EM algorithm.

3.4  Class Mass Normalization

Zhu et al. [21] developed an approach that is based on a Gaussian random field model defined on a weighted 
graph. On the weighted graph, vertices are labeled and unlabeled data points. The weights are given in terms 
of a similarity function between instances. Labeled data points are shown as boundary points, and unlabeled 
points appear as interior points. The CMN method was adopted to adjust the class distributions to match the 
prior knowledge [21]. Zhu et al. [21] chose Gaussian fields over a continuous state space instead of random 
fields over the discrete label set. They showed that their approach was promising on several data sets, and 
they used only the mean of the Gaussian random field, which is characterized in terms of harmonic functions 
and spectral graph theory [21]. In this article, we used this approach, which uses the CMN method, for our 
benchmarking analysis.

4  Empirical Case Studies
This section presents the data sets and performance evaluation metrics that were used in this study and the 
results of the experimental studies.
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4.1  System Description

NASA projects located in the PROMISE repository were used for our experiments. We used four public data 
sets, which are KC1, PC1, KC2, and CM1. The KC1 data set, which uses the C++ programming language, belongs 
to a storage management project for receiving/processing ground data. It has 2109 software modules, 15% 
of which are defective. PC1 belongs to a flight software project for an Earth-orbiting satellite. It has 1109 
modules, 7% of which are defective, and uses the C implementation language. The KC2 data set belongs to a 
data-processing project, and it has 523 modules. The C++ language was used for the KC2 implementation, and 
21% of its modules have defects. CM1 belongs to a NASA spacecraft instrument project and was developed in 
the C programming language. CM1 has 498 modules, of which 10% are defective.

4.2  Performance Evaluation Parameter

The performance of the semi-supervised classification algorithms was compared using the area under 
receiver operating characteristic (ROC) curve (AUC) parameter. ROC curves and AUC are widely used in 
machine learning for performance evaluation. ROC curve was first used in signal detection theory to 
evaluate how well a receiver distinguishes a signal from noise, and it is still used in medical diagnostic 
tests. The ROC curve plots probability of false alarm (PF) on the x-axis and the PD on the y-axis. A ROC 
curve is shown in Figure 1. ROC curves pass through points (0, 0) and (1, 1) by definition. Because the 
accuracy and precision parameters are deprecated for unbalanced data sets, we used AUC values for 
benchmarking.

Equations (1) and (2) were used to calculate PD and PF values, respectively. Each pair (PD, PF), represents 
the classification performance of the threshold value that produces this pair. The pair that produces the best 
classification performance is the best threshold value to use in practice [18].
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Figure 1. ROC Curve [15].
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Table 2. Performance Results on KC2.

Algorithm 5% 10% 20%

LDS 0.80 0.81 0.82
SVM 0.84 0.85 0.85
CMN 0.69 0.69 0.69
EM-SEMI 0.47 0.56 0.55

Table 3. Performance Results on KC1.

Algorithm 5% 10% 20%

LDS 0.77 0.78 0.79
SVM 0.76 0.75 0.70
CMN 0.73 0.76 0.76
EM-SEMI 0.49 0.48 0.50

Table 4. Performance Results on PC1.

Algorithm 5% 10% 20%

LDS 0.73 0.75 0.75
SVM 0.70 0.73 0.70
CMN 0.63 0.61 0.80
EM-SEMI 0.60 0.58 0.55

Table 1. Performance Results on CM1.

Algorithm 5% 10% 20%

LDS 0.66 0.70 0.73
SVM 0.76 0.76 0.73
CMN 0.65 0.67 0.74
EM-SEMI 0.47 0.47 0.53

4.3  Results

We simulated small labeled-large unlabeled data problem with 5%, 10%, and 20% rates and evaluated the 
performance of each semi-supervised classification algorithm under these circumstances. This means that 
we trained on only 5%, 10%, and 20% of the data set and tested on the rest for LDS, SVM, CMN, and EM-SEMI 
algorithms.

Tables 1–4 show the performance results of each algorithm on different data sets with respect to these 
rates, and we compared classifiers using AUC values. According to experimental results in Tables 1 and 2, the 
best classifier for CM1 and KC2 is SVM because SVM has the highest AUC values for these data sets. Accord-
ing to experimental results in Tables 3 and 4, the best classifier for KC1 and PC1 is LDS because LDS has the 
highest AUC values for these data sets.

For all the data sets, SVM and LDS, which are based on SVM, provide better performance than EM-SEMI 
algorithm. When we looked at the size of data sets, we have noted that the size of data set is large when LDS 
provides better performance than SVM. Based on these experimental results, we can express that applying 
LDS algorithm is an ideal solution for large data sets when there are not enough labeled data.
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We compared the results of this study with the performance results we achieved in our previous research 
[3], and we showed that SVM or LDS provides much better performance than the algorithms we used in our 
previous research [3]. This research also indicates that although EM algorithm has been suggested for semi-
supervised defect prediction in literature [17], it is very hard to get acceptable results with this algorithm.

All the classifiers reached their highest AUC values for the KC2 data set. This empirical observation may 
indicate that the KC2 data set has very few noisy modules or does not have any noisy module. This observa-
tion has been observed in our previous research as well [3]. Although CM1 and KC2 data sets have roughly the 
same number of modules, the classifiers’ performances are higher for KC2 than CM1. Furthermore, lines of 
code for KC2 are approximately two times longer than CM1 even though they have roughly the same number 
of modules. According to these observations, we can conclude that SVM performance variations for KC2 and 
CM1 data sets may be due to the different usage of lines of code per method.

5  Conclusions and Future Works
Software defect prediction using only few defect data is a challenging research area, where only very few 
studies were made. The previous works were based on EM-based approaches, and in this study, we showed 
that the LDS-based defect prediction approach works much better than EM-based defect prediction [3]. The 
main contribution of our article is two-fold. First, this study compares several semi-supervised algorithms for 
software defect prediction with limited data and suggests a classifier for further research. Second, we empiri-
cally show that LDS is usually the best semi-supervised classification algorithm for large data sets when there 
are limited defect data. In addition, SVM algorithm worked well on smaller data sets. However, the difference 
between the performance of SVM and LDS for small data sets is small, and quality managers may directly use 
LDS algorithm for semi-supervised defect prediction without considering the size of the data set. Because 
LDS provided high performance for our experiments, there is a potential research opportunity to investigate 
the LDS for much better models for semi-supervised software fault prediction. We did not encounter any 
article in literature that used LDS for this problem. In the future, we are planning to compare the performance 
of LDS with the recent approaches explained in Section 2 and correspond with their respective authors. We 
are also planning to use genetic algorithms to optimize the parameters of LDS algorithm and propose a new 
algorithm that can achieve higher performance. In addition, case studies of other systems such as open-
source projects, e.g., eclipse, may provide further validation of our study.
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