
J. Intell. Syst. 2016; 25(3): 401–416

M.A. Jayaram*, G.K. Prashanth and Sachin C. Patil

Inertia-Based Ear Biometrics: A Novel 
Approach
DOI 10.1515/jisys-2015-0047
Received May 15, 2015; previously published online June 18, 2015.

Abstract: The human ear has been deemed to be a source of data for person identification in recent years. 
Ear biometrics has distinct advantages, such as visibility from a distance and ease with which images 
could be captured. This paper elaborates on a novel approach to ear biometrics. We propose moment of 
inertia-based biometric for the ears in any random orientation. The features concerned are the moment 
of inertia about the major and minor axes, corresponding radii of gyration, and the planar surface area 
of the ear. The databases of the said features were collected through ear images of 600 subjects. Principal 
component analysis of the features demonstrated that the radius of gyration with respect to the major 
axis, moment of inertia about the minor axis, and radius of gyration about the minor axis are significant 
attributes contributing to major variability. The person identification system developed showed recogni-
tion rates of 99% with just three attributes, when compared with the 96% recognition rate when all five 
attributes were considered. The evaluation of the system was done on several metrics. All metrics were 
found to be insignificant in their magnitude, which is suggestive of robustness and excellent authentica-
tion performance.

Keywords: Ear biometrics, planar surface area, major axis, minor axis, moment of inertia, radii of gyration.

1  Introduction
Copious literature has brought to the fore the proven advantages of ear biometrics when compared with 
others. To mention a few, the ears have a rich and stable structure that changes little with age, their configura-
tion remains intact with changes in facial expression, and they are firmly attached in the middle of the side of 
the head so that the immediate background is predictable. Ear image collection does not have an associated 
hygiene issue, as may be the case with contact biometrics, and is unlikely to cause anxiety as may happen 
with iris and retina measurements [28].

The ear is large compared with the iris, retina, and fingerprint. Therefore, it is more easily captured at 
a distance. As a comparison, face recognition usually requires the face to be captured against a controlled 
background. Facial biometrics fail due to the changes in features caused by expressions, cosmetics, hair 
styles, growth of facial hair, as well as the difficulty of reliably extracting them in an unconstrained environ-
ment exhibiting imaging problems such as lighting and shadowing [8]. In the same token, though the fea-
tures of the iris remain relatively consistent over time and are easy to extract, the acquisition of the image at 
the necessary resolution from a distance is difficult.

*Corresponding author: M.A. Jayaram, Department of Master of Computer Applications, Siddaganga Institute of Technology, 
Tumkur, Karnataka, India, e-mail: jayaram_mca@sit.ac.in
G.K. Prashanth and Sachin C. Patil: Department of Master of Computer Applications, Siddaganga Institute of Technology, 
Tumkur, Karnataka, India. http://orcid.org/0000-0001-6691-4030 (G.K. Prashanth)

http://orcid.org/0000-0001-6691-4030


402      M.A. Jayaram et al.: Inertia-Based Ear Biometrics

The ear as a biometric is no longer in its infancy and has shown encouraging progress thus far, and is 
improving. This is particularly seen with the interest created by the recent research into its three-dimensional 
(3D) potential [36]. The ear enjoys forensics support, and its structure appears individualistic. The ears, with 
their deep 3D structure, are simply inimitable. These aspects ensure that the ear will occupy a special place 
in situations requiring a high degree of protection against impersonation.

Two approaches are currently followed by researchers in the area of ear recognition. The first one is the 
statistical approach such as principal component analysis (PCA) [10] that results in obtaining a set of eigen-
vectors. An image is represented using a weighted combination of eigenvectors. The weights are obtained by 
projecting the image into eigenvector components using an inner product operation. The identification of the 
image is done by locating the images in the database whose weights are the closest to the weights of the test 
image. The second category is based on the local features of the ear, such as the geometry features composed 
of distance and curve relationship [19], or the force field feature composed of potential wells and potential 
channels [7]. This paper proposes a novel methodology to recognize 2D human ear by using the fundamental 
properties of a planar surface: the area, the moment of inertia (MI) about the major and minor axes, and the 
radius of gyration about the major and minor axes. The features used in this approach are invariant because 
the height, width, and outer shape of the ear will remain the same over the years. Thus, there will be no vital 
changes that will happen in the extracted features of the ear. Further, the MI and radius of gyration are the 
two physical properties of any planar surface that signifies the shape and the resistance offered by the planar 
surface against rotation about an axis.

The rest of the paper is organized in the following manner. Section 2 elaborates the related works. The 
proposed methodology is presented in Section 3. The process adopted for data acquisition is described in 
Section 4. A detailed explanation of features and feature extraction is done in Section 5. PCA and consequent 
identification of significant features through PCA is demonstrated in Section 6. Elaboration on the person 
identification system and recognition of persons using significant ear biometric features identified by PCA is 
presented in Section 7. Conclusions are drawn in Section 8.

2  Related Work
Several studies on the uniqueness of ear biometrics have been reported. An extensive examination of 10,000 
ears in terms of distance between predicated points has been cited [21]. However, the research finding was 
limited due to inadequate estimation accuracy. Researchers have also characterized the ears using the Voroni 
diagram [5, 6]. The work seemed to be conceptual and sans experimental results.

A method based on localized ear shape features using force field transformation has been reported by 
Hurley et al. [19]. In this work, a database of 63 subjects was used to demonstrate the concept. In this study, 
PCA was used to characterize the ear on the basis of eigenvalues connoted as eigen-ear.

Mu et al. [27] have attempted on characterizing ear shape using the gradient of ear image. Databases of 
460 ears were used for features extraction. The geometric features that describe the shape information were 
the distance between the two reference points. In this study, N points were sampled at every 180/N degree. 
The (N−1) distance between such N points were taken as the feature set for an ear. The Euclidian distance 
between such shape features were used to compare the matching distance for ear identification.

Geometrical features extraction from ear images is the most widely accepted procedure. This approach 
is motivated by actual procedures used in police and forensic evidences search applications. Geometric fea-
tures such as size, width, height, and earlobe topology have been considered [11–14]. Contours within the 
images have been captured to provide important information allowing ear description, representation, and 
calculation of parameters for recognition [30].

Yuan and Tian [37] have presented an ear contour detection algorithm based on a local approach. In their 
work, edge tracking was applied to three regions in which contours were extracted in order to obtain a clear, 
connected, and non-distributed contour that might further be used in the recognition step. PCA has been 
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used for comparing ear and face properties [10, 35] in order to identify humans in various conditions. In this 
case, the researches used a set of eigen-faces and eigen-ears.

Lu et al. [26] used so-called active shape modules to model the shape and local appearances of the ear 
using a statistical approach. These shape modules were used in classification. They reported to have achieved 
a recognition rate of 95.1% with this kind of biometrics.

Hurley et al. [19, 20] used the energy features of 2D images. They proposed force field transformation 
in order to find energy line channels and wells in the ear. The researchers treated each pixel in the image 
as the force field source directed at all the other pixels. Force field transformation was performed to local-
ize a small number of energy maxima. Continuing further, the authors computed the statistical parameters 
describing distance and angles between the detected energy maxima. In this research, a 90% recognition rate 
was reported.

Polin et al. [32] presented 2D human ear recognition using geometric features; in their study, they consid-
ered the ear height line (the longest) that can be drawn with both its end points on the edge of the ear, and 
the length was measured as Euclidean distance. The reference lines that are parallel to the width of the image 
and that divides the image in N+1 parts (they have also made the angle to vary from 0 to π, measuring from 
the highest axis to several radial lines) of 120 ear images were used for a classification task based on these 
geometric features.

Ear anatomy features such as Helix Rim, Lobule, Triangular Fossa, Concha, and Tragus were used for 
person identification. The system proposed runs in two modes, i.e. registration and identification modes. In 
the registration mode, the features were measured and the resulting vectors of features were compared with 
the template features in the database during the identification mode [22].

The curve of the outer edge of the ear is considered as a biometric, and it was assumed to be parabolic 
in a previous study [34]. The researchers developed a quadratic equation of the form a+bx+cx2, using seven 
points on the edge of the ear identified by the radial line from the center of the height axis. Making use of this 
equation, they calculated the area and used it as a biometric. In this work, a detection accuracy rate of 96.8% 
was reported.

Texture-based ear recognition has been gaining momentum in recent years. It was found that texture-
based biometric descriptors are robust against signal degradation, and encoding artifact texture descriptors 
along with the depth information over the surface ear has been used for identification [31].

An autoregressive (AR) [24] modeling technique has been explored for identification of persons using 
ear biometrics. For this purpose, a time series was obtained from the contour coordinates of the ears. AR was 
fitted to the time series, and AR coefficients were considered as feature vectors. Recognition was done by a 
classifier that is based on Euclidean distance. Further, the vector of a test sample was matched with training 
samples within itself (intra-class) and with respect to others. The model was found to be invariant to posture, 
rotation, and illumination. A recognition rate of up to 99% was reported.

A person unique recognition system using a Universality, Distinctiveness, Permanence, and Measurabil-
ity process to characterize the human ear, and hence to find uniqueness recognition of a person, has been 
attempted [25]. The researchers developed a scoring function for each ear. The scoring function was indi-
vidual scores such as the Helix score, Lobule, Concha score, etc., during each feature matching. A tolerance 
of ±15% was kept. The system output was tested, and the reliability was found to be around 80%.

Alay-ay et al. [2] recently reported on an ear shape-based human detection system named as Oto-ID. This 
system was developed to provide security over prolonged user interaction. It implements ear recognition 
for login and uses shape-based human detection to continuously detect human presence. PCA and feature 
extraction are the approaches implemented in this research. Detection accuracy rates of 87.5% were found 
during pose variation, and have shown 100% if the distance between the ear and the camera is in the range 
of 40–50 cm.

PCA is a procedure considered with elucidating the covariance structure of a set of variables. In essence, 
it allows identifying the principal direction in which the data vary [29]. In computational terms, the principal 
components are found by calculating eigenvectors and eigenvalues of the data covariance matrix. The process 
is equivalent to finding the new axis system in which the covariance matrix is diagonal. The eigenvector with 
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the largest eigenvalue is the direction of greatest variation, the one with the second largest eigenvalue in the 
orthogonal direction with the next highest variation, and so on.

PCA has two objectives:
 – Reducing the number of variables comprising the dataset, while retaining the variability in the data.
 – Identifying the hidden patterns in the data and classifying them according to how much of information 

stored in the data, they account for.

In this work, PCA is used to extract the unique features of the query ear, which distinguishes it from other ears 
[4]. Discrete cosine transformation is used to reduce the size of the dataset so that the most relevant intensity 
of the query image is contented in the few lower-order frequency components. In another work [1], 2D PCA 
has been used for face recognition on the three well-known face image databases (ORL, AR, and YALE); in all 
three applications, the recognition rate of PCA was found to be superior.

In yet another work [38], a robust PCA was used for modeling the biometric features of the ear; in this 
work, wavelet-based analysis was rendered to discriminate the boundary structures of an ear. The hybrid 
method involving PCA and wavelet analysis has shown to be a promising approach to ear biometrics.

3  The Proposed Method
This paper presents a thoroughly novel approach for personal identification using 2D ear images. The 
approach is based on the planar surface characteristic, the MI, and the related functions. In this method, 
the ear images were considered to be planar surfaces of irregular shape. Fundamentally, MI is the property 
of a planar surface that originates whenever one has to compute the moment of distributed load that varies 
linearly from the moment axis. A typical example of this kind of loading occurs due to the pressure of a liquid 
or air acting on the surface of a plate [18]. By definition, the MIs of the differential planar area, da, about two 
axes are respectively
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If the planar surface is made up of discrete elementary areas [18], then MI is computed by summation:

 

2
1

2
1

,
n

x i ii
n

y i ii

I a y

I a x
=

=

= 


= 

∑
∑  

(3)

where i = 1, 2, …, n, are discrete elementary areas. A geometrical representation of the concept of MI is shown 
in Figure 1.

MI also signifies the disposition or arrangement of the area with respect to a reference axis. MI is also 
viewed as a physical measure that signifies the shape of a planar surface, and it is proved that by configuring 
the shape of a planar surface and hence by altering the MI, the resistance of the planar surface against rota-
tion with respect to a particular axis could be modulated or altered [33]. Therefore, in this work, the MIs of 
the ear surface with respect to two axes, i.e. the major axis and the minor axis, are considered to be the best 
biometric attributes that could capture the shape of the irregular surface of the ear in a scientific way. As far 
as the tendency of rotation of an ear is concerned, it is presumed that an ear can rotate with respect to the 
major axis and can be folded about the minor axis.
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4  Data Acquisition
The ear images used in this work were acquired from students of the Siddaganga group of institutes. The 
subjects involved were mostly students and faculty numbering around 600. In each acquisition session, the 
subject sat approximately 1 m away, with the side of the face in front of the camera in an outdoor environment 
without flash. The images were obtained simultaneously. Care was taken to provide the same illumination 
conditions for all the captures. All images were enrolled in the gallery of a database. A cross section of the 
sample database is presented in Figure 2.

The images so obtained were resized in such a way that only the ear portion covers the entire frame 
having a pixel matrix. The color images were converted into gray-scale images followed by the uniform dis-
tribution of brightness through a histogram equalization technique. The delineation of the outer edge of 
each ear was obtained using a canny edge detection algorithm. The resulting edge was inverted to get a clear 
boundary shape of the ear. The conceptual presentation of the process involved is shown in Figure 3. One 
typical edge of an ear boundary is shown in Figure 4.

5  Feature Extraction
To start with, the major axis and minor axis were identified. The major axis is the one that has the longest dis-
tance between two points on the edge of the ear; the distance here is the maximum among the point-to-point 
Euclidean distances. The minor axis is drawn in such way that it passes through the tragus and is orthogonal 
to the major axis. Therefore, with different orientations of the ears, the orientation of the major axis also 
changes. Being perpendicular to the major axis, the orientation of the minor axis is fixed.

The surface area of the ear is the projected area of the curved surface on a vertical plane. This area is 
assumed to be formed out of segments. The area of an ear to the right side of the major axis is considered to be 
made out of six segments. Each of the segments thus subtends 30° with respect to the point of the intersection 
of the major axis and minor axis. The extreme edge of a sector is assumed to be a circular arc, thus converting 
each segment into a sector of a circle of varying area. One such typical segment is shown in Figure 5, and a 
measurement involved over such segment is presented in Figure 6.

The measurements are as follows:
 – θ: inclination of the central radial axis of the segment with respect to minor axis (in degrees);
 – r: the length of the radial axis (in mm).

y

y

x

x

da

Figure 1: Geometrical Representation of the MI of a Differential about Two Axes.
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Figure 2: A Gallery Sample Database.

The conversion of the number of pixels into a linear dimension (in mm) was based on the resolution of the 
camera expressed in PPI (pixels per inch). In this work, a 16-megapixel camera at 300 PPI was used. The com-
putation of linear distance is straightforward: mm = (number of pixels*25.4)/PPI (1 in. = 25.4 mm).With these 
measurements, the following parameters are computed.

MI with respect to the minor axis Imin
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where ai is the area of a the ith segment and yi is the perpendicular distance of the centroid of the ith segment 
with respect to the minor axis:

 2 ,ia r=Θ  (5)

 sin .iy C= θ  (6)
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Here, C is the centroidal distance of the segment with respect to the intersection point of the axes, which 
is given by [38]

 

2 sin .
3
rC θ=
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Similarly, the MI with respect to the major axis Imax, xi, is the perpendicular distance of the centroid of the 
ith segment with respect to the major axis.
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where cos .ix C= θ  (9)
From the computed values of MI and area of the ear surface, the radii of gyration with respect to the 

minor axis (RGx) and the major axis (RGy) were computed. The formulae for radii of gyration are given 
by [15]

Input ear image

Crop the region of interest of
the image

Converting color image to gray
scale image

Identifying the edge of ear
image

Inverting the image

Obtaining clear edge of the ear
image

Figure 3: Steps Involved in Ear Edge Extraction.

Figure 4: Outer Edge of Ear (Typical).
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A section of the right ear feature database is presented in Table 1.
a. Calibration of the area

The computation of the surface area of the ear was based on the assumption that the boundary of each 
segment is circular. This assumption results in a cumulative error across all the six segments because the 
edge of the ear is not made of perfect circular arcs. To account for this error, the actual area of each and every 
ear in the database is measured by using a digital planimeter. A digital planimeter is used for the measure-
ment of area bounded by irregular shapes. Planimeters have found their wide applications for many years. 
The instrument is shown in Figure 7A. To measure the area subtended by a closed irregular curve, the object 
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r
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3

r sin θ
θc=

θ

Figure 5: Features of the Ear.

Centroidal distance
of the segment
W.r.to major axis

Centroidal
distance of the
segment
W.r.to minor axis

rcosΘ

rsinΘΘ

Figure 6: Centroid Location of the Circular Sector Area.



M.A. Jayaram et al.: Inertia-Based Ear Biometrics      409

is placed below the probe of a rotating arm that has a lens and cross hairs for accurate alignment of the 
curved boundary with respect to the moving arm. This instrument was designed on the basis of a quantiza-
tion process. A planimeter exhibits excellent accuracy typically at 0.2% [3]. The accurate surface areas of all 
the ear samples were measured by using the digital planimeter manually. The experimental setup is shown 
in Figure 7B.

With computed area (on the image) and actual area (using the planimeter), a non-linear regression analy-
sis was carried out using Excel. The regression equation of the curve was found to be

 c 1837.9 ln( ) 11,910,A a= −  (13)

where Ac is calibrated area, a is the computed area, and 1837.9 and 11,910 are regression constants.
Figure 8 shows the regression curve along with the scattering of the points. It can be seen from the curve 

that there is only a minor magnitude of scattering. The analysis of error incurred in computation of area was 
also done. The root mean square error value was found to be as low as 125. Added to this, the average error 
between the computed area through image measurements and the actual area through the planimeter of all 
the ears was also found to be 4.66%. These two measures are suggestive of the fact that the computational 
error involved in the planar surface area is marginal. The computed area of the ear is the input for the calibra-
tion equation to obtain the exact area of the ear as the output, thus obtaining the exact area by the system.

Table 1: A Sample Database (Right Ear).

A (mm2)   Imin (mm4)   Imax (mm4)   RGx (mm)  RGy (mm)  Major axis (mm)  Minor axis (mm)

1054.09  13,548.79  33,529.17  2.46  5.68  50.62  29.47
1477.39  18,653.79  35,448.46  1.85  4.76  55.45  19.90
1815.42  20,458.75  44,501.02  4.37  5.70  65.74  29.27
1641.17  21,354.79  38,746.51  2.15  4.86  53.06  26.00
1759.08  18,546.79  40,263.80  3.24  5.61  64.47  30.54
1947.47  14,568.75  45,021.31  1.26  4.16  66.59  26.05
1856.08  22,903.51  44,550.11  1.08  2.15  65.25  25.52
1630.32  61,208.56  38,520.81  2.07  5.27  61.17  22.96
1909.18  28,157.12  44,980.40  1.81  5.80  65.86  24.96
1212.87  16,271.48  35,089.56  1.61  8.73  49.63  16.22
1054.09  13,637.79  33,619.17  2.66  5.86  52.22  29.52
1477.38  18,766.75  35,529.46  1.41  4.75  55.84  19.93
1815.42  20,314.31  44,056.13  4.24  5.51  65.17  29.33
1641.17  21,210.35  38,301.63  2.02  4.67  54.65  25.03
1759.08  18,402.35  39,818.91  3.11  5.42  64.30  29.50
1947.47  14,424.31  44,576.42  1.14  3.97  66.80  26.12
1856.08  22,759.07  44,105.22  0.95  1.96  65.77  24.90
1630.32  61,208.56  38,520.81  2.07  5.27  61.10  23.05
1909.18  28,157.12  44,980.40  1.81  5.80  65.05  24.96
1212.87  16,271.48  35,089.56  1.61  8.73  18.93  17.21

A B

Figure 7: Calibration of Computed Area. (A) Digital Planimeter. (B) Area Measurements Using the Digital Planimeter.
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As it is not prudent to present the complete data repository of the ears, a descriptive statistics analysis of 
attribute data was done. Table 2 presents the descriptive statistics of the entire data of the right ear. Descrip-
tive statistics gives a summary of the collected data in a clear and understandable way. The central tendency 
of the data is depicted by mean and median of all the nine features of all the ears. The range measures the dis-
persion of the data. The skewness, measures the deviation of the distribution of the data the value indicates 
that the distribution of all the parameters is asymmetric. Kurtosis, which is an indicator of the peakedness 
of the distribution, is clearly different from zero, which indicates that the distribution is more peaked than 
normal. Standard deviation and variance indicate the scatterness of attribute values with respect to their 
average. There is an appreciable value of standard deviation and variance for all the attribute values which 
intern indicates that there is a variability in these attributes.

6  PCA of the Feature Set
The purpose of conducting PCA on the entire data set in our work is to reduce the number of attributes and 
retain only significant attributes, to hasten the recognition rate. PCA was done using five features, namely 
the planar surface area of the ear, MI with respect to the major axis, MI with respect to the minor axis, radius 
of gyration about the minor axis, and radius of gyration about the major axis. Table 3 shows the covariance 
matrix of these features. It is seen from Table 3 that there exists a positive correlation among the features. 
PCA was carried out by diagonalization of the covariance matrix. Table 4 summarizes PCA results in terms 
of eigenvalues and eigenvectors. The amount of variance spanned by each principal component depends on 
the relative magnitude of its eigenvalues with respect to total sum of eigenvalues. There are several criteria to 
identify the number of principal components to be retained in order to understand the underlying structure 
of feature data. In this work, a bar chart of eigenvalues (Figure 9) was used. This bar chart shows a change 
in slope after the third eigenvalue, which suggests that it is enough to use only three principal components 
having a sum of eigenvalues at 3.87 explaining 77.4% of the variance contained in the original feature set. 
PC1 explains 42% of the variance and is contributed by the radius of gyration about the major axis; this is 
followed by 32% of the variance contributed by the MI with respect to the minor axis; and PC3 explains 26% 
of the variance contributed by the radius of gyration with respect to the minor axis, thus proving the signifi-
cance of these among the five features of ear recognition. Further, the significance of feature reduction as 
elicited by PCA comes from the fact that the system developed is needed to cater to a sizable number of pupils 
(numbering around 10,000) in Siddaganga Education Society.

7  Person Identification System
The identification experiments were performed on the existing database of collected images. In the first 
phase, all the five attributes were considered, for which the system showed a recognition rate of 96%. In the 
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Table 3: Covariance Matrix of Features.

  A  Imax   RGy   Imin   RGx

A   1.0000       
Imax   0.4514  1.0000     
RGy   −0.0390  0.2975  1.0000   
Imin   0.1237  0.0029  0.0164  1.0000 
RGx   0.0207  0.0792  0.2819  0.1455  1.0000

Table 4: Eigenvalue and Eigenvector of Principal Components.

  PC1  PC2  PC3

RGy   −0.4454  −0.5021  0.3542
Imin   −0.1993  −0.1075  −0.8634
RGx   −0.3528  −0.5845  −0.1853
Eigenvalues   1.6081  1.2114  1.0477
% Variability  42  32  26
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Figure 9: Bar Chart of Eigenvalues of PCA.
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Figure 10: Functioning of Ear Recognition System.
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second phase, only three features as elicited by PCA were considered. In this case, the recognition rate was 
99% and also the process became fast owing to a substantial reduction in the computation of biometric 
parameters. In both phases, the matching of the features was performed by computing the Euclidian dis-
tance. For this purpose, the threshold value of differential Euclidian distances between the test image and the 
template images were found empirically, and it was found to be in the range of 1*10–3 to 1*10–6. The procedure 
of matching and consequent identification is depicted by a flowchart as shown in Figure 10. The details of the 
recognition rate are shown in Table 5. A snapshot of the identification system with three features is shown in 
Figure 11. The process time was measured for both cases. It was found that, with five biometric features, the 
average increase in the CPU time was around 12.2%. Table 6 shows the average CPU times.

8  Evaluation of the System
Accurate automatic personal identification is critical to a wide range of application domains such as access 
control e-commerce, etc. In this direction, the evaluation of identification systems becomes crucial [23].

The evaluation of a biometric system can be categorized into three main types based on (i) data quality, 
(ii) usability, and (iii) security [16].

Figure 11: Typical Snapshot of the Identification System of Three Features.

Table 5: Recognition Accuracy.

With five features 
 

With three features

No. of test images  No. of correctly 
identified images

  Percentage No. of Test Images  No. of correctly 
identified images

  Percentage

200   192  96  200  198  99

Table 6: Average Process Time (in Seconds).

With five features  With three features

0.98   0.86
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Evaluation of data quality is about controlling the quality of the biometric raw data using quality infor-
mation. At this stage, the poor-quality samples are removed during the enrollment phase. In our work of 655 
samples, 55 samples were not considered while developing the system because of bad quality.

Usability, according to ISO 13407:1999, is defined as the extent to which a product can be used by speci-
fied users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of 
use [16]. The related metrics under this category are briefly as follows:

a. Fundamental performance metrics
 – Failure-to-enroll (FTE) rate: proportion of the user population for whom the biometric system fails to 

capture or extract usable information from the biometric sample.
 – Failure-to-acquire (FTA) rate: proportion of verification or identification attempts for which a biometric 

system is unable to capture a sample or locate an image or signal of sufficient quality.
 – False-match rate (FMR): the rate for incorrect positive matches by the matching algorithm for single-

template comparison attempts.
 – False-non-match rate (FNMR): the rate for incorrect negative matches by the matching algorithm for sin-

gle-template comparison attempts.

b. Verification system performance metrics
 – False rejection rate (FRR): proportion of authentic users that are incorrectly denied. If a verification trans-

action consists of a single attempt, the false reject rate would be given by

 FRR FTA FNMR ( 1 FTA).= + ∗ −  (14)

 – False acceptation rate (FAR): proportion of impostors that are accepted by the biometric system. If a veri-
fication transaction consists of a single attempt, the false accept rate would be given by

 FAR FMR ( 1 FTA).= ∗ −  (15)

c. Identification system performance metrics
 – Identification rate (IR): the identification rate at rate r is defined as the proportion of identification trans-

actions by users enrolled in the system in which the user’s correct identifier is among those returned.
 – False-negative identification-error rate (FNIR): proportion of identification transactions by users enrolled 

in the system in which the user’s correct identifier is not among those returned. For an identification 
transaction consisting of one attempt against a database of size N, it is defined as

 FNIR FTA ( 1 FTA) FNMR.= + − ∗  (16)

 – False-positive identification-error rate (FPIR): proportion of identification transactions by users not 
enrolled in the system, where an identifier is returned. For an identification transaction consisting of one 
attempt against a database of size N, it is defined as

 FPIR ( 1 FTA) ( 1 ( 1 FMR) ).N= − ∗ − −  (17)

This is about designing a system to withstand potential threats when employed in security-critical applica-
tions. This kind of evaluation is not attempted in this work. The actual values of all the metrics discussed are 
presented in Table 7. All the metrics meant for evaluating the system are found to be in tune with interna-
tional standards [17].

Table 7: Various System Performance Measures.

FTE  FTA  FMR  FNMR  FRR  FAR  FNIR  FPIR

0.0  0.01  0.00  0.00  0.01  0.0  0.01  0.99



M.A. Jayaram et al.: Inertia-Based Ear Biometrics      415

The authentication performance of the system is quantified in terms of both the FRR and FAR [17] for a 
foolproof system. In this context, the FRR is fixed at   ≤  1%, while the FAR is at 1% [17]. As far as the system 
is concerned, the FRR stands at 0.01% and FAR is 0%, which are indicative of its robustness in terms of 
authentication performance. As per the literature, an FPIR of just 0.99% is laudable because the requirement 
of obtaining near perfection is extremely difficult. The other metrics such as FNIR at a level of just 0.01% are 
highly insignificant. The rest of the metrics, i.e. FTE at 0%, FTA at just 0.01%, FMR at 0%, and FNMR at 0%, 
provide substantial testimony to conclude that the system developed is highly reliable and robust.

9  Conclusion
This paper presented a new set of biometric features that are based on the shape of the ear considering it as 
planar surface, i.e. the shape constituted just by the virtue of the outer boundary of ear and the enveloped 
area. The MI of the ear with respect to the major and minor axes and the related parameters, i.e. radii of gyra-
tion with respect to the major and minor axes, were the features considered. A person identification system 
was also developed, and the recognition system was tested considering all the features in the first phase and 
only the significant features enunciated by PCA in the second phase. The outcome of this research is sum-
marized as follows:

 – This work involves novel biometric features based on the planar surface property that also captures the 
shape of the ear.

 – A significant reduction in computation time of features on the test image and a quick identification was 
achieved.

 – A high recognition rate of 99% was obtained when only PCA-elicited significant features were considered.
 – The system has also been evaluated on several functionality metrics. It was found to be in compliance 

with available standards and they are at desirable levels, evidencing the prudency of the system.
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