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Abstract: T. Harayama and D. K. Friesen [12] proposed the linearized binomial attack for multivariate qua-
dratic cryptosystems and introduced weak Dembowski–Ostrom (DO) polynomials in this framework over the
�nite �eld F2. We extend the linearized binomial attack to multivariate quadratic cryptosystems over Fp for
any prime p and rede�ne the weak DO polynomials for general case. We identify in�nite classes of weak
DO polynomials for these systems by considering highly degenerate quadratic forms over algebraic function
�elds and Artin–Schreier type curves to achieve our results. This gives a general answer to the conjecture
stated by Harayama and Friesen and also a partial enumeration of weak DO polynomials over �nite �elds.
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1 Introduction
Public key cryptography ismainly used in e-commerce systems for authentication (electronic signatures) and
secure communication (encryption). The security of using public key cryptography centers on the di�culty of
solving certain classes of hard mathematical problems. Multivariate cryptography is an asymmetric crypto-
graphic primitive based onmultivariate polynomials over a �nite �eld. Multivariate public key cryptosystems
(MPKC for short) have a set ofmultivariate polynomials as its public key. Itsmain security assumption is based
on the NP-hardness of the problem to solve these nonlinear equations over a �nite �eld [18].

Multivariate Quadratic Problem: Solve the system P1(x) = P2(x) = ⋅ ⋅ ⋅ = Pm(x) = 0 such that each Pi is a
quadratic polynomial in x = (x1, . . . , xn) over a �nite �eld Fq.

The multivariate quadratic (MQ) problem is an NP-hard problem in general [18]. In fact, a random set of
quadratic equations would not have a trapdoor and hence not be usable in an MQ cryptosystem. Instead of
dealing with random equations, we deal with special equations where the security of an MQ cryptosystem
is not guaranteed by NP-hardness of the MQ problem and there could exist e�ective attacks for any chosen
trapdoor. Thehistory ofMPKCs therefore evolves asweunderstandmore andmore about how todesign secure
multivariate trapdoors.

This family is considered as one of themajor families of PKCs that could even resist the powerful quantum
computers of the future [9]. The last few decades saw a fast and intensive development in MPKCs. Some con-
structions are not as secure aswas claimed initially, but others are still viable. Recently, a new idea of reviving
hidden �eld equations (HFE) based multivariate quadratic cryptography using a �eld of odd characteristic
[3, 8] is a proof of this fact.

Kipnis and Shamir [14] attacked MQ cryptosystems over Fq based on the observation that corresponding
to any public key polynomial map of MQ cryptosystem there is an equivalent single univariate polynomial
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overFqn . This univariate polynomial belongs to the class ofDembowski–Ostrom (DO) polynomials introduced
in [5]. An MQ cryptosystem de�ned over Fq when used in digital signature scheme usually gives short signa-
tures of size Fmq for some integer m. Thus, the birthday attack is generally applicable to the underlying MQ
system at complexity O(qm/2); see [4].

Harayama and Friesen in a recent work [12] proposed the linearized binomial attack for MQ systems overF2 with n = m which is a customization of the birthday attack. They showed that the linearized binomial at-
tack can be asymptotically better by atmost a factor of 2n/8 than the birthday attack forMQ signature schemes
that have a univariate public key polynomial belonging to certain classes of DO polynomials over F2n . They
called these polynomials weak DO polynomials and proved that there exist in�nitely many weak DO polyno-
mials. They also made a conjecture about the existence of in�nite series of these polynomials over F2n of the
form g(x) = x2n/4+1 + x23n/4+1 ∈ F2n [x]
and posed an open question to enumerate such classes of weak DO polynomials.

In this paper we address this conjecture. In Corollary 4.3, we prove the existence of the conjectured class
of weak DO polynomials, and, in Theorem 4.1, identify the general class to which this class belongs. We �rst
extend the linearized binomial attack in [12] for the �nite �elds with characteristic 2 to the odd characteristic
�nite �elds using results in [17] and then rede�ne weak DO polynomials for the �nite �elds of characteristic
any prime p in De�nition 3.2. Later we identify a general class of weak DO polynomials of the formf(x) = k∑

i=1
A ixp(2i−1)n/(2k)+1 ∈ Fpn [x]

using the theory of algebraic function �elds. From our general class statement in Theorem 4.4, many general
subclass polynomials can be easily derived like the conjectured class in [12].

The paper is organized as follows. Multivariate quadratic cryptosystems are introduced in Section 2. Sec-
tion 3 introduces the existential forgery of MQ signature schemes, the linearized binomial attack and the
signi�cance of computing the number of solutions of a speci�c bivariate equation in terms of the linearized
binomial attack. Later we give a general de�nition of weak DO polynomials overFpn . In Section 4, we present
a general class of weak DO polynomials using highly degenerate quadratic forms and Artin–Schreier type
algebraic curves over �nite �elds. We present a short comparison of the Gröbner basis method and the lin-
earized binomial attack at the end of Section 4.

2 Background
LetFq be the �nite �eld of characteristic p. In multivariate quadratic cryptosystems overFq the trapdoor one-
way function takes the form of a multivariate quadratic polynomial map over Fq. Namely the public key is
given by a set of quadratic polynomials over Fq. A trapdoor public one-way function F : Fnq → Fmq is de�ned
as a polynomial vector ofmmultivariate quadratic polynomials F = (P1, . . . , Pm) ∈ (Fq[x1, . . . , xn])m such thatPk(x1, . . . , xn) = ∑

1≤i≤n
∑

1≤j≤n
á(k)
i,j xixj + ∑

1≤i≤n
â(k)
i xi + ã(k)i ,

where á(k)
i,j , â(k)

i , ã(k)i ∈ Fq for all k = 1, 2, . . . , m. To be useful for public key cryptography, we do not only need
an intractable problem, but also away of embedding a trapdoor into it. For the public quadratic polynomialF,
an equivalent invertible secret map serves as the trapdoor. This equivalent map is generally composed of a
low degree central univariate polynomial f(x) in Fqn [x] and two a�ne bijections L1 and L2 over the vector
space Fnq: F = L1 ∘ õ ∘ f ∘ õ−1 ∘ L2.
The one-way mapping F is the public key and the invertible triple (L1, L2, f) is the private key (trapdoor in-
formation). The canonical bijection õ and its inverse õ−1 are used to transfer elements between the extension
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�eld Fqn and the vector space Fnq. Regarding the public system of polynomials in MQ cryptosystems, Kipnis
and Shamir [14] in principle observed the following.

Theorem 2.1 ([20, Theorem 2.4.9]). Let F = (P1, . . . , Pm) ∈ (Fq[x1, . . . , xn])m be a multivariate quadratic sys-
tem of equations. Moreover, de�ne l := max{n, m} and an extension �eld E = Fql . Then, there exists a unique
univariate polynomial f�(x) over E:f�(x) = ∑

1≤i≤D
aixqái+qâi + ∑

1≤j≤L
bjxqãj + c,

whereD, L ∈ ℕ, ai, bj, c ∈ Fql , ái ≥ âi, qái + qâi ≤ ql − 1, qãj ≤ ql − 1 for each 1 ≤ i ≤ D, 1 ≤ j ≤ Lwhich computes
the same function as the polynomial vector F and vice versa.

From the adversary point of view, the action of L1 and L2 transforms the internal polynomial f into a very
sparse univariate polynomial of very high degree, as shown for instance by Kipnis and Shamir in [14]. A
possible decryption attack would consist in inverting or factorizing this polynomial. However, there are no
e�cient algorithms to perform these tasks and merely deciding the existence of roots is in fact NP-hard [14].

Several major methods have been developed to attack MQ cryptosystems. Structural attacks rely solely
on the speci�c structure of the trapdoor involved. General attacks use various methods of solving the set of
multivariate polynomial equations, e.g., the Gröbner basis method and its improvements. One similar gen-
eral attack has been proposed by Harayama and Friesen [12] in which they exploit the equivalent univariate
representation of the public key polynomialmap. Broadly, they attackMQ signature schemes to �nd one valid
forged message and signature pair.

Harayama and Friesen [12] used Weil sum computation of the univariate representation f�(x) for MQ
cryptosystems m = n over Fp in their attack, i.e., q = p. They consider the following result from Mills [17]
which we also refer later in this paper.

Theorem 2.2 ([11, Theorem 2.1.1], [17, Theorem 1.4]). Let S(a1, . . . , aD, b1, . . . , bL, c) be the Weil sum of the fol-
lowing univariate polynomial: f�(x) = ∑

1≤i≤D
aixpái+pâi + ∑

1≤j≤L
bjxpãj + c,

where D, L ∈ ℕ, ai, bj, c ∈ Fpn , ái ≥ âi, pái + pâi ≤ pn − 1, pãj ≤ pn − 1 for each 1 ≤ i ≤ D, 1 ≤ j ≤ L. With the
translation of coe�cients involved such thatApti

i = ai ∈ Fpn for 1 ≤ i ≤ D,
and parameters ti, si ∈ ℤ and b ∈ Fpn such that ti ≡ âi − â1 mod n, si = ái − âi ≥ 0 for 1 ≤ i ≤ D andb = ∑

1≤j≤L
bpn−ãj
j ,S(a1, . . . , aD, b1, . . . , bL, c) can be equivalently expressed asS = ∑

x∈Fpn ö1( D∑
i=1

A ixpsi+1 + bpâ1x),
where ö1 denotes the canonical additive character of Fpn and ö1(c) = e2ð Tr(c)/p for all c ∈ Fq. The polyno-
mial ∑D

i=1 A ixpsi+1 + bpâ1x is the simpli�ed univariate representation of f�(x) with S(a1, . . . , aD, b1, . . . , bL, c) =S(A1, . . . , AD, b1, . . . , bL, c).
We note that Harayama and Friesen [12] only considered MQ cryptosystems over F2 in their attack. In the
present study, however, we considerMQ cryptosystems overFp for any primep.We explain ourmotivation on
the extension to oddcharacteristic inRemark 2.3.On theother hand, similar to [12],we consider homogeneous
MQ cryptosystems, i.e., m = n. But, it is easy to extend the ideas to the heterogeneous case according to the
existence of a univariate polynomial in this case as given in Theorem 2.1.
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Remark 2.3. Multivariate cryptography is not limited to the �nite �elds of characteristic 2. However, major
MQsignature schemes, such asRainbow(28, 18, 12, 12) [7], PMI+(136, 6, 18, 8)PerturbedMatsumoto–Imai Plus
[21], Quartz or HFEv-(2, 129, 103, 3, 4) [13], employ the �nite �elds with characteristic 2. This is due to the re-
duced computational complexity involved. Most of them have been subjected to algebraic attacks which in-
volve mathematical tools like the Gröbner basis method, Min-Rank problem solving, relinearization etc. to
solve a set of multivariate quadratic equations. These attacks are sub-exponential or polynomial time attacks
mainly because they employ �eld equations dependent on �eld characteristic 2. If the ground �eld is chosen
to be of any characteristic other than 2, then all these attacks become void or at least exponential in terms
of time and memory required for solving new �eld equations [8] except some speci�c cases (see Section 4.3).
This is our primemotivation in considering the linearized binomial attack forMQ cryptosystems not only over
the binary �nite �elds but also over the �nite �elds of odd characteristic.

3 Existential forgery and linearized binomial attack
Multivariate quadratic cryptosystems are generally considered as a signature scheme. The classical way to
compute a digital signature ò = (ò1, ò2, . . . , òn) with a multivariate public key polynomial map F : Fnp → Fnp
is to �rst compute the hash x = (x1, x2, . . . , xn) ∈ Fnp of a message m ∈ Fnp. The respective signature ò ∈ Fnp
computed by using the inverse private key triple (L−12 , f−1, L−11 ) is given asò = F−1(x) = L−12 (f−1(L−11 (x))).
In order to verify the signature of a receivedmessage and signature pair (m, ò), the recipient checks the equal-
ity (x1, x2, . . . , xn) = (P1(ò1, ò2, . . . , òn), . . . , Pn(ò1, ò2, . . . , òn)),
where x = (x1, x2, . . . , xn) is the hash of message m and ò = (ò1, ò2, . . . , òn) is the signature. According to
the birthday paradox, a valid signature can be forged in the square root of exhaustive search. Namely, an
adversary produces a list of pn/2 evaluations F(ò) of arbitrary signatures ò using the public key polynomial
mapF anda list ofpn/2 hash values of arbitrarymessagesm in thehash image space. Thenwith theprobability
greater than 50%, one can expect to produce at least one valid message and signature pair (m, ò), which is
called existential forgery.

3.1 Linearized binomial attack

Harayama and Friesen [12] considered the homogeneous MQ signature scheme over F2, i.e. p = 2, and pro-
posed a linearized binomial attack which they regard as a customization of the birthday attack. It is also
known as the meet-in-the-middle attack [16, Section 7.2.3]. In the linearized binomial attack, they assume
under the framework of an adaptively chosen message attack that the adversary can obtain messages whose
hash values are in the image space Im(L) of the linearized polynomial L : Fpn → Fpn , where L(y) = ypä − y
for some ä ∈ ℤ+.

Similar to the birthday attack, for the linearized binomial attack with hash space reduced to pn−ä, the
adversary produces a list of p(n−ä)/2 evaluations f�(x) ∈ Im(L) at arbitrary signatures x ∈ Fpn using the public
key polynomial map f�. The adversary also produces a list of p(n−ä)/2 hashes H(m) ∈ Im(L) of arbitrary mes-
sagesm ∈ Fpn by making p(n−ä)/2 adaptively chosen message queries to the hashing oracle. Therefore, we are
looking for x0 ∈ Fpn values such that f�(x0) = ypä

0 − y0 for some y0 ∈ Fpn . Letℎ(x, y) = f�(x) − ypä + y,
where x is the randomly generated signature value, f�(x) is the evaluation through the public polynomial
map and z = ypä − y de�nes the restricted hash space. In other words we are looking for solutions over Fpn of
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the bivariate equation ℎ(x, y) = f�(x) − ypä + y = 0= ∑
1≤i≤D

aixpái+pâi + ∑
1≤j≤L

bjxpãj − ypä + y = 0
for someD, L, ai, bj, ái, âi as in Theorem 2.2. Using Theorem 2.2, it can be veri�ed that this is similar to looking
for the solutions over Fpn to the simpli�ed bivariate equationℎ(x, y) = D∑

i=1
A ixpsi+1 + bpâ1x − ypä + y = 0, (3.1)

where A i, b, si, â1 are as de�ned in Theorem 2.2. Obtaining these solutions can also be termed as collision
among the two lists produced. The complexity of obtaining such a collision is the main concern in the attack.
Without having any assumption on f�, it maps a randomly generated signature x ∈ Fnp to the restricted hash
message space of cardinality pn−ä with a probability pn−ä/pn. The complexity of obtaining p(n−ä)/2 signatures
with corresponding evaluations in the reduced hash space Im(L) is pn/pn−äp(n−ä)/2. The overall complexity of
the linearized binomial attack is, according to the birthday paradox,pnp(n−ä)/2

√ð2 pn−ä.
This, however, is always greater than the complexity√ ð

2pn of the birthday attack.
Using results of Mills [17], Harayama and Friesen [12] imposed certain conditions on the exponents of the

corresponding simpli�ed univariate representation f�(x) of the MQ public key polynomial F(x), under which
one can expect this complexity to be improved. These conditions are called emulation conditions and de�ned
as follows for ä = gcd(s1, . . . , sD, n):n/ä is even, ä = gcd(si, n) for each i, si/ä is odd for each i, 2ä divides |si − sj| for all i ̸= j.

With the emulation conditions, the nonzero solutions overFpn to the bivariate equation ℎ(x, y) in (3.1) are
divided intoT equivalence classes of sizepä+1. It is clear thatT = (pn−1)/(pä+1) and that the number t of the
classes consisting of solutions over Fpn to ℎ satis�es t = (N − pä)/((pä + 1)pä), whereN denotes the number
of rational solutions over Fpn of ℎ(x, y) (see [17, Lemmas 3.4, 3.5, 3.6] and [12, Lemma 2.2.1]). In other words,
one can pick arbitrary elements x in Fpn so that they are mapped by f� to the reduced space of cardinalitypn−ä with a high probability t/T.

Harayama and Friesen [12] considered the simpli�ed univariate representation for f�(x) and respective
bivariate equation ℎ(x, y) with b = 0 and p = 2 in (3.1). On the other hand, we consider the attack for MQ
signature schemes over Fp for any prime p. For the involvedmathematical premise of the attack, results from
Mills [17] can be used. Thus using the results in [17] together with [12], the linearized binomial attack can be
stated as follows:
(1) Let ä = gcd(s1, . . . , sD, n). This ä allows the adversary to �x a linearized binomial L(y) = ypä − y in Fpn [y].

We denote by Im(L) the image of the mapping L over Fpn .
(2) Generate T

t p(n−ä)/2 random signatures x ∈ Fpn and obtain the list{f�(x1), f�(x2), . . . , f�(x Tt p(n−ä)/2 )}.
(3) Generate p(n−ä)/2 messagesm with hash values z ∈ Im(L) to obtain the list{z1, z2, . . . , zp(n−ä)/2}.
(4) Search for a coincidence f�(xj) = zi for some i, j in two lists.

Remark 3.1. Harayama and Friesen [12] assumed the scenario in step (3) under the framework of an adap-
tively chosen message attack. Also it is assumed not to incur any additional cost other than O(p(n−ä)/2). We
note that it is valid under the framework of a fully programming random oracle model [10] where such reduc-
tions are allowed to the arbitrary chosen range values. Moreover, it is also fundamental to the security proof
of a cryptographic construction under an adaptively chosen message attack in the random oracle model.
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The linearized binomial attack forms a case of existential forgery [16, Section 11.2.4] when successful. A valid
(message, signature) pair under a linearized binomial attack can thus be forged in the total time complexityO(Tt p(n−ä)/2).
When this complexity is smaller than the birthday security parameter pn/2, the linearized binomial attack is
considered successful against the MQ signature scheme. The same can be equivalently stated in terms of the
numberN of solutions of the bivariate equation ℎ(x, y) = 0 in (3.1). IfN > pä + pä/2(pn − 1), (3.2)

then the complexity of the linearized binomial attack is better than the complexity pn/2 of the birthday attack.
Wenote that the complexity of the attack is asymptotically less than the complexityO(pn/2)of thebirthday

attack by a factor of pä/2. Hence the gain in the complexity increases as ä gets closer to n.
3.2 Weak Dembowski–Ostrom polynomials

Based on the linearized binomial attack, Harayama and Friesen [12] de�ned the weak Dembowski–Ostrom
polynomials as follows:

De�nition 3.2. Let Fq be the n-th degree extension of the �nite �eld Fp. Let f�(x) = ∑D
i=1 A ixpsi+1 be a DO

polynomial over Fq satisfying the following emulation conditions for ä = gcd(s1, . . . , sD):n/ä is even, si/ä is odd for each i.
If the numberN of solutions over Fq of the bivariate equation f�(x) = ypä − y satis�esN > pä + pä/2(pn − 1),
then f� is called weak DO polynomial.

The MQ signature scheme having public polynomials with the univariate representation in weak DO polyno-
mials is subjected to the linearized binomial attack in complexity less than pn/2.

Our weak DO polynomial de�nition di�ers from the de�nition in [12]. The following remark explains the
di�erence.

Remark 3.3. Harayama and Friesen [12] de�ned weak DO polynomials for the case p = 2, however we give
a general de�nition for any prime p. The N-bound in (3.2) is also slightly di�erent than the one observed in
[12]. Since computing ä from the equivalent univariate representation of the public key is trivial, one does
not need to search for ä in {1, 2, . . . , n}. Moreover, in [12], Harayama and Friesen ignored the factor of ð/2 in
computing the complexity of the linearized binomial attack and later in the N-bound evaluation for weak
DO polynomials. They also ignored the divisor pä/2 in computing the number t of branches. We note that a
branch may repeat at most pä times. We also remove the emulation condition “2ä divides |si − sj| for all i ̸= j”
which evolves directly from si/ä being odd. The emulation condition ä = gcd(si, n) is also removed, which we
will justify in Remark 3.4 below.

In [12], Harayama and Friesen proved the existence of weak DO polynomials and demonstrated weak DO
polynomials for D = 2 with n = 4i, s1 = i, s2 = 3i and p = 2 by taking ä = i = n/4. Later, based on their
simulation results they conjectured thatf�(x) = x2n/4+1 + x23n/4+1 ∈ F2n [x] (3.3)

with n = 4i, i ≥ 2, forms an in�nite class of weak DO polynomials. They considered the linearized binomial
attack for MQ signature schemes over F2 due to the fact that the exact value of Weil sum for f� in Theorem 2.2
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(see also [12, Theorem 2.3.1]) can only be determined when de�ned over F2n . The Weil sum value is used to
compute the exact numberN of solutions of the bivariate equation ℎ in (3.1) using the equalityN = 2n + (2ä − 1)S, (3.4)

where S is the exact value of theWeil sum for the simpli�ed univariate polynomialf� (see [12, Theorem 2.2.3]).
However, based on our observation in Remark 3.4 below we use degenerate quadratic forms over �nite �elds
to count the number of solutions of the bivariate equation in (3.1) and identify a general class of weak DO
polynomials.

Remark 3.4. We note that if the bivariate equation happens to be equivalent to a certain type of algebraic
curve, then the number of points can be easily determined using [15, Theorem 6.32] in terms of standard
classi�cation of quadratic forms, without resolving the sign of the Weil sum of f�. This also allows us to
remove the emulation condition of ä = gcd(si, n) which is required to obtain the number N of solutions overFq in terms of the Weil sum S as in (3.4). The same should a�ect the choice of ä in the linearized binomial
attack.

4 Classes of weak Dembowski–Ostrom polynomials
In order to classify theweakDOpolynomials, we nowmention a few results from the algebraic function �elds.
We consider certain highly degenerate quadratic forms over the �nite �eld Fq of characteristic p.
4.1 Quadratic forms

Let Qs be a quadratic form over Fq de�ned asQs : Fq2k → Fq, a �  Tr(aS(a))
and S(X) = á0X + á1Xq + ⋅ ⋅ ⋅ + áℎXqℎ ∈ Fq2k [X]
be an Fq-linearized polynomial of degree qℎ in Fq2k [X] for k ≥ 1, ℎ ≥ 0. Let F be the algebraic function �eld
over Fq2k given as F = Fq2k (u, v) with vq − v = uS(u). (4.1)

Let Tr(⋅) denote the trace map from Fq2k to Fq, i.e., Tr(a) = a + aq + ⋅ ⋅ ⋅ + aq2k−1 for a ∈ Fq2k . Let Vs be the subset
of Fq2k de�ned as Vs = {a ∈ Fq2k : Qs(a) = 0}.
For an Artin–Schreier type algebraic function �eld given in (4.1), there is only one rational point of F over the
point at in�nity of the function �eldFq2k (u). The other rational points ofF correspond to the elements a ∈ Fq2k
satisfying Tr(aS(a)) = 0. Moreover for each a ∈ Fq2k withQs(a) = Tr(aS(a)) = 0, there are q rational points in F,
so that the total number of rational points is given byN(F) = 1 + q|Vs|; (4.2)

see [19, Proposition 6.4.1].

4.2 Classi�cation of weak Dembowski–Ostrom polynomials

Enumerating weak DO polynomials satisfying the emulation conditions in De�nition 3.2 can be indirectly
achieved by using the theory of quadratic forms and counting the number of rational points on the Artin–
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Schreier type algebraic curves which we brie�y mentioned in Section 4.1. Following the notations in Sec-
tion 4.1, we de�ne an Artin–Schreier type algebraic curve as follows:F = Fpn (x, y) with yq − y = xS(x), (4.3)

where q = pn/(2k) and S(X) = á0X + á1Xq + ⋅ ⋅ ⋅ + áℎXqℎ ∈ Fpn [X], 0 ≤ ℎ ≤ n − 1.
It is easy to check that the number of Fpn rational points (4.2) of the algebraic function �eld in (4.3) is greater
than theN-bound de�ned in (3.2) if |Vs| = pn which corresponds to the cardinality of Fpn . This is also veri�ed
by using MAGMA [2].

Hence, we are looking for a class of polynomials S satisfying|Vs| = {a ∈ Fpn : Qs(a) = Tr(aS(a)) = 0} = pn. (4.4)

We �rst prove a simple class of weak DO polynomials in Theorem 4.1. Then, Corollary 4.3 to Theorem 4.1
will directly show the correctness of the conjecture in [12] (see also equation (3.3)). Then we will prove a
general class of weak DO polynomials in Theorem 4.4. We also verify our computations using MAGMA [2].

Theorem 4.1. Let p be any prime and n, k ∈ ℤ+ such that 2k|n. Let s1 = jn/(2k) and s2 = (2k − j)n/(2k) for somej ∈ {1, 2, . . . , 2k − 1} such that gcd(j, 2k − j) = 1. Let A1, A2 ∈ Fpn such that Aps2
1 + A2 = 0. Thenf(x) = A1xps1+1 + A2xps2+1 ∈ Fpn [x]

forms an in�nite class of weak DO polynomials.

Proof. First we examine f(x) for the emulation conditions. By de�nitionf(x) = A1xps1+1 + A2xps2+1 = A1xpjn/(2k)+1 + A2xp(2k−j)n/(2k)+1 ∈ Fpn [x],
where j ∈ {1, 2, . . . , 2k − 1} such that gcd(j, 2k − j) = 1 and ä = gcd(s1, s2) = n/(2k). If gcd(j, 2k − j) = 1 then
w.l.o.g. j can be considered odd and hence with s1 = jn/(2k) and s2 = (2k − j)n/(2k), we have the emulation
conditions in De�nition 3.2 satis�ed with n/ä even and si/ä odd for i ∈ {1, 2} and k, n ∈ ℤ+ such that 2k|n.

Let the trace map Tr be from Fpn to Fpä . To verify the condition in (4.4), we need to prove the following:Tr(f(x)) = Tr(A1xpjn/(2k)+1 + A2xp(2k−j)n/(2k)+1) = 0 for all x ∈ Fpn . (4.5)

Each x ∈ Fpn has 2k − 1 conjugates over Fpä . Each conjugate is of the form xpin/(2k)
for 1 ≤ i ≤ 2k − 1. Hence fori = 2k − j we get(A1xpjn/(2k)+1)pn(2k−j)/(2k) = Apn(2k−j)/(2k)

1 xpn+p(2k−j)n/(2k) = Aps2
1 xp(2k−j)n/(2k)+1 = −A2xp(2k−j)n/(2k)+1.

Hence the trace Tr(f(x)) in (4.5) sums to 0 under the condition Aps2
1 + A2 = 0 over Fpn for all x ∈ Fpn .

Now, we consider the following Artin–Schreier type curve:F = Fpn (x, y) with yq − y = xS(x), (4.6)

where q = pn/(2k) with S(X) = A1xqj + A2xq2k−j ∈ Fpn [X]
for j ∈ {1, 2, . . . , 2k − 1} such that gcd(j, 2k − j) = 1. Then, the number N(F) of points on the Artin–Schreier
type curve can be evaluated using (4.2). It is veri�ed thatN(F) for the Artin–Schreier type curve in (4.6), such
that n, k ∈ ℤ+ and 2k|n, is greater than the bound for weak DO polynomials in (3.2). Hence for a particular
choice of k we get an in�nite class of weak DO polynomials, i.e., over various extensions Fpn of Fp such that2k|n. Table 1 mentions such choices of n for each particular k.
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k n (s1, s2) ä N-bound N-observed

p = 2 p = 3 p = 5 p = 2 p = 3 p = 5

Class polynomial: A1x
pn/4+1 + A2x

p3n/4+1 such that Ap3n/4
1 + A2 = 0 over Fpn

2 4 (1, 3) 1 23 141 1400 33 244 3126
2 8 (2, 6) 2 514 19689 1953145 1025 59050 9765626
2 12 (3, 9) 3 11590 2761470 2729575281 32769 14348908 30517578126

Class polynomial: A1x
pn/6+1 + A2x

p5n/6+1 such that Ap5n/6
1 + A2 = 0 over Fpn

3 6 (1, 5) 1 91 1263 34941 129 2188 78126
3 12 (2, 10) 2 8194 1594329 1220703145 16385 4782970 6103515626
3 18 (3, 15) 3 741460 2013095934 42649611997714 2097153 10460353204 476837158203126

Class polynomial: A1x
pn/8+1 + A2x

p7n/8+1 such that Ap7n/8
1 + A2 = 0 over Fpn

4 8 (1, 7) 1 362 11365 873466 513 19684 1953126
4 16 (2, 14) 2 131074 129140169 762939453145 262145 387420490 3814697265626
4 24 (3, 21) 3 47453137 1467546920251 666400187 ⋅ 109

+ 462505721
134217729 7625 ⋅ 109

+ 597484988
7450580596 ⋅ 109

+ 923828126

Table 1.Weak DO polynomials (cf. Theorem 4.1 with j = 1, k = 2, 3, 4).

k j s1 = jn/(2k) s2 = (2k − j)n/(2k) ä = gcd(s1, s2) Class polynomial

2 1 n/4 3n/4 n/4 A1x
pn/4+1 + A2x

p3n/4+1
3 1 n/6 5n/6 n/6 A1x

pn/6+1 + A2x
p5n/6+1

4 1 n/8 7n/8 n/8 A1x
pn/8+1 + A2x

p7n/8+1
4 3 3n/8 5n/8 n/8 A1x

p3n/8+1 + A2x
p5n/8+1

5 1 n/10 9n/10 n/10 A1x
pn/10+1 + A2x

p9n/10+1
5 3 3n/10 7n/10 n/10 A1x

p3n/10+1 + A2x
p7n/10+1

6 1 n/12 11n/12 n/12 A1x
pn/12+1 + A2x

p11n/12+1
6 5 5n/12 7n/12 n/12 A1x

p5n/12+1 + A2x
p7n/12+1

...
...

...
...

...
...

Table 2. Parameter list:D = 2 with Aps2
1 + A2 = 0 over Fpn .

Remark 4.2. Moreover, the classes of weak DO polynomials for j ∈ {1, 2, . . . , 2k − 1}with gcd(j, 2k − j) = d > 1
can also be represented by Theorem 4.1 for s1 = j�n/(2k�) and s2 = (2k� − j�)n/(2k�) where j = j�d and k = k�d
such that gcd(j�, 2k� − j�) = 1. Hence we do not mention those redundant classes.

We present examples of weak DO polynomials satisfying Theorem 4.1 in Table 2. In Table 1, for k = 2, 3, 4 andp = 2, 3, 5, we consider a few initial n values and de�ne weak DO class polynomials satisfying Theorem 4.1
with ä = 1, 2, 3. We also mention the corresponding N-bound and N-observed calculated by using (3.2) and
(4.2), respectively.

Corollary 4.3. Let n, k ∈ ℤ+ such that 2k|n. Let s1 = jn/(2k) and s2 = (2k−j)n/(2k) for some j ∈ {1, 2, . . . , 2k−1}
such that gcd(j, 2k − j) = 1. Let A1, A2 ∈ F2n such that A2s2

1 + A2 = 0. Thenf(x) = A1x2s1+1 + A2x2s2+1 ∈ F2n [x]
forms an in�nite class of weak DO polynomials.

The conjecture in [12] (see our equation (3.3)) is a special case of the class given in Corollary 4.3 for j = 1 andk = 2 with A1, A2 ∈ F2 .
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Theorem 4.4. Let p be any prime and n, k ∈ ℤ+ such that 2k|n. Let si = áin/(2k) with ái = 2i − 1 for 1 ≤ i ≤ k
where A i ∈ Fpn such that A i + Apsi

k+1−i = 0. Thenf(x) = k∑
i=1

A ixpsi+1 ∈ Fpn [X]
forms an in�nite class of weak DO polynomials.

Proof. Similar to Theorem 4.1, we �rst examine f(x) for the emulation conditions given in De�nition 3.2. Letf(x) = k∑
i=1

A ixpsi+1 ∈ Fpn [x],
where si = áin/(2k) with ái = 2i − 1 for 1 ≤ i ≤ k. For simpli�cation of the proof we assume that A i ̸= 0 for1 ≤ i ≤ k and ä := gcd(s1, . . . , sk) = n/(2k). Emulation conditions are trivially satis�ed with n/ä = 2k even andsi/ä = ái odd for 1 ≤ i ≤ k.

To evaluate equation (4.4), let the trace map be de�ned as Tr : Fpn → Fpä . We need to proveTr(f(x)) = Tr ( k∑
i=1

A ixpsi+1) = 0 for all x ∈ Fpn . (4.7)

We show in two steps that equation (4.7) holds. First we will show that Tr(A ixpáin/(2k)+1) = 0 for an odd
integer k with i = (k + 1)/2. In the second step, we will show that Tr(A ixpáin/(2k)+1) = − Tr(A�

ixpá�i n/(2k)+1) fori� = k + 1 − i and i = 1, 2, . . . , k. We start with the �rst step. Let k be an odd integer and i = (k + 1)/2. Then, the
trace of the monomial A ixpáin/(2k)+1 with ái = k and A i + Apn/2

i = 0 isTr(A ixpáin/(2k)+1) = Tr(A ixpkn/(2k)+1)= A ixpkn/(2k)+1 + Apn/(2k)
i xp(k+1)n/(2k)+pn/(2k) + ⋅ ⋅ ⋅ + Ap(k−1)n/(2k)

i xp(2k−1)n/(2k)+p(k−1)n/(2k)+ Apkn/(2k)
i xp(2k)n/(2k)+pkn/(2k) + ⋅ ⋅ ⋅ + Ap(2k−1)n/(2k)

i xp(k−1)n/(2k)+p(2k−1)n/(2k)= A ixpn/2+1 + Apn/(2k)
i xp(k+1)n/(2k)+pn/(2k) + ⋅ ⋅ ⋅ + Ap(k−1)n/(2k)

i xp(2k−1)n/(2k)+p(k−1)n/(2k)+ Apn/2
i x1+pn/2 + ⋅ ⋅ ⋅ + Ap(2k−1)n/(2k)

i xp(k−1)n/(2k)+p(2k−1)n/(2k)= A ixpn/2+1 + Apn/(2k)
i xp(k+1)n/(2k)+pn/(2k) + ⋅ ⋅ ⋅ + Ap(k−1)n/(2k)

i xp(2k−1)n/(2k)+p(k−1)n/(2k)− A ix1+pn/2 − Apn/(2k)
i xpn/(2k)+p(k+1)n/(2k) − ⋅ ⋅ ⋅ − Ap(k−1)n/(2k)

i xp(k−1)n/(2k)+p(2k−1)n/(2k) .
Hence we have Tr(A ixpáin/(2k)+1) = 0 for i = (k + 1)/2. In the second step, let i� = k + 1 − i. We evaluate the ái� -th
conjugate of the monomials of the form A ixpáin/(2k)+1 for 1 ≤ i ≤ k and i ̸= (k + 1)/2:(A ixpáin/(2k)+1)pái� n/(2k) = Apái� n/(2k)

i xp(ái+ái� )n/(2k)+pái� n/(2k) = Apái� n/(2k)
i x1+pái� n/(2k) = −A i�x1+pái� n/(2k) .

Hence Tr(A ixpáin/(2k)+1) = − Tr(A�
ixpá�i n/(2k)+1) for i� = k + 1 − i and i = 1, 2, . . . , k. Therefore, equation (4.7) holds.

Now, we consider the following Artin–Schreier type curve:F = Fpn (x, y) with yq − y = xS(x), (4.8)

where q = pn/(2k) and S(x) = k∑
i=1

A ixqái ∈ Fpn [x].
The numberN(F) ofFpn rational points on the Artin–Schreier type curve in (4.8) can be evaluated using (4.2).
It is veri�ed thatN(F) is greater than the bound for weak DO polynomials in (3.2) for k, n ∈ ℤ+ such that 2k|n.
Similar to Theorem 4.1, for a particular choice of k we get in�nite classes of weak DO polynomials, i.e., over
various extension Fpn of Fp such that 2k|n.
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In the cases where A i = 0 for some 1 ≤ i < k we proceed in a similar way. Let A i1 , A i2 , . . . , A it be the
nonzero elements. Then, we have ä = gcd(si1 , . . . , sit ) = dn/(2k) for gcd(ái1 , . . . , áit ) = d > 1. The corresponding
DO polynomial f(x) will satisfy the emulation conditions in De�nition 3.2 with n/ä = 2k� even with k = k�d
and sij/ä = áij/d odd for 1 ≤ j ≤ t. The remaining steps of the proof similarly hold for ä = n/(2k�).
Similar to Table 2, classes of weak DO polynomial satisfying Theorem 4.4 can be constructed for di�erent
values of k, n ∈ ℤ+ such that 2k|n.

Using the conditions in Theorem 4.4 on A i ∈ Fpn for 1 ≤ i ≤ k such that A i + Apsi
k+1−i = 0, we state a few

examples of weak DO polynomial classes over Fpn as follows:∙ For k = 2, A1xpn/4+1 + A2xp3n/4+1.∙ For k = 3, A1xpn/6+1 + A2xp3n/6+1 + A3xp5n/6+1.∙ For k = 4, A1xpn/8+1 + A2xp3n/8+1 + A3xp5n/8+1 + A4xp7n/8+1.∙ For k = 5, A1xpn/10+1 + A2xp3n/10+1 + A3xp5n/10+1 + A4xp7n/10+1 + A5xp9n/10+1.
Remark 4.5. It is clear that Theorem 4.1 is a subclass of Theorem 4.4. However, we present them as sepa-
rate classes to prove the existence of conjectured class [12] of weak DO polynomials. Theorem 4.4 partially
addresses the second open problem in [12] of enumerating weak DO polynomials.

We note thatMQ signature schemes should eliminateweak DOpolynomials aswe present in Theorem 4.4 and
their equivalent forms from their key generation algorithms.

4.3 Comparison to Gröbner basis method

In recent years, a signi�cant e�ort has beenmade to invert HFE polynomials using the Gröbner basis method
over �nite �elds of any characteristic (see [1, 6] and references therein). Ding and Hodges [6] present a bound
for the degree of regularity (see [6, De�nition 3.1]) of HFE system over an arbitrary �nite �eld. Degree of regu-
larity (Dreg) measures the time complexity of Gröbner basis method in inverting HFE polynomials. IfDreg is a
constant, then the complexity is polynomial in the number n of variables. Moreover, the complexity is quasi-
polynomial and exponential in n if Dreg is logarithmic and polynomial in n, respectively. Ding and Hodges
prove in [6, Theorem 4.2] that the bound on Dreg is proportional with p and D where p is the order of �nite
�eld and D is the number of terms in the HFE polynomial. Thus it is very easy to invert HFE polynomials
when both p andD are constant or logarithmic in n. On the other hand it is exponential when either p orD is
of scale O(n). Therefore, we deduce that the Gröbner basis method is better than the linearized binomial at-
tack against weak DO polynomials we derived in Theorem 4.4 for small p and k. In other cases, the linearized
binomial attack performs better in the existential forgery of MQ signature schemes.

5 Conclusion
In this paper we studied the linearized binomial attack [12] for MQ cryptosystems. Using results from Mills
[17], we extended the attack in [12] to MQ signature schemes over the �nite �elds of any characteristic. Then
we gave a general de�nition of weak DO polynomials [12] for the �nite �elds of any characteristic. Using
Artin–Schreier type algebraic function �elds, we constructed and proved classes of weak DO polynomials. In
fact, we showed that the number of solutions of bivariate equation in the linearized binomial attack can be
evaluated without the need to determine the sign of the Weil sum of the simpli�ed univariate representation
of the public key.
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paper.
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