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Abstract. In this paper, we revisit the fully homomorphic encryption (FHE) scheme im-
plemented by Gentry and Halevi, which is just an instantiation of Gentry’s original scheme
based on ideal lattices. Their FHE scheme starts from a somewhat homomorphic encryp-
tion (SHE) scheme, and its decryption range is deeply related with the FHE construction.
Gentry and Halevi gave an experimental evaluation of the decryption range, but theoretical
evaluations have not been given so far. Moreover, we give a theoretical upper bound, and
reconsider suitable parameters for theoretically obtaining an FHE scheme. In particular,
while Gentry and Halevi use the Euclidean norm evaluation in the noise management of
ciphertexts, our theoretical bound enables us to use the1-norm evaluation, and hence it
helps to lower the difficulty of controlling the noise density of ciphertexts.
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1 Introduction

Fully homomorphic encryption is public key encryption that allows one to fully
interact on encrypted data without decryption. Since this encryption enables one
to perform arbitrary computations with protecting the data confidentiality, it has
been expected to be applied to cloud computing. After Gentry’s breakthrough
work [8] in 2009 of constructing a fully homomorphic encryption (FHE) scheme,
a number of new schemes, improvements, and implementations have been pro-
posed (see [1, 10–12, 16] for recent papers). At present, there are mainly three
variant schemes; one based on ideal lattices [8, 9, 17], another one based on inte-
gers [5, 6], and the last one based on the ring learning with errors (ring-LWE) as-
sumption [1–3] (recently, NTRU encryption [13] has turned into an FHE scheme
in [16]). Despite of rapid developments in FHE, Gentry’s bootstrapping is the
only known method so far to construct a “pure” FHE scheme as mentioned in [10]
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(cf. the leveled FHE scheme in [1]). In the bootstrapping method, it starts from
a somewhat homomorphic encryption (SHE) scheme supporting a limited num-
ber of additions and multiplications on encrypted data. To make an SHE scheme
fully homomorphic, the bootstrapping method transforms a “dirty” ciphertext into
a “cleaner” ciphertext by means of re-encryption. To achieve this re-encryption
process, it requires that the SHE scheme can evaluate its own decryption function
homomorphically.

A typical implementation for a pure FHE scheme is provided by Gentry and
Halevi in [9] (see [12] for implementation results of a leveled FHE scheme). Their
implementation results suggest that the pure FHE does not reach a level of the
practical use. Their scheme is based on ideal lattices, and it is just an instantia-
tion of Gentry’s original scheme proposed in [8]. In their SHE scheme, for key
parameters .n; t/ with n D 2m, we fix a polynomial v.x/ D

Pn�1
iD0 vix

i 2 R

with jvi j � 2t , and consider the principal ideal lattice L D .v.x// � R, where
R D ZŒx�=.xnC1/ denotes the ring of integers of the 2n-th cyclotomic field. The
rotation basis and the Hermite normal form basis of L are used as the public and
secret keys, respectively. To obtain an FHE scheme, Gentry and Halevi [9] choose
suitable key parameters .n; t/ so that the re-encryption process can be performed.
However, since their key parameters are experimentally chosen, their FHE scheme
seems to have a possibility to cause decryption errors for re-encrypted ciphertexts.
Our motivation of this paper is to give key parameters .n; t/ with a theoretical
guarantee for obtaining a pure FHE scheme. Our contributions are summarized as
follows:

(a) In the bootstrapping method, it is the most important to evaluate the de-
cryption range of the SHE scheme. While Gentry and Halevi [9] give only an
experimental evaluation, we give a theoretical bound on the decryption range and
propose a slightly modified key generation so that our theoretical evaluation holds.
Let w.x/ D

Pn�1
iD0 wix

i 2 R be the polynomial satisfying w.x/ � v.x/ � d

.mod xn C 1/, where d denotes the determinant of the lattice L. The decryption
range is deeply related with the gap d=jwi j. Our approach is to study values d and
jwi j, separately, using fundamental tools in linear algebra, and to give an explicit
evaluation of the gap.

(b) Our theoretical evaluation enables us to use the 1-norm in evaluating the
noise size of ciphertexts. The1-norm evaluation is independent of the noise den-
sity, and hence it helps us to lower the difficulty in the noise management (Gentry
and Halevi [9] use the Euclidean norm deeply related with the noise density).
Using our theoretical evaluation, we study key parameters .n; t/ suitable for the
FHE construction. While Gentry and Halevi [9] experimentally estimate that it is
enough to take about t D 400, our theoretical evaluation shows that it requires
about t D 500. In taking t D 500, we also show that it needs at least n D 65536
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lattice dimension to have enough security. (Gentry and Halevi [9] only give four
parameters for their FHE public challenges with lattice dimensions 512, 2048,
8192, and 32768.)

Notation. The symbols Z, Q and R denote the ring of integers, the field of rational
numbers, and the field of real numbers, respectively. For two integers z and d , let
Œz�d denote the reduction of z modulo d included in the interval Œ�d=2; d=2/ as
in [9]; as usual, let z .mod d/ denote the reduction z modulo d included in the
interval Œ0; d/. For Ea D .a1; a2; : : : ; an/ 2 Rn, let kEak denote the Euclidean norm
given by

kEak D

qPn
iD1 a

2
i :

Furthermore, we let kEak1 and kEak1 denote the 1-norm
Pn
iD1jai j and 1-norm

maxi jai j, respectively.

2 Gentry–Halevi’s somewhat homomorphic encryption

In this section, we briefly review the construction of Gentry and Halevi’s SHE
scheme (see [9, Part I] for details). For a 2-power integer n D 2m, let R D
ZŒx�=.fn.x// with fn.x/ D xn C 1. Since the canonical map

R 3 v.x/ D v0 C v1x C � � � C vn�1x
n�1

7! Ev D .v0; v1; : : : ; vn�1/ 2 Zn (2.1)

gives an isomorphism R ' Zn as Z-modules, we can regard each element of R as
both a polynomial v.x/ and an n-dimensional vector Ev 2 Zn.

2.1 Key generation

To generate a public/secret key pair, we need two key parameters .n; t/, where n
is the lattice dimension of 2-power and t is the bit length of coefficients in the
so-called generating polynomial v.x/. The following construction is based on the
key generation described in [9, Part I, Section 3]:

Step 1. We first choose an n-dimensional vector Ev D .v0; v1; : : : ; vn�1/ 2 Zn,
where vi is randomly chosen under the condition

(�) jvi j � 2t for 0 � i � n � 1.

Set v.x/ D
Pn�1
iD0 vix

i 2 R as the generating polynomial. Consider the rotation
matrix
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V D rot.Ev/ D

0BBBBBB@
v0 v1 v2 � � � vn�1

�vn�1 v0 v1 � � � vn�2

�vn�2 �vn�1 v0 � � � vn�3
:::

:::
:::

: : :
:::

�v1 �v2 �v3 � � � v0

1CCCCCCA :

Since the i -th row Evi 2 Zn of V corresponds to the polynomial v.x/ � xi 2
R under the isomorphism (2.1) and hence the Evi ’s are linearly independent, the
subgroup

L D

² nX
iD1

mi Evi .mi 2 Z/

³
� Zn

gives a (full-rank) lattice of dimension n. Then the matrix V becomes a basis of
the lattice L. Furthermore, under the isomorphism (2.1), we have an isomorphism

R � .v.x// ' L � Zn

as Z-modules, where .v.x// denotes the principal ideal of R generated by v.x/.
Therefore the lattice L is called an ideal lattice.

Step 2. By applying the extended Euclidean-GCD algorithm for polynomials,
we obtain the scaled inverse w.x/ of v.x/ modulo fn.x/ satisfying

w.x/ � v.x/ � d .mod fn.x//:

Note that d is the resultant of v.x/ and fn.x/, which is also equal to the determi-
nant det.L/ D jdet.V /j of the latticeL. If d is even, go back to Step 1 and generate
another Ev (we can decrypt a ciphertext without the secret key when d is even). Let
Ew D .w0; w1; : : : ; wn�1/ 2 Zn denote the vector corresponding to the polyno-
mialw.x/ 2 R. Then the matrixW D rot. Ew/ satisfiesW �V D V �W D d �En,
where En is the identity matrix of degree n.

Step 3. We say that v.x/ is good if the Hermite normal form basisB D HNF.L/
of the lattice L has the form

B D

0BBBBBB@
d 0 0 � � � 0

�r 1 0 � � � 0

� 0 1 � � � 0
:::

:::
:::
: : :

:::

� 0 0 � � � 1

1CCCCCCA : (2.2)
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In this step, we check the goodness of v.x/. In Gentry–Halevi’s construction, they
only test if r D w1=w0 .mod d/ satisfies rn � �1 .mod d/ (see [9, Lemma 1]);
otherwise, go back to Step 1 and generate another Ev 2 Zn.

Step 4. Due to the special form (2.2), we only need to set sk D wi as the secret
key and pk D .d; r/ as the public key, where wi is a single coefficient of Ew such
that wi is odd (since d is odd, there always exists an odd coefficient wi ).

2.2 Encryption

The plaintext space is the set Z=2Z D ¹0; 1º. To encrypt a plaintext b 2 ¹0; 1º
with pk D .d; r/, we first choose a random “noise vector” Eu D .u0; u1; : : : ; un�1/
with ui 2 ¹0;˙1º chosen as 0 with some probability q and as˙1 with probability
.1 � q/=2 each. Then the “fresh” ciphertext of b is generated by

c D Enc.b; pk/ D

�
b C 2 �

n�1X
iD0

uir
i

�
d

2 Œ�d=2; d=2/:

Set Ea D 2Eu C bEe1 D .2u0 C b; 2u1; : : : ; 2un�1/ 2 Zn with Ee1 D .1; 0; : : : ; 0/.
Let a.x/ 2 R denote its corresponding polynomial under the isomorphism (2.1).
Then we can simply rewrite Enc.b; pk/ D Œa.r/�d .

Definition 2.1 (Masked plaintext). We call the vector Ea 2 Zn (or its corresponding
polynomial a.x/ 2 R) the masked plaintext corresponding to a ciphertext c.

2.3 Homomorphic operations

For two fresh ciphertexts Enc.b1; pk/ and Enc.b2; pk/, the homomorphic addition
and the homomorphic multiplication are respectively defined by

Enc.b1; pk/C Enc.b2; pk/ D ŒEnc.b1; pk/C Enc.b2; pk/�d ;

Enc.b1; pk/ � Enc.b2; pk/ D ŒEnc.b1; pk/ � Enc.b2; pk/�d :

Let Ea1; Ea2 2 R denote the masked plaintexts corresponding to two ciphertexts
Enc.b1; pk/;Enc.b2; pk/, respectively. As described in [9, Part I], the above ho-
momorphic operations correspond to the ring structure of R, from which the ho-
momorphic property of the scheme follows. However, homomorphic operations
make the size of the noise vector in the corresponding masked plaintext larger.
Therefore it is possible to add and multiply ciphertexts until the size of the noise
vector grows beyond the decryption range. Hence, the scheme constructed in this
section gives just an SHE scheme (not an FHE scheme).
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2.4 Decryption

For a fresh or homomorphically operated ciphertext c 2 Œ�d=2; d=2/, we can
recover the corresponding plaintext with the secret key sk D wi by computing

Œc � sk�d .mod 2/: (2.3)

Let Ea 2 Zn denote the masked plaintext corresponding to c. Note that we can
recover the correct plaintext if kEa �W k1 < d=2 (see [9, Part I, Section 6]).

Remark 2.2. We give a brief review on the construction of the SHE scheme from
the mathematical point of view. Since B has the special form (2.2), the principal
ideal .v.x// is equal to the ideal .d; x� r/ generated by two elements d and x� r
(see also [17]). In this case, the element r is a root of fn.x/ � 0 .mod d/ and we
have an isomorphism

R=.v.x// ' Z=dZ

induced by a map R 3 a.x/ 7! a.r/ mod d 2 Z=dZ (note that the value v.r/
is divisible by d ). To encrypt a plaintext b with pk D .d; r/, we first generate
the masked plaintext Ea D 2Eu C bEe1 2 R D Zn with a noise vector Eu, and then
compute a ciphertext Enc.b; pk/ D Œa.r/�d by using a composition of maps

Z=2Z
+noise R ' Zn ! R=.v.x// ' Z=dZ ' Zn=L;

b 7! Ea D 2EuC bEe1 7! a.r/ .mod d/ 7! .Enc.b; pk/; 0; : : : ; 0/:

In principle, the ciphertext space is the set Zn=L, but a ciphertext is represented
as the first entry of a vector in Zn=L due to the isomorphism Z=dZ ' Zn=L.

3 Theoretical evaluation of the decryption range

As described in Section 2.4, the decryption of a ciphertext c succeeds with sk if
kEa �W k1 < d=2, where Ea D .a0; : : : ; an�1/ 2 R D Zn is the masked plaintext
corresponding to c. Since the i -th entry of Ea �W is represented by

i�1X
kD0

akwi�k�1 �

n�1X
kDi

akwn�kCi�1; (3.1)

the gap d=jwi j is closely related with the decryption range, and we study the gap
under the condition

(}) T D jvn�1j D 2t .1 C "n�1/ and vi D T"i for 0 � i � n � 2 with
0 < "n�1 � 1 and j"i j � 1 for 0 � i � n � 2

for giving a theoretical evaluation. Set " D max0�i�n�1j"i j. We give our main
theoretical result as follows:
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Theorem 3.1. Assume " < 1
4c0n

for a positive number c0 � 1. Then d � 2nt and
there exist two positive numbers c1 and c2 determined by c0 such that

jwi j

d
<

1

c1n2t
for i ¤ 1 and

jw1j

d
<

1

c22t
:

Moreover, two elements c1; c2 can be taken as

c1 D
�
1 �

1

2c0

��
4c0 �

1

4c0 � 1

�
and c2 D 1 �

2

4c0.4c0 � 1/C 1
:

In particular, we have c1 D 11
6

and c2 D 11
13

when we set c0 D 1.

Before we prove the theorem in Section 4, we give an interpretation of the result
to a theoretical upper bound of the decryption range of the SHE scheme.

Corollary 3.2 (Theoretical evaluation). Assume the condition

(|) T D jvn�1j D 2t .1 C "n�1/ and vi D T"i for 0 � i � n � 2 with
0 < "n�1 <

1
4n

and j"i j < 1
4n

for 0 � i � n � 2.

Then the decryption of a ciphertext c succeeds if the corresponding masked plain-
text Ea satisfies either

kEak1 <
11 � 2t�1

13
or kEak1 <

11n � 2t�1

19n � 6
: (3.2)

Proof. By the expression (3.1), every entry of Ea�W is less than both kEak1 �k Ewk1
and kEak1 � k Ewk1. Furthermore, it follows from Theorem 3.1 that

k Ewk1 <
13

11
�
d

2t
C .n � 1/ �

6

11
�
d

n2t
D
19n � 6

11n
�
d

2t
and k Ewk1 <

13

11
�
d

2t

(note that we use the evaluation of the case c0 D 1 in Theorem 3.1). Therefore, if
Ea satisfies the condition (3.2), then we have kEa � W k1 < d=2. This completes
the proof.

Let c be a ciphertext, and Ea denote its corresponding masked plaintext. Given
key parameters .n; t/, Gentry and Halevi take v.x/ under the condition .�/ as
described in Section 2.1, and experimentally estimate in [9, Section 7] that the
decryption radius is roughly equal to 2t and it succeeds to decrypt the ciphertext
c if kEak � 2t . Then they always use the Euclidean norm evaluation in the noise
management of ciphertexts. In contrast, we slightly modify the key generation
by taking v.x/ under the condition (|), and then we can use the theoretical eval-
uation (3.2) in Corollary 3.2. Note that the condition (|) can be considered as
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a restricted version of Gentry–Halevi’s condition since jvn�1j D T � 2t and
jvi j < T=4n � 2t=4n for 0 � i � n � 2 when "n�1 > 0 is sufficiently small.
Furthermore, even when we use this restricted condition, the scheme is estimated
to have enough security against exhaustive search and birthday attacks on v.x/ for
large t (for example, t � 100). The main advantage of the theoretical evaluation
(3.2) is to enable us to use the1-norm evaluation in the noise management. The
reason is that the1-norm evaluation is independent of the probability q on noise
density defined in Section 2.2, and it helps us to choose key parameters .n; t/ with
a theoretical guarantee for obtaining an FHE scheme (see Section 5 for details).

Remark 3.3. In [19], we apply the SHE scheme described in Section 2 to effi-
ciently compute the Hamming distance on encrypted data for privacy-preserving
biometrics. We use the result of Corollary 3.2 in order to avoid decryption errors
(the result of [19, Proposition 1] is the same as Corollary 3.2).

4 Proof of Theorem 3.1

The result of Theorem 3.1 follows from Propositions 4.4 and 4.6–4.9, which we
will show below. The way of our proof is to explicitly evaluate values d and jwi j,
separately. In this section, we set v.x/ D

Pn�1
iD0 vix

i with the condition .}/.

4.1 Estimation on d

We give an estimation on the determinant d . Let Syl.f; g/ denote the Sylvester
matrix of two polynomials f .x/ and g.x/. Then we have d D res.fn.x/; v.x// D
det.Syl.fn; v//. By its definition, the Sylvester matrix is given by

Syl.fn; v/ D

0BBBBBBBBBBBBB@

1 0 � � � 0 0 1

1 0 � � � 0 0 1
: : :

: : :
: : :

: : :
: : :

1 0 � � � 0 0 1

vn�1 vn�2 � � � v1 v0

vn�1 vn�2 � � � v1 v0
: : :

: : :
: : :

: : :

vn�1 vn�2 � � � v1 v0

1CCCCCCCCCCCCCA
;

in which the element vn�1 appears from the n-th row to the .2n � 1/-th row.
From the n-th row, we eliminate the first n � 1 entries by subtracting the first row
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multiplied by vn�1 and subtracting the second row multiplied by vn�2 and so on.
Then the n-th row becomes

.0; : : : ; 0; v0;�vn�1;�vn�2; : : : ;�v1/:

In the same manner, for each .nCk/-th row, we can eliminate its first n�1 entries:
Let snCk;i denote the .nCk; i/-entry of Syl.fn; v/. Then from the .nCk/-th row,
we subtract each i -th row multiplied by snCk;i for 1 � i � n � 1. After these
operations, the .nC k/-th row becomes

.0; : : : ; 0; vk; : : : ; v0;�vn�1; : : : ;�vkC1/:

Finally, the matrix Syl.fn; v/ is transformed to a block upper triangular matrix 
En�1 �

O D

!
without changing the determinant, where En�1 denotes the identity matrix of de-
gree n � 1, and D is the n � n-matrix given by

D D

0BBBBBBBBBBBBB@

v0 �vn�1 �vn�2 �vn�3 � � � �v4 �v3 �v2 �v1

v1 v0 �vn�1 �vn�2 � � � �v5 �v4 �v3 �v2

v2 v1 v0 �vn�1 � � � �v6 �v5 �v4 �v3
:::

: : :
: : :

:::
:::

: : :
: : :

:::

vn�3 vn�4 vn�5 vn�6 � � � v1 v0 �vn�1 �vn�2

vn�2 vn�3 vn�4 vn�5 � � � v2 v1 v0 �vn�1

vn�1 vn�2 vn�3 vn�4 � � � v3 v2 v1 v0

1CCCCCCCCCCCCCA
:

Then we have d D det.Syl.fn; v// D det.En�1/ � det.D/ D det.D/:
Next we replace vn�1 with 1 and each vi with "i for 0 � i � n�2 in the above

matrix D to obtain the matrix

M0 D

0BBBBBBBBBBBBB@

"0 �1 �"n�2 � � � �"3 �"2 �"1

"1 "0 �1 � � � �"4 �"3 �"2

"2 "1 "0 � � � �"5 �"4 �"3
:::

: : :
:::

:::
: : :

:::

"n�3 "n�4 "n�5 � � � "0 �1 �"n�2

"n�2 "n�3 "n�4 � � � "1 "0 �1

1 "n�2 "n�3 � � � "2 "1 "0

1CCCCCCCCCCCCCA
:
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Then we have d D T n det.M0/. Finally, we transform M0 to the matrix

M D

0BBBBBBBBBBBBB@

1 "n�2 "n�3 � � � "2 "1 "0

�"0 1 "n�2 � � � "3 "2 "1

�"1 �"0 1 � � � "4 "3 "2

�"2 �"1 �"0 � � � "5 "4 "3
:::

: : :
:::

:::
: : :

:::

�"n�3 �"n�4 �"n�5 � � � �"0 1 "n�2

�"n�2 �"n�3 �"n�4 � � � �"1 �"0 1

1CCCCCCCCCCCCCA
by multiplying the last n�1 rows by�1 and moving the last row to the first one and
shifting others. We note that this transformation does not change the determinant
and hence we have det.M/ D det.M0/.

Let Mi;j denote the .i; j /-th entry of the matrix M . Then we have

det.M/ D
X
�2Sn

sgn.�/M1;�.1/ � � �Mn;�.n/;

where Sn denotes the symmetric group of degree n. By counting the number of
ones appearing among M1;�.1/, : : :, Mn;�.n/, we estimate the value det.M/.

Definition 4.1. For each 1 � k � n, we define sk as the number of permutations
� 2 Sn such that 1 appears exactly n � k times among M1;�.1/; : : : ;Mn;�.n/. In
this case, the number of "j ’s appearing amongM1;�.1/; : : : ;Mn;�.n/ is equal to k.

The product of all diagonal entries corresponds to the identity permutation, and
its value is 1. For the other permutation � ¤ 1, the number of ones appear-
ing among M1;�.1/; : : : ;Mn;�.n/ ranges from 0 to n � 2. Here we call the term
corresponding to the identity permutation the principal term and the other terms
subsidiary term. Then the determinant det.M/ can be obtained by estimating the
sum of all subsidiary terms. More precisely, it can be shown that the minimal value
of det.M/ is not smaller than the value where we set each subsidiary term to have
its minimal value �"k , and the maximal one is not greater than the value where
we set each subsidiary term to have its maximal value "k . Here we use j"i j � " for
possible minimal and maximal values. Then we have the following two lemmas:

Lemma 4.2. We have

1 �

nX
kD2

sk"
k
� det.M/ � 1C

nX
kD2

sk"
k :
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Lemma 4.3. For 2 � k � n, we have

sk � kŠ �

 
n

k

!
D n.n � 1/ � � � .n � k C 1/:

Proof. We count the number of permutations � 2 Sn such that 1 appears n � k
times among M1;�.1/; : : : ;Mn;�.n/. For such a permutation � , the number of
indices i with �.i/ D i is equal to n � k, and it can be determined by choosing
n � k indices i with �.i/ D i and the action on k other indices. Thus, since the
number of choices of n�k indices is equal to

�
n
n�k

�
D
�
n
k

�
and the possible actions

on k other indices is bounded by kŠ, the number of such permutations is bounded
by the product kŠ �

�
n
k

�
. This completes the proof of Lemma 4.3.

Now, we assume " < 1
4c0n

for a positive number c0 � 1. Then, for each
2 � k � n, we have

sk"
k <

n.n � 1/.n � 2/ � � � .n � k C 1/

.4c0/knk
<

1

.4c0/k
:

Since

nX
kD2

sk"
k <

nX
kD2

1

.4c0/k
D

1

16c20
�

n�2X
kD0

1

.4c0/k

<
1

16c20
�

1

1 � 1
4c0

D
1

4c0.4c0 � 1/
;

we have the following result by Lemma 4.2:

Proposition 4.4. Assume " < 1
4c0n

for a positive number c0 � 1. Then the deter-
minant det.M/ is estimated as

1 �
1

4c0.4c0 � 1/
< det.M/ < 1C

1

4c0.4c0 � 1/
:

Since d D det.D/ D T n det.M/, the determinant d is estimated as

11

12
T n �

�
1 �

1

4c0.4c0 � 1/

�
T n < d <

�
1C

1

4c0.4c0 � 1/

�
T n �

13

12
T n:

As we take T D 2t .1C "n�1/ � 2t , we have d � 2nt .



316 M. Yasuda et al.

4.2 Estimation on jwkj

We next give an estimation on the value jwkj. Consider the matrix

Syl.fn; v/ D

0BBBBBBBBBBBBB@

1 0 � � � 0 0 1 xn�2fn.x/

1 0 � � � 0 0 1 xn�3fn.x/
: : :

: : :
: : :

: : :
: : :

:::

1 0 � � � 0 0 fn.x/

vn�1 vn�2 � � � v1 v0 xn�1v.x/

vn�1 vn�2 � � � v1 v0 xn�2v.x/
: : :

: : :
: : :

: : :
:::

vn�1 vn�2 � � � v1 v.x/

1CCCCCCCCCCCCCA
:

From the .2n � 1/-th column, we consider the transformation to subtract the k-th
column multiplied by x2n�1�k for 1 � k � 2n � 2. Since this transforms
Syl.fn; v/ to the matrix Syl.fn; v/ without changing the determinant, we have

det.Syl.fn; v// D det.Syl.fn; v// D d:

For 1 � k � 2n�1, let Sk denote the .2n�2/� .2n�2/-matrix deleting both the
.2n� 1/-th column and the k-th row from Syl.fn; v/. By considering the cofactor
expansion of Syl.fn; v/ along the .2n � 1/-th column, we have the expansion

d D

n�1X
kD1

.�1/2n�1Ck det.Sk/x
n�1�kfn.x/

C

2n�1X
kDn

.�1/2n�1Ck det.Sk/x
2n�1�kv.x/:

Set

w.x/ D

2n�1X
kDn

.�1/2n�1Ck det.Sk/x
2n�1�k;

g.x/ D

n�1X
kD1

.�1/2n�1Ck det.Sk/x
n�1�k :

Then we have v.x/w.x/ C fn.x/g.x/ D d by the above expansion of d . Since
degw.x/ � n � 1 and degg.x/ � n � 2, it follows from the uniqueness of
the extended Euclidean-GCD algorithm that we have w.x/ D w.x/ and hence
jwkj D jdet.S2n�1�k/j for 0 � k � n�1. In the following, we give an estimation
on jwkj D jdet.S2n�1�k/j for each k.
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4.2.1 Estimation on jwn�1j

We have jwn�1j D jdet.Sn/j, where Sn is given by

Sn D

0BBBBBBBBBBB@

1 0 � � � 0 0 1

1 0 � � � 0 0 1
: : :

: : :
: : :

: : :

1 0 � � � 0 0

0 vn�1 vn�2 � � � v1 v0
: : :

: : :
: : :

: : :

vn�1 vn�2 � � � v1

1CCCCCCCCCCCA
:

In much the same way as in Section 4.1, the matrix Sn is transformed to a block
upper triangular matrix  

En�1 �

O Wn�1

!
;

where

Wn�1 D

0BBBBBBBBBBBBB@

v1 v0 �vn�1 � � � �v6 �v5 �v4 �v3

v2 v1 v0 � � � �v7 �v6 �v5 �v4

v3 v2 v1 � � � �v8 �v7 �v6 �v5
:::

: : :
: : :

:::
:::

: : :
: : :

:::

vn�3 vn�4 vn�5 � � � v2 v1 v0 �vn�1

vn�2 vn�3 vn�4 � � � v3 v2 v1 v0

vn�1 vn�2 vn�3 � � � v4 v3 v2 v1

1CCCCCCCCCCCCCA
:

We replace vn�1 with 1 and each vi with "i for 0 � i � n � 2, and multiple the
first n � 3 rows by �1 to obtain the matrix

R D

0BBBBBBBBBBBBB@

�"1 �"0 1 "n�2 � � � "5 "4 "3

�"2 �"1 �"0 1 � � � "6 "5 "4

�"3 �"2 �"1 �"0 � � � "7 "6 "5
:::

: : :
: : :

:::
:::

: : :
: : :

:::

�"n�3 �"n�4 �"n�5 �"n�6 � � � �"1 �"0 1

"n�2 "n�3 "n�4 "n�5 � � � "2 "1 "0

1 "n�2 "n�3 "n�4 � � � "3 "2 "1

1CCCCCCCCCCCCCA
:



318 M. Yasuda et al.

Then we have jwn�1j D jdet.Wn�1/j D T n�1jdet.R/j. Let Ri;j be the .i; j /-th
entry of R. Then we have

det.R/ D
X

�2Sn�1

sgn.�/R1;�.1/ � � �Rn�1;�.n�1/:

We give a definition similar to Definition 4.1.

Definition 4.5. For each 2 � k � n � 1, we define tk as the number of per-
mutations � 2 Sn�1 such that 1 appears exactly n � k � 1 times among the
elements R1;�.1/; : : : ; Rn�1;�.n�1/. In this case, the number of "j ’s appearing
among R1;�.1/; : : : ; Rn�1;�.n�1/ is equal to k.

Then we have

jdet.R/j � "C
n�1X
kD2

tk"
k

by a similar argument as in Section 4.1, and

tk � kŠ �

 
n � 2

k � 1

!
D k � .n � 2/.n � 3/ � � � .n � k/

for 2 � k � n � 1 by the proof of Lemma 4.3. Assume the same condition as in
Proposition 4.4. By using the fact 2k�1 � k, we have

tk"
k
D " � .tk"

k�1/ � " �
k.n � 2/.n � 3/ � � � .n � k/

nk�1 � .4c0/k�1

D " �
.n � 2/.n � 3/ � � � .n � k/

nk�1
�

k

2k�1
�

1

.2c0/k�1

< " �
1

.2c0/k�1
:

Hence,

n�1X
kD2

tk"
k < " �

n�1X
kD2

1

.2c0/k�1
D " �

1

2c0
�

n�3X
kD0

1

.2c0/k

< " �
1

2c0
�

1

1 � 1
2c0

D " �
1

2c0 � 1
:

By a similar argument as in Section 4.1, we have the following estimation on the
gap d=jwn�1j:
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Proposition 4.6. We have

jdet.R/j < " �
�
1C

1

2c0 � 1

�
D " �

2c0

2c0 � 1
:

Since jwn�1j D T n�1jdet.R/j, we have jwn�1j < "� 2c0

2c0�1
�T n�1. Furthermore,

under the assumption of Proposition 4.4, we have

jwn�1j

d
<

" � 2c0

2c0�1
� T n�1

.4c0.4c0�1/�1/�T n

4c0.4c0�1/

D
1

c1nT
;

where c1 D .1 � 1
2c0
/.4c0 �

1
4c0�1

/. As T D 2t .1 C "n�1/ � 2t , we have
jwn�1j

d
< 1
c1n2t :

4.2.2 Estimation on jwkj with 2 � k � n � 2

For 2 � k � n�2, we have jwn�kj D jdet.SnCk�1/j. By its definition, the matrix
SnCk�1 is given by

SnCk�1 D

0BBBBBBBBBBBBBBBBBBBBB@

1 0 � � � � � � 0 1

1 0 � � � � � � 0 1
: : :

: : :
: : :

: : :

1 0 � � � � � � � � � � � � � � � 0

vn�1 vn�2 � � � � � � v0
: : :

: : :

vn�1 vn�2 vn�3 � � � v0

vn�1 vn�2 � � � v1 v0
: : :

: : :
: : :

: : :

vn�1 vn�2 � � � v1 v0

vn�1 vn�2 � � � v1

1CCCCCCCCCCCCCCCCCCCCCA

:

By a similar transformation as in Section 4.1, the .nC i/-th row becomes

.0; : : : ; 0; vi ; : : : ; v0;�vn�1; : : : ;�viC2/ for 0 � i � k � 2;

.0; : : : ; 0; viC1; : : : ; v0;�vn�1; : : : ;�viC3/ for k � 1 � i < n � 3;

.0; : : : ; 0; vn�2; : : : ; v0/ for i D n � 3;

.0; : : : ; 0; vn�1; : : : ; v1/ for i D n � 2:



320 M. Yasuda et al.

Therefore the matrix SnCk�1 is transformed to a block upper triangular matrix 
En�1 �

O Wn�k

!
;

where Wn�k is the matrix given by0BBBBBBBBBBBBBBBBBB@

v0 �vn�1 �vn�2 � � � � � � � � � �v4 �v3 �v2

v1 v0 �vn�1 �vn�2 � � � �v5 �v4 �v3
:::

: : :
: : :

: : :
:::

vk�2 vk�3 � � � v0 �vn�1 �vn�2 � � � �vkC1 �vk

vk vk�1 � � � v2 v1 v0 �vn�1 � � � �vkC2

vkC1 vk � � � v3 v2 v1 v0 � � � �vkC3
:::

: : :
: : :

: : :
: : :

:::

vn�3 vn�4 � � � � � � � � � v2 v1 v0 �vn�1

vn�2 vn�3 � � � � � � � � � v3 v2 v1 v0

vn�1 vn�2 � � � � � � � � � v4 v3 v2 v1

1CCCCCCCCCCCCCCCCCCA

:

We replace vn�1 with 1 and each vi with "i for 0 � i � n � 2, and multiple the
first n � 3 rows by �1 to obtain the matrix

Rk D

0BBBBBBBBBBBBBBBBBB@

�"0 1 "n�2 � � � � � � � � � "4 "3 "2

�"1 �"0 1 "n�2 � � � � � � "5 "4 "3
:::

: : :
: : :

:::

�"k�2 �"k�3 � � � �"0 1 "n�2 � � � "kC1 "k

�"k �"k�1 � � � �"2 �"1 �"0 1 � � � "kC2

�"kC1 �"k � � � �"3 �"2 �"1 �"0 � � � "kC3
:::

: : :
: : :

:::

�"n�3 �"n�4 � � � � � � � � � �"2 �"1 �"0 1

"n�2 "n�3 � � � � � � � � � "3 "2 "1 "0

1 "n�2 � � � � � � � � � "4 "3 "2 "1

1CCCCCCCCCCCCCCCCCCA

:

Then we have jwn�kj D jdet.Wn�k/j D T n�1jdet.Rk/j. Let R.k/i;j be the .i; j /-th
entry of Rk . Then we have

det.Rk/ D
X

�2Sn�1

sgn.�/R.k/
1;�.1/

� � �R
.k/

n�1;�.n�1/
:

Now, we get a result similar to Proposition 4.6.
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Proposition 4.7. Under the assumption of Proposition 4.4, for 2 � k � n � 2, we
have jwn�kj < " �

2c0

2c0�1
� T n�1 and jwn�k j

d
< 1
c1nT

< 1
c1n2t as T � 2t .

4.2.3 Estimation on jwkj with k D 0; 1

We have jw0j D jdet.S2n�1/j and jw1j D jdet.S2n�2/j. By its definition, the
matrix S2n�1 is given by

S2n�1 D

0BBBBBBBBBBBBBBBB@

1 0 � � � � � � � � � � � � 1
: : :

: : :
: : :

1 0 � � � � � � � � � � � � 1

1 0 � � � � � � � � � 0

vn�1 vn�2 � � � v1 v0

vn�1 � � � � � � v1 v0
: : :

: : :
: : :

vn�1 � � � � � � v1 v0

vn�1 � � � � � � v1 v0

1CCCCCCCCCCCCCCCCA
:

As in Section 4.1, the matrix S2n�1 is transformed to a block upper triangular
matrix  

En�1 �

O W0

!
;

where

W0 D

0BBBBBBBBBBBB@

v0 �vn�1 �vn�2 � � � � � � �v3 �v2

v1 v0 �vn�1 �vn�2 �v4 �v3
:::

: : :
: : :

:::
:::

: : :
: : :

:::
:::

: : :
: : :

:::

vn�3 vn�4 � � � � � � v2 v0 �vn�1

vn�2 vn�3 � � � � � � � � � v1 v0

1CCCCCCCCCCCCA
:

Since W0 has a similar form as Wn�k for 1 � k � n � 1, we have a similar
estimation to Proposition 4.6.

Proposition 4.8. Under the assumption of Proposition 4.4, we have jw0j < " �
2c0

2c0�1
� T n�1 and jw0j

d
< 1
c1nT

< 1
c1n2t as T � 2t .
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Finally, we consider jw1j D jdet.S2n�2/j. By its definition, the matrix S2n�2
is given by

S2n�2 D

0BBBBBBBBBBBBBBBB@

1 0 � � � � � � � � � � � � �1
: : :

: : :
: : :

1 0 � � � � � � � � � � � � �1

1 0 � � � � � � � � � 0

vn�1 vn�2 � � � v1 v0

vn�1 � � � � � � v1 v0
: : :

: : :
: : :

vn�1 vn�2 � � � v1 v0

vn�1 � � � v2 v1

1CCCCCCCCCCCCCCCCA
:

As in Section 4.1, the matrix S2n�2 is transformed to a block upper triangular
matrix  

En�1 �

O W1

!
;

where

W1 D

0BBBBBBBBBBBB@

v0 �vn�1 �vn�2 � � � � � � �v3 �v2

v1 v0 �vn�1 �vn�2 �v4 �v3
:::

: : :
: : :

:::
:::

: : :
: : :

:::
:::

: : :
: : :

:::

vn�3 vn�4 � � � � � � v2 v0 �vn�1

vn�1 vn�2 � � � � � � � � � v2 v1

1CCCCCCCCCCCCA
:

We replace vn�1 with 1 and each vi with "i for 0 � i � n � 2, and multiple the
first n � 2 rows by �1 to obtain the matrix

R1 D

0BBBBBBBBBBBB@

�"0 1 "n�2 � � � � � � "3 "2

�"1 �"0 1 "n�2 "4 "3
:::

: : :
: : :

:::
:::

: : :
: : :

:::
:::

: : :
: : :

:::

�"n�3 �"n�4 � � � � � � �"2 �"0 1

1 "n�2 � � � � � � � � � "2 "1

1CCCCCCCCCCCCA
:
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Then we have jw1j D jdet.W1/j D T n�1jdet.R1/j. Since R1 has a similar form
as the matrix M , we can use a similar argument as in Section 4.1.

Proposition 4.9. Under the assumption of Proposition 4.4, we have

jw1j <
�
1C

1

4c0.4c0 � 1/

�
� T n�1

and
jw1j

d
<
.1C 1

4c0.4c0�1/
/T n�1

.1 � 1
4c0.4c0�1/

/T n
D

1

c2T
<

1

c22t
;

where c2 D 1 � 2
4c0.4c0�1/C1

.

5 FHE parameters revisited

In [9], Gentry and Halevi present a concrete construction of the re-encryption
method to obtain an FHE scheme transformed from the SHE scheme described
in Section 2. Their construction is just an instantiation of Gentry’s bootstrapping
approach given in [8], namely, we squash the decryption circuit so that it can be
evaluated by the SHE scheme. In this section, we briefly review their re-encryption
method (see [18, Section 4.1]) and revisit the SHE key parameters .n; t/ for the
re-encryption method, by using the theoretical evaluation (3.2) of the decryption
range in Corollary 3.2.

5.1 Review of re-encryption method

The idea of Gentry–Halevi’s re-encryption method is to rewrite the secret key of
the SHE scheme as the solution of a sparse-subset-sum problem (SSSP). To con-
struct such a problem, we need two parameters .s; S/ in addition to key pairs
.sk; pk/ of the SHE scheme (pk D .d; r/ and sk D wi as in Section 2). We first
choose s elements xi 2 Œ0; d/ and a random integer Z 2 Œ1; d/, and for each
1 � i � s, we take the i -th set Bi D ¹xi � Z

j .mod d/ j j D 0; 1; : : : ; S � 1º

such that the secret key sk can be written as

sk D
sX
iD1

S�1X
jD0

bi;j � xi �Z
j .mod d/;

where only one bi;j satisfies bi;j D 1 and the other bi;j ’s are equal to zero for
each i . For each i , let ei denote the unique index j satisfying bi;j D 1. Then
we have sk D

Ps
iD1 xi � Z

ei .mod d/. For the re-encryption, we need additional
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ciphertexts ci;j D Enc.bi;j ; pk/ for each i; j . The public key of the FHE scheme
consists of

PKFHE D
�
d; r; s; S;Z;

®
xi ; ¹ci;j º

S�1
jD0

¯s
iD1

�
:

On the other hand, we take the set ¹eiºsiD1 as the secret key of the FHE scheme.
For a ciphertext c, set yi;j D c � xi �Zj .mod d/ for each i; j . It follows from

[18, Section 4.1] that the decryption function (2.3) can be rewritten as

Œc � sk�d .mod 2/ D
sM
iD1

S�1M
jD0

bi;j � yi;j .mod 2/˚ dT c .mod 2/; (5.1)

where T D
Ps
iD1

PS�1
jD0 bi;j �

yi;j

d
. The first double big XOR in the expression

(5.1) is just a linear function of the bi;j ’s, while the function dT c is a non-linear
term. We need to evaluate its rounding function. By a similar argument as in
[18, Section 4.1], if we assume that the masked plaintext Ea corresponding to the
ciphertext c satisfies the condition

kEak1 < U=.s C 1/; (5.2)

then T is within distance 1=2.s C 1/ of an integer, where U is the1-norm theo-
retical evaluation in Corollary 3.2. For each i; j , let zi;j denote an approximation
of qi;j D yi;j =d up to p bits after the binary point, namely, each zi;j satisfies
jzi;j � yi;j =d j < 2

�.pC1/. Since we have

ˇ̌̌̌
T �

sX
iD1

S�1X
jD0

bi;j � zi;j

ˇ̌̌̌
<

sX
iD1

2�.pC1/ D s � 2�.pC1/;

rounding of
Ps
iD1

PS�1
jD0 bi;j � zi;j gives us the same result as the function dT c

under the condition p � dlog2.s C 1/e, which is needed for avoiding rounding
errors. For a 2 Q, let a.k/ 2 ¹0; 1º denote its k-th bit. For each i; j , we only
need to take zi;j D

Pp

kD0
q
.�k/
i;j =2p as an approximation of qi;j . By the above

arguments, we have

dT c D

� sX
iD1

S�1X
jD0

bi;j � zi;j

�
D

� sX
iD1

pX
kD0

q.i; k/=2p
�
; (5.3)

where q.i; k/ D
LS�1
jD0 bi;j � q

.�k/
i;j 2 ¹0; 1º. To evaluate the function (5.3), we

need to consider the s� .pC 1/matrix A defined by A D .q.i; k//i;k , and use the
grade-school addition algorithm grade_school_add for the matrixA, which outputs
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our desired value (5.3) (details of the algorithm are discussed in [9, Section 8.1]).
As a summary, the decryption function Œc � sk�d .mod 2/ can be rewritten as

sM
iD1

S�1M
jD0

bi;j � yi;j„ ƒ‚ …
linear term of the bi;j ’s

.mod 2/˚ grade_school_add.A/„ ƒ‚ …
non-linear term

.mod 2/: (5.4)

Then the re-encryption procedure for a ciphertext c is to compute

Recrypt.c;PKFHE/ D

sM
iD1

S�1M
jD0

ci;j � yi;j ˚ grade_school_add.Aenc/; (5.5)

where Aenc D .Q.i; k//i;k denotes the s � .p C 1/ matrix with

Q.i; k/ D

S�1M
jD0

ci;j � q
.k/
i;j :

The decryption of the re-encrypted ciphertext (5.5) gives us the same result as
that of the original ciphertext due to the expression (5.4). The procedure (5.5) is
essentially the re-encryption method given by Gentry and Halevi in [9].

Remark 5.1. In [9, Section 9.2], Gentry and Halevi introduce a compression tech-
nique in order not to make the public key PKFHE huge. This technique enables us
to reduce the size of the public key, whereas it increases the depth of the decryp-
tion circuit and hence it enforces us to set larger t for the re-encryption procedure.
Since our aim is to give the minimum t required for performing the re-encryption
procedure, we do not consider to use the technique in this work.

5.2 Suitable key parameters for the re-encryption

Using the theoretical evaluation of the decryption range in Corollary 3.2, we con-
sider suitable key parameters .n; t/ of the SHE scheme in order to guarantee the
re-encryption method theoretically. As in [9], we first fix s D 15 and p D 4, which
satisfy the condition p � dlog2.s C 1/e. Furthermore, we set S D 4096 D 212

for the higher security of the FHE scheme (see [15] for his breaking results of
the SSSP in Gentry–Halevi’s FHE public challenges), and only consider n �
65536 D 216 for the performance. Let Earec 2 Zn ' R denote the masked plain-
text corresponding to a re-encrypted ciphertext Recrypt.c;PKFHE/. To evaluate the
re-encryption procedure (5.5) homomorphically, we estimate the1-norm size of
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Earec. For each i; j , let Eai;j 2 Zn ' R denote the masked plaintext corresponding
to the ciphertext ci;j . Then we have

kEareck1 � kgrade_school_add.Amask/k1

from the equation (5.5) (we ignore the 1-norm size of the linear term, which
is considerably smaller than the size of the non-linear term), where Amask is the
s � .p C 1/ matrix with the .i; k/-entry

LS�1
jD0 Eai;j � q

.k/
i;j (cf. the matrix Aenc).

According to the discussion in [9, Section 4.2], the algorithm grade_school_add is
represented as a multivariate polynomial of total degree 15 with about 234 mono-
mials of degree 15. Hence, grade_school_add.Amask/ is represented as a multivari-
ate polynomial with about 234 � S15 monomials of degree 15 in the Eai;j ’s. Then
we can estimate

kgrade_school_add.Amask/k1 � 2
34
� S15 � n15 �

�
max
i;j
kEai;j k1

�15
� 234 � 212�15 � 216�15 � 215 D 2469;

where maxi;j kEai;j k1 D 2 independent of the probability q on noise density. Note
that we also use the property that for any two elements Ea; Eb 2 Zn ' R, we have

kEaC Ebk1 � kEak1 C kEbk1 and kEa � Ebk1 � n � kEak1 � kEbk1

by [14, Lemma 3.2]. Since we need to satisfy the condition

kEareck1 � kgrade_school_add.Amask/k1 �
U

s C 1
D
11n � 2t�5

19n � 6

by inequality (5.2) (note that U D 11n �2t�1=.19n�6/ by the1-norm evaluation
(3.2) in Corollary 3.2), it is enough to set about t D 500 to theoretically guarantee
the re-encryption method for constructing the FHE scheme.

We then fix t D 500. The security of the SHE scheme is based on the hardness
of the lattice problem  -BDDP [9, Section 2.1] with the parameter

 D
d1=n

minkEak
� 2t D 2500; (5.6)

where minkEak denotes the minimal Euclidean norm of the masked plaintexts (note
that we have d � 2n�t by Proposition 4.4). In the cases n � 32768, we have
 � 1:01n by equation (5.6), and hence these cases are estimated to be feasible to
solve  -BDDP by practical lattice reduction algorithms from the analysis of Gama
and Nguyen [7]. On the other hand, in the case n D 65536, we have  D 1:0053n,
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which is estimated to have 80-bit security with an enough margin against the state-
of-the-art lattice reduction algorithm by the analysis of Chen and Nguyen [4]. As
a summary, we need to take

.n; t/ D .65536; 500/

in order to achieve both the re-encryption process and the enough security.

Remark 5.2. For their FHE public challenges, Gentry and Halevi experimentally
estimate that it is enough to set about t D 400 for the re-encryption method (see
[9, Table 3] for parameters). However, their parameters deeply depend on the
probability q on noise density, and they select a somewhat aggressive parameter q
in order not to increase the Euclidean size of the noise vector (actually, they take q
so that the number of the non-zero entries in the noise vector of a fresh ciphertext is
between 15 and 20). In contrast, we take t D 500 based on the1-norm evaluation
in Corollary 3.2. This evaluation is independent of the probability q, and hence
it enables us to take arbitrary q so that the FHE scheme can be more secure (for
example, we can take q D 1

3
for the highest security).
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