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Summary Human conversational partners usually try to in-
terpret the speaker’s or listener's affective cues and respond
to them accordingly. Recently, the modelling and simulation
of such behaviours has been recognized as an essential fac-
tor for more natural man-machine communication. The implicit
emotion channels of human communication such as speech,

facial expression, gesture, and physiclogical responses are
used in general to extract emotion-relevant features for the
computational perception of emotion. So far, research on
emotion recognition has mostly dealt with offline analysis of
recorded emotion corpora, and online processing (in realtime
or near realtime) has hardly been addressed. Online process-
ing is, however, a necessary prerequisite for the realization of
human-computer interfaces that analyze and respond to the
user's emotions while he or she is interacting with an ap-
plication. In this paper, we first describe how we recognize
emotions from various modalities including speech, gestures
and biosignals. We then present Smart Sensor Integration
(SS1), a framework which we developed to meet the specific
requirements of online emotion recognition. e I
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1 Introduction

speech [8], and physiological measurements [5]. Also,

During the last decade, burgeoning interest in achiev-
ing emotional sensitivity in machines has been prompted
in human-computer interaction (HCI). Methods have
been developed to detect a user’s emotions from various
modalities including facial expressions [12], gestures [2],
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multimodal approaches to improve recognition accuracy
are reported, mostly by exploiting audiovisual combina-
tions [1]. There is empirical evidence that many problems
in man-machine communication could be avoided if the
machine was more sensitive towards a user’s feelings.
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eters as indicators of a user’s affective state, expressivity
recognition with the Wiimote is defined as a two-class
classification problem (Low, High) for each parameter.
To test the feasibility of this approach, the parameters
power, speed, and spatial extent were chosen. Three clas-
sifiers were used for this task, one for each parameter that
was trained on the two-class problem of distinguishing
between low and high values for the expressivity param-
eters. In a first step, features were calculated on the raw
signal. For the acceleration data, we calculated the length
of the signal, the minimum and maximum for each axis,
the median and mean for each axis, and the gradient for
each axis. The training set consists of 1260 samples by
7 subjects, 1. e., 420 samples for each expressivity parame-
ter (210 samples per class). A ten-fold cross-validation of
a Nearest Neighbor classifier yielded recognition results
of at least 94% for power, speed and spatial extent [7]. In
collaboration with partners from the EU project CALLAS,
we are currently preparing an experiment to analyze
correlations between emotions and gestural expressivity
using computer vision and data gloves in addition to the
Wiimote.

3.3 Biosignals

As a further carrier of emotional information, we con-
sider physiological data, including electrocardiography
(ECG), electromyography (EMG), Galvanic skin response
(GSR), and respiration (RSP). Unlike audiovisual signs,
physiological reactions of a person are not directly ob-
servable by other humans and hence are primarily not
used to communicate emotions. Instead, they SerVe as
a biological process to control our behaviour in certain
situations, e. g, to prepare our body to attack or escape
from an enemy. Controlled by the autonomous nervous
system the physiological reactions of the body are less
subdued by the human will and to social masking, more-
over they are permanently present and can be captured
continuously.

To learn more about the mapping between the
observed patterns and certain emotional states, we con-
ducted several experiments during which we captured the
biosignals from users while they were put into different
affective states. In one, where music was used to elicit
the desired emotions, we were able to distinguish four
emotional states (Joy, anger, sadness, and pleasure) with
an accuracy of over 90% [10]. Recently we could achieve
similar results by using a generic set of recursively calcu-
lated realtime features based on the same database [4].

In offline condition, we have a variety of choices for
applying signal analysis techniques to obtain relevant
features. In [5], we proposed a wide range of physio-
logical features from various analysis domains, including
time/frequency, entropy, geometry, subband spectra, etc.,
to search for the best emotion-relevant features and to
correlate them with emotional states. Based on the best
features we developed an online in-vehicle emotive mon-
itoring system within the EU project METABO.

4 Smart Sensor Integration

As mentioned earlier, research so far has mostly dealt
with offline evaluation of emotions, and online process-
ing has hardly been addressed. In response to this we have
developed a publically available framework, called Smart
Sensor Integration (581)', which considerably jump-starts
the development of online multimodal emotion recogni-
tion systems.

In the first place SSI offers an abstract interface to plug
sensor devices in a pipeline like manner with dedicated
processing modules, which permanently run on the cap-
tured data and store the transformed outcome to disk or
share it with external applications, e. g., via sockets. How-
ever, a large number of signal processing algorithms have
already been incorporated and can be directly accessed
by developers. Through a multi-threaded design, several
processing pipelines can run in parallel fed by different
modalities, which are processed in a synchronized man-
ner and may be combined at different fusion stages. In
addition, external tools, such as OpenCV?, a library for
image processing, ARToolKitPlus?, a library for marker
tracking, and SHORE, a library for facial emotion detec-
tion, are also integrated. To support the building of user
models from training data, a GUI has been developed,
which runs on top of SSI and supports the complete
machine learning setup starting from data acquisition
and annotation, over feature extraction and training, to
offline and online evaluation of the learned models. In
all, the GUI paves the way for collecting multimodal cor-
pora and analyzing each channel separately as well as in
combination with other channels.

SSI has been successfully applied in a number of HCI
projects at our lab, such as an attentive virtual butler
which responds to the user’s emotional state. Recently
SS1is also being used in several EU-funded projects, e. g.,
in the METABO? for real-time physiological data analysis
of diabetes patients in an automotive environment and
in the CALLAS® and the Network of Excellence IRIS for
emotional multimodal interaction in artistic installations
and story telling environments.

5 Conclusion

To achieve emotional sensitivity in machines is one of
the hardest tasks in man-machine communication. In
this paper, we presented various multimodal approaches
to automatic emotion recognition and discussed chal-
lenges that arise when moving from offline emotion
recognition to online emotion recognition where real-
time constraings have to be met. As a practical guideline
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to online implementation, we introduced Smart Sensor
Integration, a middleware which supports the develop-
ment of multimodal emotional interfaces controlled by
one or more sensors in realtime.

Challenging issue in the near future would be to
assemble potential methods for computing human-like
multimodal decision making and cognitive process in
various contexts. For this, it requires not only a method-
ological, technical innovation but also conceptual changes
with workable thoughts focusing on the context of appli-
cations.

The work described in this paper is funded by the EU
under research grants CALLAS® (IST-34800), IRIS? (Ref-
erence: 231824) and Metabo® (Reference: 216270).
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