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Abstract—The modeling of machines and their operation
modes is a key approach for optimization of their performance as
well as for avoiding unwanted operational states which may lead
to the occurrence of faults, and finally, to the breakdown. The
developed model of a machine should be always parametrized,

i.e. the certain number of parameters should be selected in the
certain ranges. The most of the parameters can be selected
based on engineering documentation and experts’ knowledge,
however, for some of them this knowledge cannot be directly
acquired which leads to the parameter uncertainty. One of the
approaches allowing selection of these uncertain parameters is
a tuning procedure of a model. The paper deals with a concept
of heuristic optimization method for automatic tuning of key
parameters of longwall scraper conveyor model. In the first part
of the paper, the evolutionary algorithm for tuning this model
is proposed. In the case study, the merits and limitations of the
evolutionary approach are analysed. The obtained results prove
that the proposed approach of tuning of the considered model
has high practical potential and it may be applied in real mining
conditions.

I. INTRODUCTION

T
HE longwall scraper conveyors are the machines used in

the mechanized underground coal mines for transporting

a coal. Since these machines usually work in extremely

difficult operational conditions it is essential to monitor

their performance in order to prevent unwanted operational

modes and machinery downtime as well as to implement the

knowledge obtained from the monitoring process into the re-

designing processes which allows increasing their reliability,

effectiveness and safety. However, considering the operational

conditions in the underground coal mines as well as difficulties

in physical access to sources of various signals and difficulties

with their measurement, the monitoring of physical working

parameters is often limited to few main quantities, which

causes that the measurement data is incomplete, and makes the

diagnosis and prognosis of these machines difficult. In order to

predict an inappropriate behavior of a conveyor and prevent

its unwanted operational modes, it is essential to develop a
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simulator (or mathematical/numerical model) which allows

testing various operational scenarios, including the occurrence

of various types of faults.

The model-based approach in diagnostics and condition

monitoring of underground mines machinery is widely appli-

cable in numerous industrial solutions. To date, many of such

models were developed for scraper and belt conveyors. For the

mentioned purposes, Cenacewicz, Przystałka and Katunin [1],

[2] developed the models of belt and scraper conveyors for

evaluation of their dynamical behavior under certain opera-

tional scenarios.

In the most cases, modeling of dynamic behavior of such

machinery is difficult, since many operational parameters are

not available or even not measurable or impossible to acquire.

This leads to the incompleteness and uncertainty of a devel-

oped model. Thus, in order to achieve such parameters one

can perform simplifications of the model, assume them basing

on literature data and experts’ knowledge, or use knowledge

discovery and optimization techniques. Currently, the most

common approach in this task is the manual adjustment of val-

ues of behavioural parameters of the model taking into account

the data included in technical documentation or in domain

literature as well as domain expert’s knowledge. Obviously,

such an approach is ineffective and leads to the increasing error

with an increase of number of uncertain parameters and overall

level of model uncertainty. On the other hand, in the recent

years, heuristic methods based on the natural phenomena of

evolution, such as simulated annealing algorithm, genetic al-

gorithms, differential evolution, harmony or tabu search ideas,

swarm-inspired methods, etc. have been developed and applied

to model and solve real-life global optimization problems [3].

Furthermore, this kind of optimization algorithms has long

been applied for tuning values of unknown parameters of

different types of models [4], [5].

The problem of unknown parameter estimation is not

enough discussed in many studies related to analytical mod-

eling of mining conveyors, see e.g. [6] and [2]. To the best

knowledge of the authors of this paper, this is one of the first

attempts on applying a heuristic optimization technique for

automatic tuning of parameters of longwall scraper conveyor

model. The main goal of this study is the introduction of the

new approach based evolutionary tuning of the mathematical
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model of the longwall scraper conveyor. This approach allows

for adjusting the values of uncertain parameters of the model,

and thus make it fully defined. This, in turn, allows for using

this model for modeling of various scenarios of operation

as well as for diagnosing the considered machine using the

model-based diagnostics approach.

II. CONCEPT OF THE EVOLUTIONARY ALGORITHM FOR

TUNING OF CONVEYOR MODEL

The mathematical model of the considered scraper conveyor

consists of the following submodels: model of a doubled main

drive, model of auxiliary drive, model of mine breaker and

contactor control, power supply model, model of equations of

motion, model of masses, and model of motion resistance. A

detailed mathematical and phenomenological description can

be found in [2].

The dynamic behavior of the described model strongly

depends on values of key parameters corresponding to physical

properties of the real conveyor system. The total number of

these parameters can be declared as D. As it is mentioned

above, the most of them can be easily established in the

direct way because there is the possibility for gauging and

quantifying physical properties of the plant. On the other

hand, the rest values declared as x = [x1 x2 . . . xd] can be

indirectly found using signals of process variables which are

collected during monitoring of the object and simulation of

the model. We assume that the number of observed signals

(real and simulated) is equal to J , whereas the number of

experiments (scenarios) is I . Henceforth, real (r) and modeled

(m) time series that are needed for tuning purposes may be

denoted as

y
ij
r =

[

yijr (1) yijr (2) . . . yijr (K)
]

,

and

y
ij
m (x) =

[

yijm (1,x) yijm (2,x) . . . yijm (K,x)
]

,

where j is the j-th signal (real or artificial) collected in the

i-th experiment scenario, K is the number of samples.

The main objective of the tuning procedure is to adjust the

values of the parameters x1, x2, . . ., xd in order to obtain the

smallest difference between the response of the system and the

response predicted by the proposed model for each scenario.

Therefore, the optimization problem can be written as follows:

Minimize C (x) = f
[

y
ij
r ,yij

m (x) , I, J,K
]

subject to Ω (x) ,
(1)

where f represents a function (with constant arguments I ,

J , K) for comparison of two time series, whilst Ω denotes

boundaries and constraints in the optimization process. The

optimal solution x
∗ is found if the criterion function C has a

relative minimum value at x = x
∗, that means if

x
∗ = argmin

x∈Ω

C (x) . (2)

As to be expected, the criterion function C can be formu-

lated in several ways. In this study, the authors propose two

variants of this function. The first one is prepared applying

the Minkowski distance of order p

C (x, p) =
I

∑

i=1

J
∑

j=1

p

√

√

√

√

K
∑

k=1

∣

∣

∣
y
ij
r (k)− y

ij
m (k,x)

∣

∣

∣

p

. (3)

This measure is a metric in a normed vector space which is

considered as a generalization of both the Euclidean distance

and the Manhattan distance. The second function is composed

of three sub-criteria

C (x,w) = w1C1 (x) + w2C2 (x) + w3C3 (x) , (4)

where w1, w2 and w3 are used in order to control the

significance of each component. The first criterion function in

equation (4) is grounded on the mean absolute percent error

and therefore it can be written as

C1 (x) =
100

IJK

I
∑

i=1

J
∑

j=1

K
∑

k=1

∣

∣

∣

∣

yijr (k)− yijm (k,x)

zj

∣

∣

∣

∣

, (5)

where zj corresponds to the range of the j-th sensor.

The second function is declared making use of cross-

correlation as the base of a measure of the total lag τ between

real and simulated signals

C2 (x) = τ =
I

∑

i=1

J
∑

j=1

τ ij
[

Rxy

(

y
ij
r ,yij

m (x)
)]

. (6)

The last component is used in order to find the aggregate

value of the maximum absolute errors which are present in

signals collected under all scenarios

C3 (x) =

I
∑

i=1

J
∑

j=1

max

∣

∣

∣

∣

y
ij
r − y

ij
m (x)

zj

∣

∣

∣

∣

. (7)

The solution of the optimization problem can be found using

a limited number of strategies. Derivative-based approaches

cannot be employed in this paper, mainly due to the form of the

objective function C. Moreover, one can easily observe, that

the return value of this function depends on the measurement

noise in the real-world data as well as the virtual measurements

(with simulated disturbances, noise and computing errors as

well) obtained during numerical computations. In contrast,

pure stochastic optimization methods, for example, Monte

Carlo techniques will not be able to find an accurate solution

with guaranteeing polynomial-time convergence because of

the time of numerical computations of the conveyor model.

Therefore, the authors decided to use the evolutionary algo-

rithm which is known as one of the most common heuristic

optimization methods.
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III. CASE STUDY

A. Description of JOY BLS conveyor and its operating sce-

narios

The developed mathematical model was based on con-

struction and parameters of the scraper conveyor of type

JOY R© BLS with the doubled and auxiliary drives. The

parametrization of the described simulator was performed

based on technical documentation of the modeled conveyor,

and data available in the literature [7], [8]. The developed

model is characterised by nearly fifty adjustable parameters.

The operational parameters were determined theoretically or

selected basing on the experts’ knowledge.

The simulator of a scraper conveyor provides a possibility

of simulation of eight operating scenarios, which represent

the characteristic considering the operations performed during

work such as idle run-up, idle run-up and run-down, etc. For

the performed study four of them were selected due to the

significant differences between these scenarios.

One should mention that some of operational parameters

cannot be measured and were assumed according to literature

data and technical data sheets. Therefore, it is essential to tune

up the model in order to simulate its behavior during real-

ization of considered scenarios properly. The five parameters

(d = 5) that are subject to the tuning process in this study

are as follows: the efficiency of the drive system: x1 = η

[-]; the damping factor: x2 = µ [-]; the torque losses of

flexible and hydrodynamic couplings: x3 = ∆Mp [Nm]; the

approximation friction coefficient: x4 = a [-]; the unitary mass

of excavated material: x5 = mu [kg/m]. These parameters are

selected since it is not possible to obtain their values in the

direct way.

B. Tuning experiments and results

The verification tests were carried out with the assump-

tion corresponding to the process variables collected during

operational states of the machine. It was decided that only

nine process variables (J = 9) could be used for tuning:

the load of the engines y1 = Mgn [Nm]; the torque of the

engines y2 = Mn [Nm]; the linear velocity of the chain

y3 = vn [m/s]; the phase currents of the first and second

engine y4 = INZ1A, y5 = INZ1B, . . ., y9 = INZ2C [A]

(see [2] for details).

It was also assumed that the sampling rate of the sensors

was equal to 500Hz, whereas the analog-to-digital converter

resolution was set to 32bits. The noise powers of selected

signals were as follows: σvn = 10E−08, σMgn = σMpg =
100, σI = 10E−02. The reference signals y

ij
r were gathered

while simulation of the model for selected scenarios (I =
4). The optimal values of parameters were chosen as follows:

xr
1 = 0.957, xr

2 = 0.1, xr
3 = 5, xr

4 = 3 and xr
5 = 461.54. The

time of the simulation was set to 40s. The error measure in

the form of

δx =
100%

d

d
∑

i=1

δxi =
100%

d

d
∑

i=1

∣

∣

∣

∣

xr
i − x∗

i

xr
i

∣

∣

∣

∣

, (8)

was defined in order to evaluate the performance results.

The evolutionary algorithm implemented in Global Opti-

mization Toolbox of Matlab R© software was applied in this

paper. For each optimization experiment, the boundary values

of parameters were chosen taking into account literature data:

0.8 ≤ x1 ≤ 0.99, 0 ≤ x2 ≤ 10, 2 ≤ x3 ≤ 8, 2 ≤ x4 ≤ 4,

300 ≤ x5 ≤ 570. In the first step, the performance of the

evolutionary algorithm was examined through analysing the

influence of the variant of the criterion function C and the

values of its parameters. The feasible population method was

adapted to create a random well-dispersed initial population

satisfying all constraints and bounds. Fitness scaling was done

using the rank method, whereas the selection of the parents to

the next generation was obtained by means of the stochastic

uniform method. The elite count δs = 2 and crossover fraction

pc = 0.8 were chosen. The heuristic crossover function

was employed with the user-defined parameter λh = 1.2.

The remaining individuals were mutated with the use of the

adaptive feasible method. The population size was equal to

50, whilst the total number of generations was set to 20.

Nine trials were performed in this part of the study: trials

from 1 to 5 - fitness function was declared using Eq. (3)

for p = {1, 2, . . . , 5}; trials from 6 to 9 - fitness function

was declared using Eq. (4) for w = [1 0 0], w = [0 1 0],
w = [0 0 1], w = [0.9 0.01 0.09].

The results of experiments from this stage of the study are

included in the first part of Table I. It can be stated that in

the average sense, the minor errors can be achieved using the

criterion function C in the form of Eq. 3. For this function,

in each case beyond the 5th trial the mean error δx was close

to 10%. Nevertheless, the smallest error was reached for the

second criterion function that has been declared using Eq. 4

with w = [0.9 0.01 0.09]. Hence, this variant of the fitness

function was used in the next two steps.

In the second step, the authors analysed the influence

of the population size and the crossover probability on the

performance of the evolutionary algorithm. In order to ex-

amine this issue six experiments were conducted: trials 10

and 11 - fitness function was declared using Eq. (4) for

w = [0.9 0.01 0.09] and the population size was equal to

{30, 40}, the rest properties were the same as in the first step;

trials from 12 to 14 - fitness function was declared using

Eq. (4) for w = [0.9 0.01 0.09] and the crossover fraction

was equal to {0.6, 0.7, 0.9}, the rest properties were the same

as in the first step; trial 15 - fitness function was declared

using Eq. (4) for w = [0.9 0.01 0.09], the population size

was equal to 50 and the crossover fraction was equal to 0.7,

the rest properties were the same as in the first step. This part

of the research led us to state that, the smallest error could

be achieved with the use of 20 individuals in the population,

whereas the crossover fraction should be set to 0.7. It is easy

to observe that, these settings can provide the mean error result

smaller than 5%.

In the last part of the study, the analysis of the accuracy of

the evolutionary optimization was carried out in the context

of the sampling rate and resolution as well as the number
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TABLE I: The errors and final values of parameters determined

by the evolutionary optimization algorithm

Trial x∗

1
[−] x∗

2
[−] x∗

3
[Nm] x∗

4
[−] x∗

5
[kg]

δx [%]
No. δx1 [%] δx2 [%] δx3 [%] δx4 [%] δx5 [%]

1st step

1
0.949 0.13 6.33 3.01 457.95

11.88
0.75 30.64 26.76 0.46 0.78

2
0.950 0.09 2.91 3.02 455.64

9.26
0.72 1.76 41.79 0.76 1.28

3
0.958 0.11 7.00 3.00 462.21

10.89
0.14 13.97 40.09 0.08 0.15

4
0.956 0.08 3.37 3.00 461.23

8.98
0.09 12.26 32.49 0.02 0.07

5
0.941 0.20 4.59 2.93 471.84

23.27
1.60 102.19 8.08 2.26 2.23

6
0.919 0.27 2.25 2.67 507.01

49.99
3.96 170.47 54.87 10.79 9.85

7
0.873 0.29 5.32 2.33 405.70

48.46
8.76 192.92 6.48 22.02 12.10

8
0.899 0.061 2.01 3.06 409.92

23.53
6.03 38.74 59.62 2.08 11.18

9
0.955 0.10 6.18 2.87 486.54

7.65
0.21 4.78 23.72 4.13 5.42

2nd step

10
0.958 0.09 7.88 2.99 463.24

12.33
0.18 3.27 57.67 0.19 0.37

11
0.934 0.06 2.84 2.98 450.75

16.13
2.36 32.17 43.11 0.66 2.34

12
0.959 0.26 3.90 2.86 492.54

39.82
0.23 165.68 21.93 4.53 6.72

13
0.957 0.10 5.66 2.99 463.24

4.14
0.06 6.74 13.34 0.19 0.37

14
0.941 0.14 6.34 3.04 440.88

16.32
1.64 46.92 26.90 1.65 4.48

15
0.958 0.10 6.92 3.00 461.55

8.72
0.19 4.83 38.49 0.10 0.00

3rd step

16
0.965 0.18 7.86 2.96 474.40

28.64
0.92 80.97 57.29 1.22 2.79

17
0.954 0.09 3.52 3.00 459.83

6.38
0.22 1.63 29.60 0.09 0.37

18
0.943 0.08 2.53 2.97 456.95

13.12
1.38 13.24 49.31 0.69 0.99

of the available sensors. The last three trials were done as

follows: trial 16 - fitness function was declared using Eq. (4)

for w = [0.9 0.01 0.09], only three sensors were used vn,

INZ1A and INZ2A, the rest properties were the same as

in the second step; trial 17 - fitness function declared using

Eq. (4) for w = [0.9 0.01 0.09], all sensors were used, the

sampling rate was equal to 1Hz, the resolution was set to

16bits, the rest properties were the same as in the second step;

trial 18 - fitness function declared using Eq. (4) for w =
[0.9 0.01 0.09], only three sensors were used vn, INZ1A and

INZ2A, the sampling rate was equal to 1Hz, the resolution

was set to 16bits, the rest properties were the same as in the

second step.

The last analysis is very important from a technical point of

view. It can be pointed out, that in mining engineering practice

it is possible to use measuring devices with lower sampling

rate and resolution for accurate tuning of a longwall scraper

conveyor model. The sampling rate equals to 1Hz with the

resolution equals to 16bits can be enough for this kind of

problems to have the mean error significantly less than 10%
provided that it involves the required number of measuring

sensors.
Taking into account overall results of the study presented in

Table I it can be concluded that the most important parameter

is the damping factor. Even a small change in the value of

this parameter can have a strong influence on the results of

the simulation. On the other hand, the value of the loss of the

torques of flexible and hydrodynamic couplings has almost no

effect on the simulation.

IV. CONCLUSIONS

In this paper, the authors proposed and verified a concept of

the heuristic optimization method for tuning values of param-

eters of longwall scraper conveyor model. In the considered

model five of parameters were defined as uncertain, and the

tuning problem was defined over these parameters. In turn,

nine output parameters of the longwall scraper conveyor model

were selected for tuning procedures. The tuning procedure

was performed using four selected operational scenarios which

were the most representative for the performed task.
The authors have formulated the optimization problem and

applied the evolutionary computation in order to find the final

solution. Two kinds of the criterion function was proposed.

The first one was based on Minkowski’s distance, whilst the

second was prepared by means of weighted sub-criteria such as

the mean absolute percent error, the cross-correlation function

and the aggregate value of the maximum absolute errors. It

was shown that the second type of the criterion function

should be used in order to obtain the smallest mean errors

during searching optimal values of parameters. The validation

tasks confirm that the proposed tuning method is characterized

by the high precision of tuning of uncertain parameters of

the model, and may be successfully applied in real mining

conditions.
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