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Abstract—This paper concerns automated identification of
intrauterine growth restriction (IUGR) types by use of machine
learning methods. The research presents a comparison of super-
vised and unsupervised learning covering single and hybrid clas-
sification, as well as clustering. Supervised learning techniques
included bagging with Naïve Bayes, k-nearest neighbours (kNN),
C4.5 and SMO as base classifiers, random forest as a variant
of bagging with a decision tree as a base classifier, boosting
with Naïve Bayes, SMO, kNN and C4.5 as base classifiers, and
voting by all single classifiers using majority as a combination
rule, as well as five single classification strategies: kNN, C4.5,
Naïve Bayes, random tree and sequential minimal optimization
algorithm for training support vector machines. Unsupervised
learning encompassed k-means and expectation-maximization
algorithms. The major conclusion drawn from the study was
that hybrid classifiers have demonstrated their potential ability
to identify more accurately symmetrical and asymmetrical types
of IUGR, whereas the unsupervised learning techniques produced
the worst results.

I. INTRODUCTION

I
N MEDICINE there are many diseases and diagnoses

where identification of their subtypes affects medical treat-

ment. Many research papers concern cancer diagnosis, appro-

priate feature selection techniques [1]–[3], and its classification

based on gene expression [4]. A big challenge is an accurate

classification of medical imaging and sound recordings (see

[5] and [6]). Moreover, in many cases classification process

is performed on labelled and unlabelled data [7]. It may

take place in situations where a medical expert diagnosis is

imprecisely outlined, as described in this paper.

Intrauterine growth restriction (IUGR) is a fetal growth

disorder which is associated with fetal hypoxia and increased

perinatal mortality. IUGR may cause a significant risk factor

for the development of many cardiovascular, metabolic, and

pulmonologic diseases in adult life ( [8]–[10]). It is a challeng-

ing problem for obstetrician, neonatologists and pediatricians,

as the diagnosis is based on non-consistent definitions (see

[11] and [12]). It occurs in about 3-10% of live-born newborns,

and the most serious problem of IUGR exists in developing

countries where it concerns up to 20-30% of newborn infants

[13]. The comparisons of absolute measurements of the fetuses

with reference values, as well as birth weight percentiles,

allow detection of deviations between expected and actual fetal

growth and identification of newborns being possibly at risk

for adverse health events [14].

Two types of IUGR can be distinguished: symmetrically

impaired and asymmetrically impaired. Foetuses of the first

type tend to have a decrease in all dimensions of the body and

internal organs, and usually face a higher risk of reduction in

growth potential. The problems occur in the first or second

trimester of pregnancy and are often encountered in foetuses

with infection or genetic and anatomic defects [15]. The

second type - asymmetrical - constitutes 75-80% of all cases

born as IUGR. It develops in the late second and third trimester

of pregnancy and is a consequence of abnormal cell growth,

rather than their quantity. In this type, infants have a low

birth weight while body length and head circumference remain

normal [16]. As asymmetric IUGR infants are more likely to

have major anomalies than symmetric IUGR infants or non-

IUGR infants [17], there is a need to distinguish between those

two patterns of IUGR. Moreover symmetric and asymmetric

growth restriction may have different influence on growth and

development in preterms from birth to 4 years [18].

To discover risk factors and any parameters that impact

IUGR, or to state the dependencies IUGR impacts on, it is

necessary:

• to distinguish IUGR from normal fetuses,

• to identify the symmetrical or asymmetrical type of

IUGR.

The problem of separating IUGR from normal fetuses has

been the subject of analysis for researchers in the field of

medicine, as well as computer science, including machine

learning and artificial intelligence.

The authors of [19] used multiparametric classifier based on

k-mean cluster analysis to separate pathological and normal

fetuses. The identification of the intrauterine growth-restricted

fetuses was performed on the basis of fetal heart rate variabil-
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ity analysis in the antepartum period. The results attained up

to 82.4% of accuracy.

In [20] an artificial neural network (ANN) classifier was

developed to identify normal and abnormal fetuses based on

features from ultrasound images. The accuracy of the clas-

sification equalled over 90%. Two ANN models, Multilayer

Perceptron using Back propagation algorithm and Radial Basis

Function, were also studied and used for IUGR identification

in [12].

Lunghi et al. in [21] applied support vector machine al-

gorithm for normal and pathological (IUGR) fetuses classi-

fication, based on the analysis of fetal heart rate recordings.

The correct classification rate was high enough, above 84%.

However, as a concluding remark for future work, the authors

suggested using combined classifiers for better discrimination

results.

In [22] statistical analysis (contingency tables, analyses of

variance, and multiple regression) was applied to identify the

problem of placental lesions associated with normal and abnor-

mal fetal growth in infants delivered for obstetric indications

at less than 32 weeks’ gestation.

Although there are many studies that concern IUGR prob-

lem and its identification, few such studies explore differ-

ent classification techniques. Therefore, automated or semi-

automated identification of IUGR patterns is still an open

topic.

The aim of this paper is to identify an appropriate classifica-

tion technique as applied to the problem of intrauterine growth

restriction types. Even though classification methods have been

studied extensively over the past few years ( [23]), no exact

solution has been discovered. Moreover, the authors usually

focus on one group of machine learning techniques: supervised

or unsupervised, without comparisons between the groups.

This research not only constitutes an independent contribution

to the relevant literature , but also attempts to find a successful

way to perform accurate classification of IUGR type.

The rest of the paper is organized as follows. Section

II corresponds to the medical data used in this research

and is followed by the description of methods used in the

experimental part of the paper. Section III is dedicated to the

experiments conducted on sample data and the results. Finally,

in Section IV, the concluding remarks are discussed.

II. MATERIALS AND METHODS

The proposed methodology of indicating the best machine

learning method to use in IUGR types identification consists

of three steps:

• applying supervised learning by single classification

methods,

• performing multiple classification,

• carrying out clustering as an example of unsupervised

learning,

• comparing results of classification techniques by methods

of statistical analysis.

TABLE I: Characteristics of the groups

IUGR-1 IUGR-2

Parameter Avg ±SD (*) Avg ±SD (*) p-value

Birth weight(g) 2556.91 ± 145.52 2516.77 ± 301.68 <0.001

Birth length(cm) 52.68 ± 1.51 50.06 ± 2.40 <0.001

Head circ.(cm) 33.37 ± 0.96 32.24 ± 1.13 <0.001

(*) described as average values ± standard deviations

A. Data Description

The research was based on a group of 68 children aged 5-

10 years (average 7.4 ± 1.36) born on term with IUGR and

birth weight below 10 percentile according to gestational age

for the Polish population [24]. It consisted of 35 girls and

33 boys. All patients were selected during prospective studies

at the Pediatric Cardiology and Rheumatology Department

of Medical University of Lodz in 2010-2013. The study

was approved by Medical Ethical Committee of the Health

Sciences Faculty of Lodz University (No: RNN/760/10/KB).

Two subgroups were distingushed according to the type of

hypotrophopy:

• IUGR-1 – asymmetrically impaired based on birth weight

and an appropriate remainder of the parameters (body

length and head circumference above 10 percentile),

• IUGR-2 – symmetrically impaired, where all parameters

to be considered (birth weight, body length and head

circumference) were below 10 percentile.

Both subgroups were equinumerous - consisted of 34 cases.

The IUGR-1 group was constituted by 15 boys and 19 girls,

whereas IUGR-2 included 18 boys and 16 girls.

The characteristics of all parameters subjected to further

analysis differed significantly between IUGR-1 and IUGR-2

(see Table I).

B. Supervised Learning by Single Classification Method

Classification is the form of supervised learning, which

means assigning objects into pre-defined sets of categories

or classes. The main purpose of classification is to identify

which set of categories a new observation belongs to. This is

performed on the basis of a training set consisting of instances

that are already labelled the known classes.

A classifier is a mapping function that can be defined by (1):

Ai → C (1)

where:

a1, . . . , ai ∈ A – are i features that characterize a set

of n input instances x1, . . . , xn

yj ∈ C = c1, ..., cm – are desired class labels.

C. Multiple Classification

Multiple classification combines individual classifiers in

order to obtain a classifier that outperforms every single one.

There are two main questions that should be considered

while performing multiple classification:
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• the types of classifiers, that should be chosen,

• the way classifiers are combined to obtain a single

classification result.

In the literature, there are two terms that refer to multiple

classification: "ensemble methods" and "hybrid classifiers".

The first one usually refers to collections of models that are

minor variants of the same basic model, whereas hybridization

allows combining classifiers from different families.

Regarding to combination rules for classifiers, in practice

plurality voting is usually implemented (besides unanimity and

simple majority) [25], [26]. It takes the result with the higher

number of single classifiers’ votes, which can be written as (2):

class(x) = arg max
ci∈dom(y)

(

∑

k

g(yk(x), ci)
)

(2)

where:

x – is an instance to be classified,

dom(y) = {c1, c2, ..., ck}– constitutes the set of labels,

yk(x) – is the classification of the kth classifier,

g(y, c) – is an indicator function defined as:

g(y, c) =

{

1 y = c

0 y 6= c

Bagging and boosting are techniques that improve the

accuracy of a classifier by generating a composite model that

combines multiple classifiers derived from the same inducer.

The term bagging was introduced by Breiman in [27] as an

acronym for Bootstrap AGGregatING. The idea of bagging is

to create an ensemble classifiers based on bootstrap replicates

of the training set. The classifier outputs are combined by the

plurality vote [28].

A variant of bagging is a random forest [29]. It is a general

class of ensemble building methods using a decision tree as

the base classifier.

Boosting improves the performance of a weak learner as the

method iteratively invokes a classifier on training data that is

taken from various distributions. The classifiers are generated

by resampling the training set and then combined into a single

strong composite classifier. Boosting was based on an on-

line learning algorithm called Hedge(β) [30]. This approach

allocates weights to a set of strategies used to predict the

outcome of a certain problem. The distribution is updated after

each new outcome and strategies with the correct prediction

receive higher weights while the impacts of the strategies with

incorrect predictions are reduced.

One of the most popular ensemble algorithm that improves

the simple boosting algorithm by an iterative process is

AdaBoost (Adaptive Boosting). It was first introduced in [30].

The basic AdaBoost algorithm deals with binary classification.

The classification of a new instance is performed according

to (3):

class(x) = arg max
y∈dom(y)

(

∑

t:Mt(x)=y

log
1

βt

)

(3)

where:

x – is an instance to be classified,

dom(y) = {c1, c2, ..., ck}– constitutes the set of labels,

Mt – is a base classifier,

βt – is defined as: βt =
εt

1−εt
,

εt – is defined as: εt =
∑

i:Mt(xi) 6=yi
Dt(i),

Dt – is a distribution defined as:

D1(i) = 1/m; i = 1, . . . ,m
(m is a size of a training set)

Dt+1(i) = Dt(i) ·
{

βt Mt(xi) = yi

1 Otherwise

Bagging and boosting use votes to combine the outputs of

different classifiers. However in boosting, each classifier is

influenced by the performance of predecessors, which means

that the new classifier pays more attention to classification

errors that were done by the previously built classifiers.

Besides in boosting, instances are chosen with a probability

that is proportional to their weight, whereas in bagging, each

instance is chosen with equal probability.

Hybrid classifiers [25], [26], [31], [32] (also named multiple

classifier systems) are designed to increase the accuracy of

a single classifier by training several different classifiers and

combining their decisions to output a single class label. The

hybridization exploits the strength of each component [33] and

it prevents the need to try each classifier and simplifies the

entire process [31].

For hybrid approach, the diversity is supposed to provide

improved accuracy and classifier performance [34]. Therefore

most works try to obtain maximum diversity by different

means: introducing classifier heterogeneity, bootstrapping the

training data, randomizing feature selection, randomizing sub-

space projections or boosting the data weights. Nevertheless,

the diversity hypothesis has not been fully proven [34].

D. Unsupervised Learning with Clustering

Cluster analysis groups objects taking into account a certain

similarity metric. The algorithms divide all objects into a

predetermined number of groups in a manner that maximizes

a similarity function. There are two different approaches,

that are commonly used in medical studies ( [35] and [36]):

the Expectation Maximization (EM) probabilistic method and

deterministic k-means algorithm.

An expectation-maximization (EM) algorithm performs re-

peatedly 2 steps: an expectation (E) and a maximization (M).

The first step (E) results in an expectation of the likelihood

for observed variables, whereas the second step - maximization

(M) computes the maximum expected likelihood found during

the E step. EM generates a probability distribution to each

instance which indicates the likelihood of its belonging to each

cluster [37]. The number of clusters can be designated by cross

validation. It is worth emphasizing, that the EM algorithm

computes classification probabilities, not exact assignments of

observations to clusters.
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The k-means algorithm divides a data set into k clusters,

where k is a user-defined value. The algorithm starts with k
random clusters, and next moves objects between those groups

to minimize variability within each of them and maximize

variability between clusters. Usually, the means for each

cluster on every dimension are calculated to assign objects into

the closest group [39]. In most of the cases Euclidean metric

is considered as the distance function for k-means algorithm

[37], [40].

E. Statistical Analysis

Statistical analysis is a required part of any research in-

vestigations, including proposing new methods or comparing

existing ones in any field of science. Many researchers in

machine learning confirmed the need for statistical validation

of results.

In cases where comparison of two classifiers is performed,

the McNemar test and 5x2 cross validation were recommended

[41]. The situation where many classifiers are verified, is

more complex from statistical point of view. Although many

research papers draw conclusions based on matrix of tests

comparing all pairs of classifiers (e.g. a matrix of the McNe-

mar tests), an appropriate test for multiple comparisons should

be used. The Friedman test with the corresponding post-hoc

analysis was proved to be suitable for comparison of many

classifiers [38], [45].

The Friedman test was firstly introduced in [42], [43] for

non-parametric measures. The goal of the test is to determine

- basing on samples - that there is a difference among clas-

sification results. The original results are changed into ranks

starting from the best one and the null hypothesis states that

all algorithms give same results and their ranks are identical.

The Friedman statistics is computed as follows (4):

χ2
F =

12n

k(k + 1)





∑

j

R2
j −

k(k + 1)2

4



 (4)

where:

n – is the number of datasets being considered

k – is the number of algorithms

Rj – is the average rank of jth algorithm

If the null hypothesis is rejected, a post-hoc analysis should

be performed to compare classifiers with each other and find

statistically significant differences. The Nemenyi test can be

applied. It states that two classifiers differ significantly if their

ranks vary at least by the critical difference (5):

CD = qα

√

k(k + 1)

6n
(5)

where:

qα – are critical values based on the Studentized

range statistic divided by
√
2.

TABLE II: Single classification results

Method ACC [%] PREC SENS AUROC

kNN 75.00 0.751 0.750 0.754

C4.5 76.47 0.765 0.765 0.697

Logistic 80.88 0.809 0.809 0.874

DTable 76.47 0.782 0.765 0.779

NaiveBayes 77.94 0.785 0.779 0.846

RandomTree 73.53 0.742 0.735 0.732

SGD 79.41 0.794 0.794 0.794

SMO 73.91 0.775 0.739 0.746

III. RESULTS AND DISCUSSION

The purpose of experiments was to find the best method

for IUGR type identification by examining the accuracy of

different classification approaches, including single and hybrid

classifiers, as well as clustering techniques.

The experiments were conducted on a real dataset consisted

of 68 cases. Each case was described by 3 numerical attributes:

birth weight, body length and head circumference according

to the description presented in Section II-A.

The aim of the classification was to distinguish automati-

cally symmetrical or asymmetrical type of IUGR. Therefore

the set of labels consisted of two classes.

All experiments were based on WEKA Open Source Data

Mining Tool [44].

In order to assess the performance of various classification

methods, following comparison criteria have been used: accu-

racy (ACC), precision (PREC), sensitivity (SENS) and the area

under ROC curve (AUROC). To verify experimental results,

a detailed statistical evaluation was performed with use of

Friedman test and post-hoc analysis.

A. Single Classification

In the first step of the experiments, single classification

algorithms were applied. Eight approaches were considered: k-

nearest neighbours (kNN), C4.5, logistic regression (Logistic),

decision table, Naïve Bayes (NaiveBayes), random tree (a tree

that considers K randomly chosen attributes at each node),

stochastic gradient descent (SGD) and sequential minimal

optimization algorithm for training support vector machines

(SMO). The results of classification are presented in Table II.

The best single classification results attained 80% for

logistic regression and 79% for SGD algorithm in terms

of classification accuracy. Moreover, logistic regression and

NaiveBayes gave the best results of AUROC (0.874 and 0.846

respectively) The average accuracy of single classification

approach equalled 76.7%.

B. Multiple Classification

Next step of the experiments concerned performing classi-

fication using hybrid classifiers. Different combinations were

applied:

• bagging with C4.5 and SMO as base classifiers,

• random forest as a variant of bagging with a decision tree

(DTree) as a base classifier,
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TABLE III: Hybrid classification results

Method Base ACC [%] PREC SENS AUROC

Bagging C4.5 79.41 0.799 0.794 0.852

Bagging SMO 77.94 0.782 0.779 0.833

RandomForest DTree 76.47 0.765 0.765 0.843

AdaBoost DTable 80.88 0.824 0.809 0.835

AdaBoost C4.5 80.88 0.809 0.809 0.826

AdaBoost SGD 82.35 0.824 0.824 0.876

AdaBoost SMO 77.94 0.780 0.799 0.806

Hybrid all single 80.88 0.812 0.809 0.810

TABLE IV: Results of clustering

Method No of cases in clusters ACC [%] PREC SENS AUROC

k-means 28 / 40 64.71 0.625 0.735 0.647

EM 63 / 5 57.35 1.000 0.147 0.574

• boosting with decision table (DTable), SMO, C4.5 and

SGD as base classifiers, and

• hybridization by use of all single classifiers with majority

voting as a combination rule.

The results of multiple classifications are shown in Table

III. The best hybrid classification accuracy attained 82.35%

for AdaBoost algorithm with SGD as a base classifier, whereas

the worse one equalled 76.45% for RandomForest method. The

average accuracy for all hybrid classification methods achieved

79.59%.

C. Clustering

The last step referred to clustering techniques. According to

the methodology, two different approaches were considered:

k-means algorithm and Expectation-Maximization method.

Using EM algorithm we firstly used 10 fold cross-validation

[37] to obtain clusters automatically, however it resulted in

one cluster only. Therefore, for both techniques we defined 2

groups: for symmetrical and asymmetrical IUGR cases. The

results of clustering are shown in Table IV.

One can notice that in the case of IUGR dataset, un-

supervised techniques did not meet the expectations. Both

algorithms resulted in accuracies below 65%, which is not

satisfactory enough to implement this approach in practice.

D. Classification Comparison and Statistical Analysis

To compare the classifiers, the Friedman test and the corre-

sponding post-hoc analysis were performed. The final results

of absolute differences between average ranks for classifiers

are presented in Table V where significant values are in bold,

italic and underlined.

The results of the post-hoc tests can be clearly visualized

with the diagram [38]. Figure 1 shows the results of the

analysis of the data from Table V. The diagram compares

all the algorithms against each other. The top line of the

diagram is the axis on which we plot the average ranks of each

method. Each number represents subsequent classification

method sorted by the values of classification accuracy in the

descending order, i.e. the lowest and best ranks are to the

TABLE V: Average ranks of post-hoc analysis

kNN C4.5 Log DT NB RT SGD SMO Bagg

C4.5

kNN 0 2 10.5 2 5 2 7.5 1 7.5

C4.5 2 0 8.5 0 3 4 5.5 3 5.5

Logistic 10.5 8.5 0 8.5 5.5 12.5 3 11.5 3

DT 2 0 8.5 0 3 4 5.5 3 5.5

NB 5 3 5.5 3 0 7 2.5 6 2.5

RT 2 4 12.5 4 7 0 9.5 1 9.5

SGD 7.5 5.5 3 5.5 2.5 9.5 0 8.5 0

SMO 1 3 11.5 3 6 1 8.5 0 8.5

Bag. C4.5 7.5 5.5 3 5.5 2.5 9.5 0 8.5 0

Bag. SMO 5 3 5.5 3 0 7 2.5 6 2.5

RF 2 0 8.5 0 3 4 5.5 3 5.5

Boost DT 10.5 8.5 0 8.5 5.5 12.5 3 11.5 3

Boost C4.5 10.5 8.5 0 8.5 5.5 12.5 3 11.5 3

Boost SGD 13 11 2.5 11 8 15 5.5 14 5.5

Boost SMO 5 3 5.5 3 0 7 2.5 6 2.5

Hybrid 10.5 8.5 0 8.5 5.5 12.5 3 11.5 3

kmeans 3 5 13.5 5 8 1 10.5 2 10.5

EM 4 6 14.5 6 9 2 11.5 3 11.5

Bagg RF Boost Boost Boost Boost Hyb km EM

SMO DT C4.5 SGD SMO

kNN 5 2 10.5 10.5 13 5 10.5 3 4

C4.5 3 0 8.5 8.5 11 3 8.5 5 6

Logistic 5.5 8.5 0 0 2.5 5.5 0 13.5 14.5

DT 3 0 8.5 8.5 11 3 8.5 5 6

NB 0 3 5.5 5.5 8 0 5.5 8 9

RT 7 4 12.5 12.5 15 7 12.5 1 2

SGD 2.5 5.5 3 3 5.5 2.5 3 10.5 11.5

SMO 6 3 11.5 11.5 14 6 11.5 2 3

Bag. C4.5 2.5 5.5 3 3 5.5 2.5 3 10.5 11.5

Bag. SMO 0 3 5.5 5.5 8 0 5.5 8 9

RF 3 0 8.5 8.5 11 3 8.5 5 6

Boost DT 5.5 8.5 0 0 2.5 5.5 0 13.5 14.5

Boost C4.5 5.5 8.5 0 0 2.5 5.5 0 13.5 14.5

Boost SGD 8 11 2.5 2.5 0 8 2.5 16 17

Boost SMO 0 3 5.5 5.5 8 0 5.5 8 9

Hybrid 5.5 8.5 0 0 2.5 5.5 0 13.5 14.5

kmeans 8 5 13.5 13.5 16 8 13.5 0 1

EM 9 6 14.5 14.5 17 9 14.5 1 0

right. As a result we start with number 1 for boosted SGD

and end with number 18 for EM clustering. The positions

of average ranks for each classifier are marked with vertical

lines and captioned with their names. Moreover, the groups

of algorithms that are not significantly different in terms of

accuracy are connected with horizontal lines. Consequently,

we can easily notice, that there is no significant difference

between boosted SGD and hybrid approach, however both of

them achieved statistically better accuracies when compared

with, inter alia, NaiveBayes, SMO or kmeans.

To summarize the experimental studies, one can see, that

none of the classification techniques significantly outper-
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Fig. 1: Visualisation of post-hoc test for comparison of classifiers

formed the rest of them. However, it should be emphasized,

that multiple classifications mostly exceeded single classifiers

and grouping techniques in terms of classification accuracy.

Even SGD - one of the best single classification method -

when boosted, improved the accuracy to 82%.

IV. CONCLUSIONS

Classification of medical datasets is regarded as a chal-

lenging task, requiring extremely high accuracy. Therefore

researches on finding the most appropriate methods for precise

classification are conducted. Multiple classifiers constitute one

of the most important advances in machine learning in recent

years. In the absence of detailed a priori knowledge of the

problem, they provide better performance.

The identification process of IUGR pattern (symmetrical

or asymmetrical) is an important medical problem to solve,

as symmetric and asymmetric growth restriction may have

different influence on growth and development in childhood.

Moreover asymmetric IUGR infants are more likely to have

major anomalies than symmetric IUGR infants or infants

appropriate for gestational age.

By comparing hybrid classifiers algorithms, single classifi-

cation methods and clustering, it was demonstrated that the

hybrid strategy resulted in the most satisfactory outcomes and

confirmed other up-to-date researches on multiple classifier

systems. Clustering, which is supposed to give good results

in terms of unlabelled data and situations where label defi-

nitions are not precise, did not succeed in the case of IUGR

classification.

In order to find the optimal solutions, future studies ought

to involve other algorithms and strategies as well. Other

combinations of various classifiers should be also investigated

in depth. Furthermore, fuzzy logic can be applied to the

problem of IUGR classification, as its results on medical data

proved their efficiency [47]–[49].
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