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Abstract—Demand forecasting is the process of constructing
forecasting models to estimate the quantities of several products
that customers will purchase in the future. When the warehouse
and the number of products grow, forecasting the demand
becomes dramatically hard. Most of the demand forecasting
models rely on a single classifier or a simple combination of
these models. In order to improve demand forecasting accuracy,
we investigate several different classifiers such as MLP, Bayesian
Network, Linear Regression and SVM analyzing their accuracy
and performance. Moreover, we also studied some classifier
combination techniques by approaching from demand forecasting
perspective. In this paper, we propose a methodology to combine
various forecasting models using neural networks rather for
supporting demand forecasting. The proposed methodology is
tested against single classifiers and classifier ensemble models
using a real dataset. Experiments indicate that the proposed
methodology outperforms all the other single classifiers tested
in this study and their simple combinations.

I. INTRODUCTION

S
UPPLY chain is defined as a set of entities directly

involved in the activities associated with the upstream

and downstream flows of products, services, finances, and/or

information from a source to a customer [1]. Supply chains can

be categorized into three groups such as Direct Supply Chain,

Extended Supply Chain and Ultimate Supply Chain [2]. In

our problem, we focus on Direct Supply Chain which contains

some manufacturers, warehouses and customers. In this type

of supply chain, products of manufacturer are transported

to warehouses and customers reach these products through

warehouses. Considering all given definitions above, supply

chain management (SCM) can be thought as a process which

deals with the total flow of materials from suppliers through

end users [3]. There are various sub-processes of supply chain

management which are quite complicated and challenging

such as demand forecasting. Demand forecasting can be

summarized as an estimation of a supply chain constituent’s

(such as warehouse, end sale point etc.) expected sales during

a specified future period. Forecasting demand correctly for

different constituents provides planning all processes of supply

chain effectively. For instance, accurate demand forecasting

prevents redundant shipping charges or storage costs. Thus,

forecasting the demand of warehouses is an important task

and it forms the motivation of our work. In this paper, we

study forecasting the demand of warehouses with low error

rate problem.

In our previous work, we tried to cluster warehouses ac-

cording to their sale behaviors using bipartite graphs with

the purpose of reducing error rate of demand forecasting.

After that warehouse clusters are constructed, we set individual

Bayesian Network models for every warehouse cluster. This

approach provided improvement in forecasting performance.

We defined using different machine learning models and

combining them as our future work in an attempt to provide

further improvement in forecasting performance [4].

Because of the fact that forecasting demand of warehouses

is considerably hard, using a single model can be incapable

to solve this problem. Thus, combining multiple models rather

than using stand-alone models seems reasonable. Stacked Gen-

eralization [5] is a way of combining machine learning models.

There are several studies which use Stacked Generalization for

combining machine learning models in different domains such

as predicting protein types [6], automatic music tagging [7],

forecasting fraudulent financial statements [8], etc. In Stacked

Generalization, there are two levels which are called as level-

0 and level-1. The forecasting outputs of level-0 algorithms

are used as input to a level-1 generalizer. In other words,

the output results of level-0 are added as parameters to the

level-1 generalizer. For example, if level-0 contains three

different models, three input parameters must be added to

level-1 generalizer. Essentially, level-1 generalizer learns how

to map combined outputs to real class values. In this paper,

we propose a novel method to combine our four different

level-0 methods which are Multi Layer Perceptron (MLP),

Bayesian Network, Linear Regression and Support Vector

Machine (SVM) in level-1 generalizer. Instead of using only

level-0 forecasting outputs as input parameters to level-1, we

construct different instances using both level-0 model input

parameters and level-0 model forecasting outputs. Then, we

use these instances in level-1 generalizer. In addition to that,

we apply Stacked Generalization using only binary combina-

tions of our level-0 models in other trial. In other words, we

take level-0 models’ binary combinations separately to apply

stacked generalization. After that, we apply same methodology

using only triple combinations of level-0 models. In another

trial, we apply regular stacked generalization methodology for

comparison. All the results of mentioned trials can be seen in

experiments section.

One of the contributions of this study is using level-0 input
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parameters and level-0 forecasting outputs together as input

to level-1 generalizer differently from Stacked Generalization.

In addition to that, there is any study that uses stacked

generalization in order to forecast demand of warehouses.

The paper is organized as follows. Section II reviews the

related literature. In Section III we describe the background

of models which are used in this paper. Section IV presents

the proposed approach. Section V describes the experiments

and the results obtained. Finally, in Section VI we conclude

and discuss some possible future works.

II. RELATED WORKS

Forecasting demand of warehouses is a problem of estimat-

ing the future-dated sales amounts of products for warehouses.

There are some different methodologies which have been ap-

plied in the domain of warehouse demand forecasting problem.

These techniques can be collected as two main types such as

(1) stand-alone forecasting models and (2) hybrid forecasting

models which use multiple models together. The stand-alone

models can be collected two different types which are (1)

statistical models and (2) machine learning models.

Moving average and Box-Jenkins are some examples of

the basic and popular statistical models. There are some

prior works which used these traditional models for demand

forecasting [9], [10]. These methodologies were insufficient to

solve demand forecasting problem which is quite complex and

hard. Thus, artificial intelligence models were started to use.

Especially, Neural Networks were used in a large number of

works [11]–[16]. Some works compared Neural Networks with

traditional statistical models and showed that Neural Networks

provides better results than traditional statistical models. Be-

cause of the popularity of Neural Networks models for demand

forecasting problem, some studies compared another models

with Neural Networks. For instance, Efendigil et. al. compared

Adaptive Neural Fuzzy Inference System (ANFIS) with Neural

Networks. They claimed that ANFIS provides better results

than Neural Networks in their study [17].

Some recent studies tried to combine different models in

order to reduce the error rate of demand forecasting. In

some studies, statistical models were combined with machine

learning models. For instance, Aburto and Weber combined

Autoregressive Integrated Moving Average (ARIMA) model

with Neural Networks in their study [18]. On the other hand,

Doganis et. al. used genetic algorithm with Neural Networks

for demand forecasting [19].

Combining classifiers on the purpose of improving suc-

cess rate is a popular approach in most domains. Stacked

Generalization which is one of the classifier combining tech-

niques combines more than one machine learning models

using another machine learning model [5]. There are some

studies which compared stacked generalization with stand-

alone models [20]–[24]. According to these studies, stacked

generalization provided better results than stand-alone models.

In addition to that, some studies claimed that stacked general-

ization performs better than some other combining models. For

instance, Ting and Witten compared Stacked Generalization

with majority vote and provided lower error rate with Stacked

Generalization [25]. This technique applied in a wide variety

of domains likewise biomolecular event extraction [26], early

diagnosis of Alzheimer disease [27], forecasting fraudulent

financial statements [8], image classification [28], credit risk

assessment [29], anti-spam filtering of e-mail [30], city traffic

related geospatial data analysis [31], etc.

Conducted studies on demand forecasting handle different

parts of the supply chain. Forecasting the demand of an

end sale point is one of the most common type of demand

forecasting studies. Moreover, most of the demand forecasting

studies handle a limited number of warehouses and products.

Because of the fact that our problem contains quite number

of warehouses and products, one model cannot be sufficiently

successful. Thus, approach of combining multiple models is

used in this study.

III. BACKGROUND

In this section, we briefly describe the stacked generalization

and the forecasting models which are adopted in our work.

A. Stacked Generalization

Ensemble of classifiers is defined as a concept of combining

classifiers to improve performance of individual classifiers.

Stacked generalization is one of the ensemble classifiers

methodologies which is used for minimizing error rate of one

or more classifiers [5]. This methodology proposed by David

H. Wolpert in 1992.

In stack generalization methodology, there are two basic

steps which are sequential. The first step which is called level-

0 contains independent machine learning models. These level-

0 models are combined in level-1 generalization step. In the

level-1 step, outputs of each individual level-0 models are

used as an input parameter to generalizer model. Any machine

learning model can be selected as generalizer according to

suitability to the problem.

Level-0 models of stacked generalization are trained using a

set of training data. Afterwards, another set of training data is

created from prediction outputs of level-0 models. This dataset

is used for training level-1 generalizer. The key point of this

operation is that, forecast results in this dataset are estimated

from the instances which are not in the training dataset of

level-0 models. To evaluate the stacked generalization model,

the output of every instance of a third dataset is predicted

by level-0 models separately. Estimated forecasting results are

used as input parameters in the level-1 generalizer. Finally, the

forecasting output of level-1 generalizer is compared with the

real output of every instance to obtain a final evaluation result.

Scheme of stacked generalization can be seen at Fig. 1.

B. Bayesian Network Algorithm

Bayesian Network is a simple, graphical representation for

conditional independence assertions. In this graphical repre-

sentation, every node of graph symbolize a random variable,

where a random variable can take on possible values from a

random experiment. In addition to that, every edge between
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Fig. 1. Stacked Generalization

these nodes represents probabilistic dependencies among these

random variables. If a Bayesian Network contains n nodes

(random variables), the joint probability distribution is repre-

sented as Eq. 1.

p(x1, x2, x3, ..., xn) =
n
∑

i=1

p(xi|xPi
) (1)

In Eq. 1, p(xi|xPi
) represents the local conditional proba-

bility distribution for node i. Pi corresponds to parent nodes

indices of node i. Thanks to conditional independence rela-

tionship, joint probability distribution can be represented more

conveniently for large networks.

Bayesian Networks can be used for numerous applications

such as classification, regression, segmentation [32].

C. Multi Layer Perceptron Algorithm

Multilayer Perceptron (MLP) which maps a set of input

onto a set of appropriate outputs is one of the feed-forward

artificial neural network models. MLP can be thought as

multiple layers which are fully connected to next layer. A

multilayer perceptron contains an input layer, an output layer

and also one or more hidden layers. Each node is accepted

as a neuron and has a nonlinear activation function except for

the input nodes. This nonlinear function can be seen in Eq. 2.

y = ϕ





n
∑

j=1

wjxj − θ



 (2)

In Eq. 2, xj values are input signals and wj values are

weights associated with the jth input. θ corresponds to thresh-

old value and ϕ(.) is a sigmoid activation function. Eq. 3

shows this sigmoid activation function.

ϕ(x) =
1

1 + exp(−x)
(3)

The weights are adjusted during training phase in order to

obtain input-output mapping of the network. Weight updating

phase continues until weights no longer change or error value

reaches a threshold value. [33].

D. Linear Regression Algorithm

Linear regression is a technique which is used for modeling

the relation between a scalar dependent variable y and one or

more independent variables. If there is only one independent

variable, it is called simple linear regression. In other case,

it is called multiple linear regression [34]. In multiple linear

regression, the relation between the scalar dependent variable

y and independent variables is defined by Eq. 4.

y = α+ x1β1 + x2β2 + x3β3 + ...+ xnβn + ǫ (4)

E. Support Vector Machine Algorithm

Support Vector Machine (SVM) which is a machine learning

algorithm can be used for not only classification, but also

regression problems. SVM regression is a nonparametric tech-

nique because it uses several kernel functions. The relation

between input (xi) and output (yi) can be mapped by a

regression function f(x) which can be seen in Eq. 5.

f(x) = wx + b w ∈ X, b ∈ ℜ (5)

After that, following problem must be solved:

minimize
1

2
||w||2 (6)

subject to

{

yi − wxi − b ≤ ǫ

wxi + b− yi ≤ ǫ
(7)

There is a case where the constraints are infeasible. In this

case which is called soft margin formulation, slack variables

(ξi , ξ∗i ) are used.

minimize
1

2
||w||2 + C

l
∑

i=1

ξi + ξ∗i (8)

subject to











yi − wxi − b ≤ ǫ + ξi

wxi + b− yi ≤ ǫ + ξ∗i

ξi, ξ
∗

i ≥ 0

(9)

In Eq. 8, C controls the penalty amount based on deviations

which are larger than ǫ. The linear ǫ-insensitive loss function

(|ξ|ǫ) ignores errors that are within ǫ distance of the observed

value by treating them as equal to zero. As can be seen in

Eq. 10, the loss is measured based on the distance between

observed value and the ǫ boundary.

|ξ|ǫ =

{

0, if |ξ| ≤ ǫ

|ξ| − ǫ, if |ξ| ≻ ǫ
(10)

After applying Lagrangian multipliers, a model solution can

be found in dual representation.

f(x) =

l
∑

i=1

(αi − α∗

i )K(xi, x) + b (11)

K(xi, xj) = exp(−γ||xi − xj ||
2) (12)
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In Eq. 11, αi, α∗

i are nonzero Lagrangian multipliers.

K(xi, x) is the kernel function. Eq. 12 shows radial basis

function (RBF) kernel and γ corresponds to width parameter

of RBF kernel [35].

IV. DETAILS OF THE METHODOLOGY

In this paper, we study the problem of forecasting the

sale amounts of products for main distribution warehouses.

Because of the fact that there are a large number of warehouses

and products in our case, problem is harder than regular

demand forecasting problem. Thus, it is needed to use hybrid

methodologies in order to solve given problem.

Fig. 2. Steps of the study

First step of our methodology is constructing a dataset

which contains necessary information to forecast demand of

warehouses. Our dataset is constructed from real sales trans-

action data of a national dried fruits and nuts company from

Turkey. Sales transactions of 2011, 2012 and 2013 are used in

this dataset. There are ninety eight warehouses and seventy

different products in the dataset. Additionally, this dataset

contains warehouse related attributes such as location, number

of transportation vehicles, total amount of weekly selling

product, selling area in square meter, number of employees

and product related attributes such as selling amount, selling

time, product category.

Next step of the proposed methodology is preparing the

dataset for data mining operations. In this step, data is cleaned

and prepared for further operations. Moreover, moving average

value of product sale amounts are calculated using past three

weeks. For a specific week t, the moving average calculation

equation can be seen in Eq. 13.

Moving avg. (t) =

3
∑

i=1

sale amount (t - i)

3
(13)

After these steps, forecasting model is constructed using

machine learning algorithms. In this step, different method-

ologies are tried and compared in order to find the one with

lowest error rate. Some of these methodologies use model

combining techniques in order to provide better performance.

In the first forecasting model construction trial of our study,

Fig. 3. Stand-alone models

four different algorithms are determined to forecast demand

of warehouses. Selected algorithms are Bayesian Network,

Multi Layer Perceptron, Support Vector Machine and Lin-

ear Regression. In order to make comparison with further

combined forecasting models, selected algorithms are used

separately for constructing a forecasting model as a baseline.

Warehouse related attributes, product related attributes, time

information and moving average values are used as input,

selling amounts are used as output in all models. Detailed

results and reviews about these four stand-alone models can

be seen at Experiments and Results section.

Stacked Generalization methodology which is explained in

Background section in detail, contains two different levels

and combines selected models on the purpose of reducing

the error rate. With the same purpose, stacked generalization

methodology is used for combining four different machine

learning models in our study. As can be seen in Figure 4,

there are four separate forecasting models in level-0 step which

will be used for estimating forecasting output in the next level.

For every instance, forecast results are produced by individual

level-0 models. After that, these forecast results are used as

input parameters in level-1 generalization model. In our study,

MLP machine learning algorithm is used for constructing

level-1 generalizer. Level-1 generalizer maps input parameters

into real sale amounts. In this approach, the output of the

level-1 is the forecasting output of the total methodology.

With the aim of determining whether or not some of

the selected machine learning algorithms are dominant to

other ones, various combinations of the selected four machine

learning algorithms are used in level-0, differently from the

previous trial. Firstly, 2-combinations of the four algorithms

are determined: MLP and Bayesian Network, MLP and Linear

Regression, MLP and SVM, Bayesian Network and SVM,

Bayesian Network and Linear Regression, SVM and Linear

Regression. These six different combinations are used respec-

tively as level-0 models. Instead of using four different models,

two models which are from one of the 2-combination set are

used as level-0 models in this trial. Thus, two forecasting

outputs are added as input parameters to the level-1 generalizer

in this trial. Constructing stacked generalization is repeated six
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Fig. 4. Stacked Generalization for our problem

times because of that 2-combination set contains six element.

Detailed figure of this trial can be seen at Figure 5.

Fig. 5. Stacked Generalization using binary combinations

Same procedure is applied using 3-combinations in the

next trial. 3-combination set contains MLP, Bayesian Network,

SVM, MLP, Bayesian Network, Linear Regression, MLP,

SVM, Linear Regression and Bayesian Network, SVM, Linear

Regression. There are three different models in level-0 and

three forecasting outputs are added to level-1 generalizer

model as input parameters. As might be expected, stacked

generalizer methodology is constructed four times in this trial.

Relevant figure can be seen at Figure 6.

Fig. 6. Stacked Generalization using triple combinations

In the last trial, a novel approach which is similar to Stacked

Generalization from some aspects is applied. This approach

is also contains two levels. Especially, level-0 is completely

similar to level-0 of Stacked Generalization. This methodology

differs from Stacked Generalization in respect to construc-

tion input parameters of level-1. In Stacked Generalization,

forecasting outputs of the level-0 models are added to input

parameters of level-1 generalizer. For instance, if there are

four different models in level-0, four forecasting outputs will

be added as new input parameters to the level-1 for every

instance. Instead of using only forecasting outputs of level-0

in level-1, input parameters of level-0 and forecasting outputs

of level-0 are used together as input parameters of level-1.

As can be seen in Figure 7, level-0 models estimate fore-

casting outputs using x number of input parameters. Because

of that there are four different models in level-0 of our trial,

four different forecasting outputs are estimated. There are four

forecasting outputs after level-0. In the level-1, these forecast-

ing outputs and input parameters of level-0 are used as inputs

of level-1 to estimate the output of the total methodology.

Using this new instance, a new forecasting output is estimated

by level-1 neural network.

Fig. 7. Our approach for combining models

Comparison of all methodologies can be seen in the next

section, Experiments and Results.

V. EXPERIMENTS AND RESULTS

In this section, we describe the sales data used in our ex-

periments and present the results obtained by our approach for

demand forecasting compared to other applied methodologies.

A. Dataset

Dataset is composed from the real sales data of a national

dried fruits and nuts company from Turkey. This company

gives service to all of the cities in Turkey. The warehouse and

product counts are 98 and 70, respectively. Dataset contains

15317141 instances which are taken from real sales transaction

data of 2011, 2012 and 2013 years. These instances are

obtained from 93987868 sales transactions detail lines.

Attributes in the dataset can be collected two main groups:

warehouse attributes and item attributes. Warehouse related

attributes are location, number of sub-warehouses it has, num-

ber of employees, number of customers, number of vehicles,
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selling area in square meter and total amount of weekly selling

products. Item related attributes are item category, selling time

and moving average of previous 3 weeks. Selling amount of

the item is selected as output of the model.

B. Experimental Results

First of all, the dataset is divided into 3 partitions in order

to train and test the methodologies. The first, second and third

datasets are composed from real sales transaction data of 2011,

2012 and 2013, respectively. Cause of dividing dataset into 3

partitions is that combined methodologies contain two levels

of machine learning models and these sequential levels cannot

be trained using the same training dataset. Thus, first dataset

is used for training level-0 of combined methodology while

second dataset is used for training level-1. Third dataset is used

for testing the combined methodologies. Differently from the

combined methodologies, methodologies which contain only

one machine learning algorithm are trained using both first and

second datasets. The third dataset is used for testing the stand-

alone methodologies likewise the combined methodologies.

The error rate of the methodologies are estimated using

Mean Average Percentage Error (MAPE). The calculation

formula of MAPE can be seen in Eq. 14. In the given formula,

At means actual sales amount and Ft means forecasting sales

amount, for this study.

MAPE =
100

n

n
∑

t=1

|At − Ft|

|At|
(14)

Table 1 shows the error rate of stand-alone methodologies.

As can be seen in this table, Bayesian Network gives better

results than the other stand alone models for our problem.

TABLE I
ERROR RATES OF STAND-ALONE METHODOLOGIES

Model MAPE Value

Bayesian Network 17.5%

MLP 21.2%

Linear Regression 19.8%

SVM 23%

With the motivation of reducing error rate, combining more

than one model approach is applied. For combining models,

stacked generalization is used at the beginning. Table 2 shows

the result of stacked generalization error rate.

TABLE II
ERROR RATE OF STACKED GENERALIZATION

Model MAPE Value

Stacked Generalization 21.9%

After that, instead of combining all of the selected models

(Bayesian Network, SVM, Linear Regression and MLP), bi-

nary combinations of these models are used as level-0 models.

Reason of this trial is determining whether some models are

dominant or not. Comparisons of these 2-combinations can be

seen in Table 3.

TABLE III
ERROR RATE OF STACKED GENERALIZATION WITH 2-COMBINATIONS

Model MAPE Value

Stacked Generalization with Bayesian
Network and SVM

22%

Stacked Generalization with Bayesian
Network and MLP

20.7%

Stacked Generalization with Bayesian
Network and Linear Regression

20.5%

Stacked Generalization with SVM
and MLP

23.8%

Stacked Generalization with SVM
and Linear Regression

23%

Stacked Generalization with MLP
and Linear Regression

22.8%

Table 4 shows the results of stacked generalization with 3-

combinations.

TABLE IV
ERROR RATE OF STACKED GENERALIZATION WITH 3-COMBINATIONS

Model MAPE Value

Stacked Generalization with Bayesian
Network, SVM and MLP

22.6%

Stacked Generalization with Bayesian
Network, SVM and Linear Regression

21.4%

Stacked Generalization with Bayesian
Network, MLP and Linear Regression

20.3%

Stacked Generalization with SVM,
MLP and Linear Regression

23.4%

Finally, we try our methodology for the same dataset. In

this methodology, we use both input parameters of level-0 and

forecasting outputs of level-0 as input of level-1.

TABLE V
COMPARISON OF BEST RESULTS OF ALL TRIALS

Model MAPE Value

Our methodology 12.7%

Stacked Generalization 21.9%

Bayesian Network 17.5%

Stacked Generalization with Bayesian
Network and Linear Regression

20.5%

Stacked Generalization with Bayesian
Network, MLP and Linear Regression

20.3%

The results of warehouse demand forecasting indicate that

our methodology which uses input parameters and forecasting

outputs of level-0 together in level-1 has the overall best

performance.

VI. CONCLUSION

In this paper, we proposed an approach which combines

multiple machine learning models in order to forecast demands
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of warehouses. Our methodology consists of two levels like-

wise Stacked Generalization. Differently from Stacked Gener-

alization methodology that constructs level-1 generalizer with

only the forecast outputs of level-0 models, our methodology

takes input parameters of level-0 and forecast outputs of level-

0 models together as input parameters into level-1 generalizer.

In addition to that, we apply Stacked Generalization which has

never been used before in warehouse demand forecasting, in

order to compare results with our methodology. Experiments

are performed on three-year real sales data of a national dried

fruits and nuts company from Turkey.

The experimental results show that our approach achieves

better results for forecasting demands of warehouses. In terms

of MAPE, the proposed method provides nearly 5% less error

than best result of stand-alone models. Moreover, it drops error

rate nearly 9% compared to Stacked Generalization.
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