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EAR Reader, it is our pleasure to present to you Com-

munication Papers of the 2017 Federated Conference
on Computer Science and Information Systems (FedCSIS),
which took place, for the first time outside of Poland, in
Prague, Czech Republic, on September 3-6, 2017.

This year, communication papers have been introduced as
a separate category of contributions. They report on research
topics worthy of immediate communication. They may be
used to mark a hot new research territory or to describe
work in progress in order to quickly present it to scientific
community. They may also contain additional information
omitted from the earlier papers or may present software
tools and products in a research state.

FedCSIS 2017 was Chaired by prof. Pavel Tvrdik, while
prof. Jan Janousek acted as the Chair of the Organizing
Committee. This year, FedCSIS was organized by the Polish
Information Processing Society (Mazovia Chapter), IEEE
Poland Section Computer Society Chapter, Systems Re-
search Institute Polish Academy of Sciences, Warsaw Uni-
versity of Technology, Wroctaw University of Economics,
and Czech Technical University in Prague.

FedCSIS 2017 was technically co-sponsored by: IEEE
Region 8, IEEE Czechoslovakia Section, IEEE Poland Sec-
tion, IEEE Computer Society, IEEE Computer Society Tech-
nical Committee on Intelligent Informatics, IEEE Czecho-
slovakia Section Computer Society Chapter, IEEE Poland
Section Gdansk Computer Society Chapter Poland, SMC
Technical Committee on Computational Collective Intelli-
gence, IEEE Poland Section Systems, Man, and Cybernetics
Society Chapter, IEEE Poland Section Control System Soci-
ety Chapter, IEEE Poland Section Computational Intelli-
gence Society Chapter, ACM Special Interest Group on Ap-
plied Computing, £.6dzZ ACM Chapter, International Federa-
tion for Information Processing, Committee of Computer
Science of the Polish Academy of Sciences, Polish Opera-
tional and Systems Research Society, Mazovia Cluster ICT
Poland, Polski Klaster Badan i Rozwoju Internetu Rzeczy,
and Eastern Cluster ICT Poland. FedCSIS 2017 was spon-
sored by Intel, Profinit and Abra.

FedCSIS 2017 consisted of the following events (confer-
ences, symposia, workshops, special sessions). These events
were grouped into FedCSIS conference areas, of various de-
gree of integration. Specifically, those listed without indica-
tion of the year 2017 signify "abstract areas" with no direct
paper submissions to them (but with submissions to their en-
closed events).

+  AAIA'1Y 12%  International Symposium
Advances in Artificial Intelligence and
Applications

o AIMA'l7 — 7" International Workshop on
Artificial Intelligence in Medical Applications

o AIRIM'17 — 2™ International Workshop on Al
aspects of Reasoning, Information, and
Memory

o ASIR'17 — 7% International Workshop on
Advances in Semantic Information Retrieval

o JAWS'17 — 11™ Joint Agent-oriented
Workshops in Synergy
o LTA'l7 2% International Workshop on

Language Technologies and Applications

o WCO'17 — 10" International Workshop on
Computational Optimization
e CSS - Computer Science & Systems
o CANA'17 - 10*
Numerical Algorithms

o C&SS'17 — 4" International Conference on
Cryptography and Security Systems

Computer Aspects of

o CPORA'l17 — 2" Workshop on Constraint
Programming and  Operation Research
Applications

o  MMAP'17 — 10" International Symposium on
Multimedia Applications and Processing

o WAPL'17 — 6™ Workshop on Advances in
Programming Languages

o WSC'17 - 9% Workshop on Scalable
Computing
« iNetSApp - International Conference on

Innovative Network Systems and Applications

o INSERT'17 — 1* International Conference on
Security, Privacy, and Trust

o [oT-ECAW'l7 — 1* Workshop on Internet of

Things —  Enablers, Challenges and
Applications
o WSN'17 — 6™ International Conference on

Wireless Sensor Networks

o ITY4MBS — Information Technology for
Management, Business & Society
o AITM'17 - 15" Conference on Advanced

Information Technologies for Management

o ISM'17 — 12" Conference on Information
Systems Management

o IT4L'17 5" Workshop on Information
Technologies for Logistics

o KAM'17 — 23" Conference on Knowledge
Acquisition and Management
+ SSD&A - Software Systems Development &
Applications

o IWCPS'17 — 4™ International Workshop on
Cyber-Physical Systems

o LASD'l17 — 1" International Conference on
Lean and Agile Software Development

o MIDI'l17 — 4™ Conference on Multimedia,
Interaction, Design and Innovation

o SEW-37 - The 37" IEEE Software
Engineering Workshop

+  DS-RAIT'17 - 4™ Doctoral Symposium on
Recent Advances in Information Technology
The 2017 edition of an AAIA’17 Data Mining Challenge,
focused on “Helping Al to Play Hearthstone”. Awards for
the winners of the contest were sponsored by: Silver Bullet
Solutions and the Mazovia Chapter of the Polish Information
Processing Society.
Each paper, found in this volume, was refereed by at least
two referees.



The program of FedCSIS required a dedicated effort of
many people. Each event constituting FedCSIS had its own
Organizing and Program Committee. We would like to ex-
press our warmest gratitude to all Committee members for
their hard work in attracting and later refereeing 504 submis-
sions (regular and data mining).

We thank the authors of papers for their great contribution
to research and practice in computing and information sys-
tems. We thank the invited speakers for sharing their knowl-
edge and wisdom with the participants. Finally, we thank all
those responsible for staging the conference in Prague. Orga-
nizing a conference of this scope and level could only be
achieved by the collaborative effort of a highly capable team
taking charge of such matters as conference registration sys-
tem, finances, the venue, social events, catering, handling all
sorts of individual requests from the authors, preparing the
conference rooms, etc.

We hope you had an inspiring conference and an unfor-
gettable stay in the beautiful city of Prague. We hope to
meet you again for FedCSIS 2018 in Poznan, Poland.

Co-Chairs of the FedCSIS Conference Series

Maria Ganzha, Warsaw University of Technology, Poland
and Systems Research Institute Polish Academy of Sciences,
Warsaw, Poland

Leszek Maciaszek, Wroctaw University of Economics,
Wroctaw, Poland and Macquarie University, Sydney,
Australia

Marcin Paprzycki, Systems Research Institute Polish
Academy of Sciences, Warsaw Poland and Management
Academy, Warsaw, Poland
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12t International Symposium Advances in
Artificial Intelligence and Applications

AIA’17 will bring scientists, developers, practitioners,

and users to present their latest research, results, and
ideas in all areas of Artificial Intelligence. We hope that suc-
cessful applications presented at AAIA’17 will be of interest to
researchers who want to know about both theoretical advances
and latest applied developments in Al

Toprics

Papers related to theories, methodologies, and applications
in science and technology in this theme are especially so-
licited. Topics covering industrial applications and academic
research are included, but not limited to:

o Decision Support

¢ Machine Learning

o Fuzzy Sets and Soft Computing

« Rough Sets and Approximate Reasoning

o Data Mining and Knowledge Discovery

« Data Modeling and Feature Engineering

o Data Integration and Information Fusion

o Hybrid and Hierarchical Intelligent Systems
o Neural Networks and Deep Learning

« Bayesian Networks and Bayesian Reasoning
o Case-based Reasoning and Similarity

« Web Mining and Social Networks

o Business Intelligence and Online Analytics
« Robotics and Cyber-Physical Systems

o Al-centered Systems and Large-Scale Applications

We also encourage researchers interested in the following top-
ics to submit papers directly to the corresponding workshops,
which are integral parts of AAIA’17:

o Al in Computational Optimization (WCO’17 workshop)

« Al in Language Technologies (LTA’17 workshop)

o Al in Medical Applications (see AIMA’17 workshop)

e Al in Reasoning and Computational Foundations
(AIRIM’ 17 workshop)

o Al in Information Retrieval (ASIR’17 workshop)

All papers accepted to the main track of AAIA’17 and to the
above workshops will be treated equally in the conference
programme and will be equally considered for the awards
listed below.

PROFESSOR ZDZISLAW PAWLAK BEST PAPER AWARDS

We are proud to continue the tradition started during the
AAIA’06 and award two “Professor Zdzislaw Pawlak Best
Paper Awards” for contributions which are outstanding in their
scientific quality. The two award categories are:

o Best Student Paper—papers qualifying for this award
must be marked as “Student full paper” to be eligible.
« Best Paper Award.

In addition to a certificate, each award carries a prize of
300 EUR provided by the Mazowsze Chapter of the Polish
Information Processing Society.

ZDZISLAW PAWLAK AWARD COMMITTEE

« Kacprzyk, Janusz, Polish Academy of Sciences, Poland

o Kwasnicka, Halina, Wroclaw University of Technology,
Poland

« Marek, Victor, University of Kentucky, United States

« Markowska-Kaczmar, Urszula, Wroclaw University of
Technology, Poland

« Matwin, Stan, Dalhousie University, Canada

o Michalewicz, Zbigniew, University of Adelaide, Aus-
tralia

o Skowron, Andrzej, University of Warsaw, Poland

o éluzek, Andrzej, Khalifa University, United Arab Emi-
rates

SECTION EDITORS

o Janusz, Andrzej, University of Warsaw, Poland
¢ Slezak, Dominik, University of Warsaw, Poland

REVIEWERS

« Bartkowiak, Anna, Wroctaw University, Poland

« Bazan, Jan, University of Rzeszéw, Poland

« Betlinski, Pawel, Security On Demand, Poland

« Borkowski, Janusz, Polish-Japanese Academy of Infor-
mation Technology & Security On Demand, Poland

o Blaszczynski, Jerzy, Poznain University of Technology,
Poland

o Carrizosa, Emilio, Universidad de Sevilla, Spain

« Chakraverty, Shampa, Netaji Subhas Institute of Tech-
nology, India

e do Carmo Nicoletti, Maria, UFSCar & FACCAMP,
Brazil

« Duentsch, Ivo, Brock University, Canada

o Eklund, Patrik, Umea University, Sweden

o Foresti, Gian Luca, University of Udine, Italy

« Froelich, Wojciech, University of Silesia, Poland

o Girardi, Rosario, Federal University of Maranhio,
Brazil

« Jaromczyk, Jerzy, University of Kentucky, United States

« Jatowt, Adam, Kyoto University, Japan
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Application of Pattern Recognition for a Welding Process

Oto Haffner, Erik Kuéera, Stefan Kozéak, Erich Stark
Faculty of Electrical Engineering and Information Technology
Slovak University of Technology in Bratislava
Bratislava, Slovakia
Email: oto.haffner@stuba.sk

Abstract— The paper deals with the development of a system
for automatic weld recognition using new information
technologies based on cloud computing and single-board
computer in the context of Industry 4.0. The proposed system is
based on a visual system for weld recognition, and a neural
network based on cloud computing for real-time weld
evaluation, both implemented on a single-board low-cost
computer. The proposed system was successfully verified on
welding samples which correspond to a real welding process in
the car production process. The system considerably
contributes to the welds diagnostics in industrial processes of
small- and medium-sized enterprises.

1. INTRODUCTION

HE quality of manufacturing process is one of the most

important aspect of production. Welding processes are
used in many manufacturing processes and automotive
industry. This makes prerequisites for researching and
developing new modern methods and system for welding
quality evaluation.

Visual inspection of the weld is one of the weld quality
diagnostic methods for weld quality diagnostic. This method
enables to check weld joint and its various parameters.
Visual inspection does not destruct the weld so it is not-
destructive methods for weld joints and materials. This
examination is done as the first examination and it detects
various defects. There is no need to use another method after
detecting a defect with this method, so it is cost and time-
saving.

This work deals with application for evaluation algorithm
and weld recognition. It is based on the single-board
computer using the visual system. This method is based on
the method for visual quality evaluation and modern
computer vision and image processing methods. Industry
production, as well as mobile robotics, will find the usage of
these methods.

9 This work has been supported by the Cultural and Educational Grant
Agency of the Ministry of Education, Science, Research and Sport of the
Slovak Republic, KEGA 030STU-4/2015 and KEGA 030STU-4/2017, by
the Scientific Grant Agency of the Ministry of Education, Science and by
the Slovak Research and Development Agency APVV-0772-12.
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Actual trend in the industry is Industry 4.0 also named
fourth industrial revolution. It is collective name for current
automatization, exchanging of data and manufacturing
technologies. It can be defined as a collective name for
technologies and concept for organising value chain, which
unites Cyber-Physical Systems, Internet of Thing and
Internet of Service [l]. Industry 4.0 understands
manufacturing units as complex distributed systems made by
“smart” partial integration of individual autonomous
subsystems. The integration is provided by suitable
communication of each other based on actual demand,
activity coordination and coordination among autonomous
subsystems. [8]

Authors [7] uses improved Beamlet Transformation for
weld edge detection. Images they work with are loaded by
noise. The aim of authors work is to detect edge borders of
welds. Beamlet algorithm does the dynamic thresholding in
one of the steps. The algorithm predicts the directional
characteristic of the weld and it is possible to filtrate
unsuitable edges. Using this method, it is capable of directly
extracting weld seam edges from highly noisy welding
images without any pre-processing or post-processing steps,
thus is characterized by its high efficiency and its prominent
anti-noising performance.

Authors [11] worked with weld images with very low
contrast. The weld images come from the pipeline and are
loaded with low contrast and noise which do problems to
convent edge detectors. At first, the image is noise filtered
using morphological operation of opening and closing. The
next is improved algorithm of fuzzy edge detection. The
algorithm is based on two steps: multi-level fuzzy image
improvement based on interactive searching of optimal
threshold level and based on multi-directional edge detector,
which convolution kernel is 5x5 with 8 directions and is
based on gradient searching. The result of the algorithm was
compared with detectors as Sobel, canny FED and fast FED.
Authors obtained whit their method better results.

Edge detection and histogram projection use authors [9]
They compare histogram projections of tested welds with set
similarity threshold. This threshold evaluates the quality of
the weld. Loaded image of the pattern has the same



specifications- width and position as the tested image. One
vertical line is tested from the pattern and tested image. The
correlation threshold is set. Line histogram od pattern image
and the tested image is computed. The correlation degree of
two histograms using Tukey HSD difference is computed. If
the degree is lower than set threshold, this part of the image
contains edge defects. The procedure is repeated over the
entire width.

Authors [10] deals with weld evaluation on metal cans.
On the weld can be a defect wich do not directly relate to
weld (rest of glue, dust etc.). Because of this, authors use
probability evaluation of two evaluation methods. The first,
Column Gray-Level Accumulation Inspection represents in
general histogram projection. The histogram projections of
pattern and rested weld are compared. They compare also
the first derivation for making better results. Defects of the
wider surface can be detected by this method. Dempster-
Shafer theory of evidence for overall evaluation is used.

Authors in other work [12] deal with edge detection
based on pixel intensity difference of foreground and
background. The background pixels intensity is occurred
with maximal probability and the distribution of background
pixels fits Gauss distribution.

II. PROBLEM FORMULATION

One of the most important production process for a wide
range of products is also welding. Visual inspection of welds
is one of the most effective and cheap unrestrictive methods
for weld joints. This method of inspection is made by a man-
human vision. However, this can be loaded by human error
because of fatigue, stress, inattention or lack of experience.
In some manufactures, weld view is provided by the camera
system. This image is shown on the monitor and the operator
based on this image determine if the weld fits the set criteria.
In the cases like this, it is possible to use automated method
for weld evaluation by the visual system.

Incoming new modern trend Industry 4.0 and Internet of
Things request new needs for all parts of manufacturing
systems. It requests capability to communicate and share
information for each part via cloud as a collector of data
using computing intelligence.

The mentioned facts make the demand for research and
development of new modern methods with are in line with
the vision of Industry 4.0. One of these methods is also
recognition and evaluation of welds [3].

The quality of weld joint must be evaluated during the
whole welding process not only by testing of finished joint or
construction. In terms of construction quality, weld joints are
the most dangerous place in construction. This is the reason
why the quality of weld joints is very important. [3]

The basic parts of the weld joint can be seen in Fig. 1:

1. Fundamental material
2. Boundary of weld
3. Weld reinforcement
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4.  Groove face
5.  Root of weld
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Fig. 2 Some butt weld types [3]
A. Selected weld types

Some types of butt welds are illustrated Fig. 2 , namely:

1. square

single-V

single bevel
double-V

single-U

single-J

double J

double side U-weld

B. Defections of weld

During all welding processes, there are many problems
and most of them refer to non-integrity. The main quality of
weld criteria is shape, integrity and required physical and
chemical features. [3]

Butt weld defects are divided generally to internal and
surface. To surface defects belongs: excess weld metal (Fig.
3), overlap, imperfect shape, root concavity, excessive melt-
through, undercuts (Fig. 4), poor restart (Fig. 3), cracks and
spatter (Fig. 5) incomplete root penetration.

Testing using visual is non-destructive weld joints
testing. Visual examination is performed at first before the
others. Visual examination often reveals the most of the
defects so the other time-consuming and expensive
examinations are not done.

The visual examination focuses on the overall condition
of the weld. The examination is performed by worker’s eyes.
The distance of examination should be 600mm above surface
and angle should not be lower than 30°. [3]

%@
I

Fig. 3 Excess metal of weld (left) and poor restart (right) [2]

RS 72O
Z3 g s

Fig. 4 Excessive melt-through (left) and undercut (right and middle) [2]
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a
Fig. 5 Examples of cracks [2]

III. CONCEPTION OF SYSTEM FOR WELD
RECOGNITION AND DIAGNOSTIC

Based on analysis of methods for weld evaluation,
computer vision and industrial trends, technology there were
proposed system for weld recognition and evaluation. In Fig.
6 is shown the scheme. Main parts of the system are single-
board computer Raspbery Pi 2 Model B, camera IDS uEye
XS and web service Azure Machine Learning (Haffner,
2016).

Computing and communication kernel of this system is
single-board computer Raspberry Pi 2 Model 2. Computer
provides communication with camera which is mounted to
laboratory preparation and takes images of weld samples.
Obtained image data are processed and result is weld
segmentation. Segmentation is used for computing of
invariant image moment and then saved to text file. Text file
is read by communication programme and sent to web
service. Web service based on input data provide
classification based on artificial computing intelligence and
results are send back to communication programme.

Each parts of system are realised using low-cost
components. Some of components are not suitable for
industrial environment, however, for research and evaluation
of proposed new modern method are. Using of low-cost
components enables to utilize proposed system also for
pedagogical purposes or modern ways for teaching of weld
specialist.

single-board computer

Computing

Weld ~ e .
of invarinat

segmentation

Communication
with camera

Communication
with cloud

>t > H> txt file

b

moments

/]

Camera
Web service-
i : weld klasification
— OK/NOK

Fig. 6 Conception scheme for system for weld recognition
and diagnostic

IV. COMPUTING TIME ANALYSIS

Based on proposal method for weld recognition and
evaluation, we made simple computing time comparison of
chosen computer vision algorithms. As input image, we used
image of laboratory made weld (Fig. 7 left). One tested
algorithm is algorithm made in our work (Haffner &
Duchon, 2014). This algorithm makes an environment map
for mobile robot. In the next part of this section we will
describe tested algorithms in detail.

Fig. 7 Laboratory made weld (left) and result of algorithm
for map making.

A Tested algorithms

All tested algorithms are realized in computer vision
library OpenCV.

Used threshold algorithm uses Gauss method and block
size for neighborhood15.

Opening algorithm is realized as erode and then dilate.
The structuring element has ellipse shape and size 5x5.

Blur is realized as Gauss blur with kernel size 11x11.

Algorithm for map making will be described briefly. The
laser scanner data are loaded from text file. Based on
measured data the coordinates are computed and plotted in
image. After plotting the map is thresholded. Then multiple
time blur and threshold is used. After this Zhang-Suen
skeletonizing is used. The result of this algorithm is in Fig. 7
right.

B Computing time measurement

Tested algorithms was compiled and measured on
Raspberry Pi, Banana Pi, Raspberry PI2 and personal
computer with CPU Intel Core 17 930 2.80GHz. Result of
simple time measurement we can see in Table 1. Based on
result of the measurement, the Banana P1i is the fastest among
embedded computers even when it’s CPU has 2 cores and
Raspberry Pi2 CPU has 4 cores. Better results from
Raspberry PI2 can be expected using optimized algorithms
for multi-core CPU.

Table 1
Algorithm Adaptive thresholding Gauss blur Map Opening
Device Raspb. Pl |Banana PI [Rasp. PI 2 |PC |Raspb. Pl [Banana PI|Rasp. Pl 2 [PC |Raspb. Pl |Banana PI [Rasp.PI 2 [PC Raspb. Pl |Banana PI [Rasp.PI 2 [PC
769 310 445] 14 1600 568 884 19 6125 3343 5123| 333 947 1457 14241 9
750 309 446 14 1533 569 855 19 6067 3451 5224| 302 958 1456 1420| 10
Measur.[ms] 780 309 449| 15 1518 577 851 20 6264 3358 5224| 301 943 1456 1444 9
763 304 441 16] 1517 570 853 19 6058 3365 5067| 303 968 1460 1421| 10|
760 311 457 14 1538 593 857 19 6073 3439 5059| 302 969 1456 1439| 10
Average 764,4 308,6 447,6| 14,6] 1541,2 575,4 860 19,2 6117,4 3391,2 5139,4| 308,2 957 1457 1429,6( 9,6




V. VISUAL SYSTEM

Industrial camera IDS uEye XS for image acquisition
was used. Advantage of this camera are measurements, USB
2.0 connection, plenty of integrated functions and SDK for
embedded operating systems and processors with ARMv7
Cortex.

A Industrial camera IDS uEye XS

Camera uEye XS is USB 2.0 industrial camera by
company IDS Imaging Development Systems. It has 5.04
Mpix CMOS sensor by company ON Semiconductor with
pixel size 1,4 um. Supplied complex software package
enables to integrate camera to application using standard
interface as DirectShow, ActiveX, GenlCam or directly by
using uEye API.

B Communication with Raspberry Pi 2

For camera communication with single-board computer
Raspberry Pi 2 was used SDK IDS Software Suite and
operating system Raspbian based on Linux. SDK obtain
libraries and header files and enable using function which
operate with camera. The basic principle is shown in Fig. 9.
In general, image from camera is loaded in a loop, until the
key is pressed. To the image is plotted rectangle which
represents region of interest in image (Fig. 8). The weld
sample should be located to this area.

)

Fig. 8 Window with captured image of weld in ROI

Q

Camera initiation

Image format configuration
Memory allocation
Memory activation

Frame rate setting

Focus setting

Pressed M

key?

Program
continue

One image loading

Saving image to OpenCV variable
Plotting ROI square to image
Show image in OpenCV window

Fig. 9 Camera communication scheme
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C Laboratory experiment

For the tasks of image acquisition and processing there
was needed to propose the preparation where will be camera
mounted and take images of laboratory prepared weld
samples under the artificial light. The experiment (Fig. 10)
was constructed using low-cost components as building kit
Merkur and ligh source (12V LED spot lights).

Fig. 10 Laboratory experiment

VI. WELD SEGMENTATION

The weld segmentation method is based on namely local
entropy of image which works with a statistical measure of
randomness. Using this method comes from idea, that the
surface around weld is flat and monotone however welded
area has textured (random) surface.

A Experiment

We wused Matlab Image processing toolbox and
laboratory made weld samples for this experiment. The
image (Fig.11 a) is filtered at first by median filter with 5-by-
5 neighborhood around the corresponding pixel. After
median filtering the entropy filter is applied. The
neighbourhood for filtering is 15-by-15. Resulting image
(Fig.11 b) is threshelded with threshold 165. The results of
thresholding we can see in Fig. 11 c¢. As we can see, the
thresholding did not give ideal results. Around weld mask
are several blobs. Blobs are removed using the Matlab
function bwareaopen. The basic steps of this algorithms are:
determining the connected components, computing the area
of each component and removing small objects. In our
experiment we remove objects smaller than 2000 pixels. The
result of removing small objects we can see in Fig.11 d.

The mask contains unfilled holes (Figl2a). The wholes
are filled using binary closing with disk structural element
with size 10 (Fig.12b). In the Fig.12c we can see the result of
weld segmentation and in the Fig.12d we can see
corresponding edges of segmentation.

Also the others weld samples was tested with the same
parameters. The results we can see in Fig. 13 and 14 as a)
original image, b) entropy, c¢) mask, d) highlighted edges of
segmented weld.
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a b c d
Fig. 11 a) original image of weld, b) entropy filtered image,
¢) thresholded entropy image, d) removed blobs

Fig. 12 a) original mask, b) filled mask, c) segmented weld,
d) highlighted edges of segmented weld

[+ d

el

a b

Fig. 13 Weld sample 1

a b
Fig. 14 Weld sample 2
B Algorithm implementation

Proposed algorithm for weld segmentation needs to be
converted to C code, which is able to implement to single-
board computer Raspberry Pi 2. This can be done using
MATALB Coder.

The proposed algorithm had to be adjusted. MATLAB
Coder do not support al MATLAB functions and some
function had to be replaced by functions from other toolbox.
Function bwareaopen from Image Processing Toolbox had
to be replaced by vision.BlobAnalysys from Computer
Vision Toolbox. The function for entropy computing is not
supported at all. This was the reason, why algorithm had to
be adjusted.

Tasks for thresholding, blob removal and masking was
moved to separate function. The input parameter is image
entropy and output is segmented image. Computing of image
entropy is not done using MATLAB but programme
realization using OpenCV. The resulting image is
transpositioned because of different data representation in

MATALB and OpenCV. After transpositin the image is
converted to array and this array is input parameter for
function generated from MATALB Coder. This proces is
illustrated in Fig. 15.

segmentation-
code from o
MATALB

entropy Conversion to
> computing- [?| transposition |[>] © =1

OpenCV armay

grayscale
image

segmented
image

Fig. 15 Algorithm implementation scheme

Computing time of implemented code on Raspberry Pi2
(in table as RPi2) was compared with algorithm in
MATLAB. Compared was the whole segmentation
algorithm, generated function texture seg? and entropy
computing. Measurement of MATLAB algorithm was done
on computer Intel Core i17-3610QM 2.3GHz. in Table 2 we
can see the time comparison. The computing time 2,2
seconds is for solved problem satisfying.

Table 2
segmentation texture _seg2 entropy

device RPi2 | MATLAB| RPi2 [ MATLAB| RPi2 | MATLAB
2,271 0,430] 0,924 0,056| 1,353 0,302

2,259 0,432 0,912 0,057| 1,319 0,303

time[s] 2,284 0,431] 0,897 0,056| 1,335 0,305
2,243 0,432] 0,899 0,055| 1,324 0,302

2,265 0,423 0,892 0,057 1,321 0,304

average[s] | 2,264 0,429 0,904 0,0562| 1,330 0,303

C Weld representation for classification

The computing intelligence methods which will classify
welds need its suitable representation. The features which
will represent the weld were set as invariant moment
characteristics. Computing of these characteristics are
implemented in library OpenCV. The result is 7 numbers
(moments), which are saved in text file. The average
computing time of the moment on Raspberry Pi 2 is 5,59E-4
seconds.

VII. WELD CLASSIFICATION

The feature representation of weld as invariant moments
can be used for classification. For classification using
computing intelligence method Microsoft Azure Machine
Learning was chosen.

For training classifier, it is needed training data. It was
unable to make thousands of weld samples. Instead of this,
the training data was generated from real images of weld by
moving weld through the ROI. 6428 training samples was
generated from 50 laboratory samples.

Artificial neural network was used for classifying. There
were done 6 experiment. For each experiment was set
normalizer as Gauss normalizer. Structures of neural
networks was default, i.e. one hidden layer, number of input
nodes are the same as number of input features (7), nodes
hidden layer is set by experimentator and output layer is set
by number of classify classes (2). In Table 3 we can see the
set parameters for individual layers.




Table 3

Hidd. Learn. Numb. |Init. Learnig| mom- | Mean sqrd. Standard

layers tempo | of itter. weight entum | deviation deviation
ANN 1 15 0,1 100 0,1 0| 1,054E-04 2,887E-03
ANN 2 15 0,1 500 0,1 0| 1,558E-06 4,938E-05
ANN 3 20 0,1 500 0,1 0| 2,048E-06 6,569E-05
ANN 4 20 0,1 300 0,1 0| 7,213E-06 2,304E-04
ANN 5 15 0,1 1500 0,1 0| 1,159E-07 3,401E-06
ANN 6 20 0,1 1500 0,1 0] 1,052E-07 3,069E-06

Results for experiments ANN 2 to 6 can be characterized
so, that all classifications were right in case of true positive
result with probability range 0.9-1 and true negative result
with probability range 0,1-0. In this case Metrics as
Accuracy, Precision or Recall is 1. To compare these neural
networks, each other we used exact probabilities of each
prediction, which can be exported from the Score module.
Experiment with ANN 6 had the best results and was used as
a classifier.

The ANNG classifier was than tested with new dataset.
Images for this dataset was generated from previous images,
but the images were deformed in graphical software. Using
this approach, we generated new dataset. The Mean squared
deviation was 3,080E-07 and Standard deviation 6,581E-06.
Results confirmed proposed method applicability for the
problem of weld evaluation.

VIII.VERIFICATION OF IMPLEMENTATION

After integration of all parts of the system as
communication with visual system, weld segmentation and
communication with web service it was possible to verify the
functionality of the system and computing time. Recognition
provides one console application, which starts the camera
image acquisition, image is saved after any key is pressed,
with image are executed proposed algorithms, the feature
representation is send to the web service and it send the
results to the program and the results are showed to the
console. Application was tested with set of 14 weld samples
which was not used for training dataset. In Table 4 we can
see the results.

Table 4
Num. classify | predicted probability time [s]

1 OK OK 1,000000E+00 5,31419
2 OK OK 9,999996E-01 4,85362
3| NOK NOK 2,787349E-19 5,34659
4] NOK NOK 3,546546E-13 5,16983
5 OK OK 9,999999E-01 4,87419
6 OK OK 1,000000E-+00 5,19455
7 OK OK 9,999998E-01 4,86545
8] NOK NOK 8,053897E-11 5,16845
91 NOK NOK 2,887203E-15 4,96445
10| NOK NOK 4,755493E-32 5,44418
11| NOK NOK 3,072803E-13 5,34558
12| NOK NOK 2,193890E-16 5,10893
13| NOK NOK 4,700284E-12 5,18963
14| NOK NOK 3,459683E-09 4,95562
| average 5,128233
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IX. CONCLUSION

The performed analysis of the current state in pattern
recognition applications for welding has revealed that there
has not been implemented and presented a solution based on
low-cost single-board computer using cloud technologies
yet. The proposed solution enables to recognize a weld in 5,2
seconds which is satisfactory for 0,5-1minute-long
manufacturing tact used in automotive industry, and is
suitable even for recognition of larger weld deformations.
The used low-cost components are suitable for small and
medium-sized companies. The proposed methodology can be
effectively used especially in automotive industry.
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Abstract—In this paper, a new concept of Trusted
Knowledge (TK) is introduced. Trusted Knowledge are data
from trusted organizations such as ministries, statistical offices
and so on which can replace a domain expert in the evaluation
phase of the data mining task. Two approaches to applying
Trusted Knowledge are introduced. The first one called
“Explanation system” offers additional information relevant to
the resulting patterns which can help the user to better
understand results of the task. The second one called “A/TK-
formulas” filters out the resulting patterns which are
consequences of Trusted Knowledge and thus enables the user
to concentrate on the interesting patterns. Conversely, the user
can request to be shown only the resulting patterns which are
consequences of TK to see which of them are in line with TK.
Feasibility of the newly proposed framework is demonstrated in
a case study.

I. INTRODUCTION AND RELATED WORK

S STATED in the paper “10 challenges of data mining

research” [1], “there is a strong need to integrating data
mining and knowledge inference®. Although there have been
some achievements since the paper has been published (see
e.g. [2], [3]), data mining systems are still “unable to relate
the results of mining to the real-world decisions they affect*,
as the authors claimed. Moreover, they stated that “Doing
these inferences, and thus automating the whole data mining
loop requires representing and using world knowledge within
the system. One important application of the integration is to
inject domain information and business knowledge into the
knowledge discovery process®.

The approach presented in my paper contributes to this
challenge. It incorporates additional knowledge in the
evaluation phase of data mining but avoids a lengthy and
complex task of building a belief system of the user (see e.g.
[4], [5], more recently in [6]). The idea is to enhance user’s
domain knowledge using available trusted sources of data —
that is, data from trusted organisations such as statistical
offices, ministries and so on. I refer to this knowledge as
trusted knowledge.

As domain experts are often not at disposal or are costly,
the research aim is to replace to some extent the domain

< The work described here has been supported by the internal grant
agency of the University of Economics, Prague under project IGA 29/2016.

expert with automate means — the system which will offer
additional information to the user instead of the domain
expert. Summarisingly, using knowledge and experience of
himself/herself, the user evaluates whether the resulting
pattern is interesting or not, or if he/she does not have
enough knowledge in the particular domain, he/she uses the
knowledge from the domain expert.

Further related work includes the approaches which use
linked open data (LOD), which allow for publishing
interlinked datasets employing machine interpretable
semantics. For example, [7] developed an extension for
Rapid Miner, which can extend a dataset with additional
attributes drawn from the Linked open data cloud. Many
approaches (e.g. [8], [9]) use DBPedia as a source of
knowledge when evaluating resulting patterns; however, in
my opinion, the nature of the data — it comes from
community — is not trustworthy source. Reference [10]
traverses Linked Data to find commonalities that form
explanations for items of a cluster. However, the feature of
LOD-based approaches is the fact that one has to map data to
the ontology first; on contrary, the approach presented in this
paper does not require lengthy setup.

The concept of Trusted Knowledge is inspired by
FOFRADAR framework [3]. FOFRADAR is based on a
logical calculus of association rules. The interpretation is
based on mapping important items of knowledge to the sets
of association rules which can be considered as their
consequences. Important items of knowledge are expressed
using a simple mutual influence among attributes. These are
predefined relationships of attributes which are used to
determine whether the association rule can be seen as a
consequence of the item of knowledge or not. For example,
the simple mutual influence (SI-formula) Income 11 Loan
means: “if Income increases, then Loan increases as well*.
The set of atomic consequences of this SI-formula can be
expressed by the following union: LowIncome X LowLoan U
Mediumincome x MediumLoan U Highlncome % HighLoan,
saying that “if Income is high, than Loan is high or if Income
is medium then Loan is medium or if Income is high then
Loan is high*. Based on the levels in the union, it is possible
to say whether the resulting rule is a consequence of the
defined SI-formula or not. This feature is used in the



10

proposed framework and further developed, as obvious in
the following sections.

Theoretical concepts in this paper are demonstrated on a
real data set from a financial institution. There are data
concerning clients, who were given a loan, including
geographical and demographical client data, data from the
loan application, data concerning the agent who arranged the
loan, and so on.

The rest of the paper is organised as follows. In section II,
Trusted Knowledge is defined. Two possible ways of
applying Trusted Knowledge are described in section III. In
section IV, a case study is presented. In section V,
conclusions and suggestions for the future work are included.

II. TRUSTED KNOWLEDGE

A. Sources of Trusted Knowledge

There are various data publicly available that can be used
as Trusted Knowledge. Government institutions, EU
institutions and statistical offices offer more and more data.
This is boosted by the Open government data initiatives (see
http://opengovernmentdata.org/), which offer a catalogue of
publicly available data sets. In the Czech Republic, the Open
data initiative (see http://www.opendata.cz/en) offers a
catalogue of data using the linked data paradigm which
refers to the Czech Republic. The data from those
organisations are generally considered to be trusted sources.

I define Trusted Knowledge as follows: Trusted
Knowledge (TK) is the data from trusted sources which can
be connected to the results of a data mining task and are used
in the evaluation phase of the data mining task to help with
the understanding of the results. Trusted Knowledge can be
seen as a special case of domain knowledge.

Trusted Knowledge is obtained from a trusted
organisation. An example of such knowledge is the average
and median income per district in the Czech Republic
obtained from Czech Statistical Office [11].

B. Items of Trusted Knowledge

The following items of Trusted Knowledge are defined —
measures of TK, levels of measures of TK, explanations and
a mutual influence of the attribute and measure of TK
(A/TK-formula). The first two items are discussed in the
following sections, the remaining items are described in
section III.

I. Measures of TK

Measure of Trusted Knowledge (measure of TK) is a

formalised piece of Trusted Knowledge. I formalise the
measure of TK as follows:
a) Each measure has its name; b) is stored as per another
dimension — in our case per geographical dimension; c) each
value of dimension has its rank within the measure stored; d)
each value of dimension has the absolute value of the
measure stored.

An example of the measure of TK is depicted in Table III.
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In Fig. 1, I outline the basic feature of the measure of TK —
its close connection to the results of a data mining task
(resulting patterns). I use association rules as an example.
Geographical dimension (locality) is used as a connecting
element between the measure of TK and resulting patterns.

An average income in District X as a measure of TK and
The loan amount taken by a client in District X as an
attribute from analysed data can be examples of such a
connection. If such a connection is done, it is assumed that
the client is a member of the population which has an
average income amounting to 20456, because he or she lives
in the same district as the people whose income was
collected by a trusted organisation (Czech Statistical Office
in this case).

Of course, there are some challenges for this assumption,
as for example, when the client lives in a particular region
but works in a different one. Nonetheless, I believe that this
situation is not occurring frequently and the given principle
can be used in general.

To distinguish between data and Trusted Knowledge, 1 use
the term attribute for the variables derived from the analysed
data and the measure of TK for the variables used as Trusted
Knowledge. Note that both the measure of TK and the
attribute connected via a connecting element are ordinal.

II. Levels of measures of TK

The relationship depicted in Fig. 1 above does not bring
much insight on its own. It is necessary to bring more
context to the relationship. Levels of measures of TK
enables to easily compare attributes and measures of TK.
The way how domain experts evaluate the found patterns is
commonly expressed by easily interpretable phrases saying
for example “Income is low”, “Amount is high” and so on.
This simple approach is followed in FOFRADAR, as
described in section 1.

Recall the set of atomic consequences of SI-formula
Income 11 Loan: LowIncome % LowLoan U MediumIncome %
x MediumLoan U Highincome x HighLoan. Now we have to
define what means, for example, “Income is low” (that is to
define the level LowiIncome).

Trusted Connecting element Resulting
knowledge pattern
Measure Locality Association
of TK rule
Average .
Income in District X | Loan amount taken by client
District X " living in District A
(20456) (180000)

Fig. 1: Relationship between measure of TK and resulting patterns —
different degrees of abstraction
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The task is to assign a set of values (called categories in
FOFRADAR) a; of a particular attribute A to each level
Lev(I). Levels have scales of various length — for example, if
1=3, then levels Lev(l)={low, medium, high} or if 1=5, then
levels Lev(l) = {very low, low, medium, high, very high} and
so on.

Now, I will present two approaches of defining levels, one
of which is the newly proposed Rank-based approach.

Expert-based approach means that the domain expert
decides which category is assigned to each level. For
example, he/she can decide that Level=Ilow for attribute Loan
can be considered for the following categories:
<0;100000),<100000;150000). Formally written, LowLoan =
{<0;100000), <100000;150000)}. This approach is now
used in the FOFRADAR framework and its feature is that it
is necessary to define sets of categories with the help of the
domain expert.

Rank-based approach is the newly proposed way of the
automatic definition of levels. Categories of a particular
attribute or measure of TK are sorted from the lowest to the
highest. Then, we assign rank to each of the category
according to the value of attribute or measure of TK. Last
step comprises assigning Level(l) to each rank. For example,
consider the categories of the attribute Loan_amount
depicted in Table I. Based on the rankings of the categories,
it is possible to assign respective categories to the levels.

This can be done by applying Assignment rules which
state the principles of assigning categories to levels.
Assignment rules are generic and not dependent on the
analysed data. For example, assignment rules can look as
depicted in Table II.

Table I: Levels for attribute Loan_amount

Table III: Levels for measure of TK Income

Income Income Level

District rank
Hlavni mesto Praha 35115 1 Very high
Stredocesky kraj 27 345 2 Very high
Jihomoravsky kraj 26 116 3 Very high/High
Plzensky kraj 26 026 4 High
Moravskoslezsky kraj 24 877 5 High
Liberecky kraj 24767 6 High/Medium
Kralovehradecky kraj 24 387 7 Medium
Ustecky kraj 24 336 8 Medium
Jihocesky kraj 24 321 9 Medium/Low
Kraj Vysocina 24 293 10 Low
Olomoucky kraj 24175 11 Low
Pardubicky kraj 24 067 12 Low/Very low
Zlinsky kraj 23 873 13 Very low
Karlovarsky kraj 22707 14 Very low

Loan_amount category Rank Level
<0; 100000) 1 Very low
<100000; 150000) 2 Very low
<150000 ;200000) 3 Low
<200000; 270000) 4 Low
<270000; 300000) 5 Medium
<300000; 400000) 6 Medium
<400000; 500000) 7 High
<500000; 550000) 8 High
<550000; 650000) 9 Very high
<650000; 2600000> 10 Very high

Table II: Assignment rules

# | Number of Number of Assignment rule
levels a categories
1 5 10 1 level per 2 categories
215 14 1 level per 4 categories, (top and
bottom levels per 3 categories),
overlapping levels

First rule says that 2 consecutive categories are contained
in 1 level. This assignment rule is applied in Table I. Second
rule is example of overlapping levels, one category could be
assigned to two levels. This behaviour is demonstrated in
Table IIT on the measure of TK Income.

It is possible to prepare categories of attribute in such a
way that it is easy to assign levels to each category. That
means, if one desires 5 levels of an attribute, one creates 5 or
10 categories of the attribute, and similarly, this applies
when 3 levels are considered, and so on.

Having the levels of attributes and measures of TK
defined, we can compare levels and draw consequences
based on values of the levels. This is further elaborated upon
in section III.

III. APPLYING TRUSTED KNOWLEDGE

Here, 1 will introduce Trusted Knowledge Framework
(TK Framework) — a framework which shows how TK is
applied in the data mining process.

An important component of the framework is Trusted
Knowledge Repository (TKR), a database where the items of
TK are stored. Its feature is that it will be possible to share
TKR among different projects in a similar way, as for
example in [17]. The principles of sharing are left for the
future work.

Now, I define two approaches of applying TK. The first
approach is less demanding on the domain knowledge that
has to be defined in advance but enables less automation in
the evaluation phase. I call this approach Explanation system
and elaborate upon this in section III.LA. The second
approach follows closely the FOFRADAR principles of
automatic conclusions. It is called A/TK-formulas and is
discussed in section III.B.
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A. Explanation system

Although the term explanation is broadly used in relation
to expert systems (see e.g. [12]), I use it here in connection
with a data mining system. Here, I perceive explanation as
an item of TK that could help the user of data mining system
to better understand results of a data mining task.

This is especially useful in situations when it is hard to
obtain relevant knowledge from domain experts. In this case,
a relevant explanation can be used as a support for the user
and no knowledge from domain experts is needed.

Explanation is based on the measure of TK. As an
example, I will mention the following explanation based on
the measure of TK Income from Table I1I:

Zlinsky kraj => Income (very low),
meaning that in Zlinsky kraj district, Income is very low.

The TK Framework specified for the Explanation system
is depicted in Fig. 2. As can be seen, after the results are
obtained from the data mining system, TKR is queried for
relevant explanations. If found, the relevant explanations are
handed back to the user. Additionally, the user can request
context of the explanation to better understand the
explanation.

Now I will describe the experimental implementation of
the proposed approach. It is a semi-automatic
implementation based on LISp-Miner, SQLite and Python.
The LISp-Miner System has been chosen for its ability to
fine-tune the set of association rules which is mined; for
more details see [13]. Further advantage is the possibility to
automate the task through LMCL scripting language [14]. A
simple database table is used as TKR. SQLite database is
used for this purpose. Python is used as an engine that
retrieves data from the TKR and presents it in the form of an
explanation for the user.

I will continue using the following example. The 4ft-
Miner procedure of the LISp-Miner is employed. I define the
task so that attribute District is in the antecedent of the
resulting rules, in consequent, Loan_amount is present.

TRUSTED KNOWLEDGE
REPOSITORY {4)

DATA MINING
SYSTEM (1)

RESULTS (2)

Fig. 2: TK framework of the Explanation system

L

Show context of the
explanation (&)
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In the TK Framework (see Fig. 2), this activity
corresponds to number 1 (Data mining system and its usage).
Three rules were found which are relevant to the task
definition; see Fig. 3. This step corresponds to number 2 -
Results in the TK framework.

If we take, for example, rule (1), the user knows from the
distribution of the attribute Loan (see Table 1) that Loan
<100000; 150000) is rather low (has the level very low). Are
there some explanations for this fact? This question
corresponds to the activity number 3 in the TK Framework.
The TKR contains data from trusted organisation — Czech
Statistical Office. The average income as presented in Table
IIT above is contained in the TKR. Relevant explanations
will be handed back to the user. The explanations which
signal that a district presented in the resulting rule is
outstanding (unusual) as regards the selected measure of TK,
is considered to be relevant. The relevancy criterion in the
experimental implementation is defined as the value of geo
dimension having a very high or very low level according to
the selected measure of TK. The example output of
Explanation system for the first rule is presented below (see
Fig. 4). First of all, basic information about the rule is
summarised. Then, the explanations found are presented.

The user can conclude from the explanation that the
average income in district ‘Zlinsky kraj’ is rather low (very
low level). He/she can conclude that the clients’ data he/she
has at disposal in the data set are in line with his/her domain
knowledge, because there is a direct proportion between the
amount of loan and income (which is a part of the users’
domain knowledge).

The reasoning used here is a combination of domain
knowledge of the user and the measure of TK which brings
the user to the conclusion that the rule is in line with his
domain knowledge. The user knows that there is a direct
proportion between the amount of loan and income, but does
not know if the income in the district ( Zlinsky kraj’) is
rather low or high.

(1) District (Zlinsky kraj) -> Loan_amount <100000; 150000)
(2) District (Hlavni mesto Praha) -> Loan_amount <500000; 550000)
(3) District (Hlavni mesto Praha) -> Loan_amount <550000; 650000)

Fig. 3: Resulting rules

Rule ID: 34

Rule: District (Zlinsky kraj) ->
Loan amount<100000;150000)
Lift: 1.68571

Support: 0.0176

Geo attribute found: District
Coefficient of geo attribute:
Explanations found:

--- Explanation 1 ---
Zlinsky kraj => income avg
Value of the geo dimension:
Measure: income avg

Level of the measure: very low
Value of the measure: 23873

Zlinsky kraj
(very low)
Zlinsky kraj

(bottom 2)

Fig. 4: Example output of the Explanation system
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This reasoning can be further automated as presented in
section III.B. At this stage, the context of the explanation (as
depicted in Fig. 2) can be obtained in a very simple manner.
A table with districts, values of the measure, rank and level
is retrieved. As a future work, a map with all the data
mentioned above will be retrieved to enable to see values of
neighbouring districts.

B. Consequences of Trusted Knowledge (A/TK-
formulas)

One of the possible solutions of the automatic formulation
of conclusions using domain knowledge is presented in the
FOFRADAR framework, as described above. Using the
measures of TK, it is possible to define mutual influence
between an attribute and measure of TK. I call this mutual
influence Attribute / Trusted Knowledge-formula (A/TK-
Jformula) and consider it an item of Trusted Knowledge. The
principle of A/TK-formula is the same as in FOFRADAR,
but instead of one of the attributes, the measure of TK is
used in the mutual influence.

The TK Framework of A/TK-formulas is depicted in Fig.
5. After results are obtained, TKR is queried for A/TK-
formulas (3) which are available and relevant for the
resulting patterns. The formulas are returned to (5) and their
consequences are applied to the resulting patterns (6).
Alternatively, the user can define a new A/TK-formula in
advance using measures of TK that is available in TKR and
then, consequences can be applied.

There are two ways how the consequences of A/TK-
formulas can be applied:

I. to obtain patterns which are consequences of A/TK-
formula — this way is useful when the user wants to
know which resulting patterns are in line with the
overall knowledge (trusted knowledge)

II.  to filter out patterns which are consequences of
A/TK-formula — this way the user can filter out
resulting patterns which are in line with trusted
knowledge and concentrate on patterns which are
not consequences of TK (they are either in
contradiction to TK or have no TK available).

As an example, let us discuss the A/TK-formula Income
11 Loan. Income is a measure of TK. Using the rank-based
approach, it is possible to assign values to respective levels
as shown in Table III. The categories of the attribute Loan
can be assigned to the levels, as depicted in Table 1. Then the
set of consequences of the A/TK-formula /ncome 11 Loan is
defined by the following union:

Very lowincome % Very lowroan U Lowincome * Lowroan
U Mediumincome * Mediumpoan U Highivcome * Highroan U
Very highincome % Very highroan

Using the 4ft-Miner procedure, the following 8 rules are
results of the task (see Fig. 6). An important feature of the
4ft-Miner procedure is that it is possible to define sequences
of coefficients. In our example, Loan_amount was defined as
a sequence of max. length 3.

TRUSTED KNOWLEDGE
REPOSITORY (4)

DATA MINING
SYSTEM (1)

b =
' e

Applying consequences of
A/TK-farmulas (B)
Fig. 5: TK framework of A/TK-formulas

This means that up to 3 consecutive categories can be
chained together to increase the support of the rule; see [13]
for details on sequences. This behaviour is performed on-
the-fly when the 4ft-Miner is running. Here, I do not state the
measure of interestingness due to space reasons.

For rule (1), Loan has category </00000; 150000), so the
assignment rule assigns the level ‘very low’ to the attribute.
Now, the connecting element District is used to link the rule
to the measures of TK., in our case, to the Income measure.
The district value is Zlinsky kraj. If one looks at the level of
the measure Income, it is very low according to the
assignment rule in Table IIl. Note that in some rules, for
example (4), the sequence option resulted in broader
intervals. For example Loan_amount (>= 500000) stands for
the following categories: <500000; 550000), <550000;
650000), <650000; 2600000>. 1t is possible to determine
levels of the attribute District and the measure of TK Income
for each rule, as can be seen in Table IV.

Then, we can apply consequences of the A/TK-formula
Income 11 Loan. It is possible to filter out consequences of
the formula, that is, rules 1 and 5 and reduce the number of
displayed rules from 8 to 6. Conversely, one can request all
rules which are consequences of the A/TK-formula Income
11 Loan and display only rules 1 and 5. The idea is further
elaborated upon in section 4.

The novelty of the approach is that the A/TK-formula
contains only one attribute of the data analysed, the second
element is a measure of TK. Another important feature is
that a connecting element is used to link up the measure of
TK and the attribute in the resulting patterns.

(1) District (Zlinsky kraj) -> Loan_amount (<100000; 150000)

(2) District (Hlavni mesto Praha) -> Loan_amount (<500000; 550000)
(3) District (Hlavni mesto Praha) -> Loan_amount (<500000; 650000)
(4) District (Hlavni mesto Praha) -> Loan_amount (>= 500000)

(5) District (Zlinsky kraj) -> Loan_amount (<150000)

(6) District (Olomoucky kraj) -> Loan_amount (<270000; 400000)

(7) District (Zlinsky kraj) -> Loan_amount (<100000; 200000)
(8) District (Hlavni mesto Praha) -> Loan_amount (<400000; 550000)

Fig. 6: Resulting association rules
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Table IV: Categories and corresponding levels for each rule
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Table V: Levels for measure of TK Price of flat

# Loan Loan Connecting | Income Cons. of Price per Level
category in level element level Income 11 square Rank
rule value Loan District meter
1 | <100000; Very low | Zlinsky kraj | Verylow | Yes Hlavni mesto Praha 61500 1 Very high
150000)
i S aj 46800 Very high
2 | <500000; | High Hlavni Very high | No Jihomoravsky kraj 2 R
550000) mesto Praha Kralovehradecky kraj 37100 3 Very high/High
3 | <500000; High Hlavni Very high | No
650000) AND mesto Praha
Very high Karlovarsky kraj 22100 12 Low/Very low
4 | <500000 High Hlavni Very high | No Moravskoslezsky kraj 18400 13 Very low
2600000) AND mesto Praha
Very high Ustecky kraj 10700 14 Very low
5| <0; Very low | Zlinsky kraj | Verylow | Yes
150000)
Table VI: Levels for measure of TK Average amount of mortgage
6 | <270000; Medium Olomoucky | Low No (mortgage_avg)
400000) kraj
7 | <100000; Very low | Zlinsky kraj | Verylow | No L Mortgage
200000) AND District amount (mil.) | Rank Level
Low Hlavni mesto Praha 2721 1 Very high
8 | <400000; High Hlavni Very high | No . . Very hich
550000) mesto Praha Jihomoravsky kraj 1.933 2 y hig
Plzensky kraj 1.806 3 Very high/High
IV. CASE STUDY
The case study makes use of the same data that were used Zlinsky kraj 1.59 12 Low/Very low
in the faxamples in the above sections. The goal of the case Kraj Vysocina 1.542 13 Very low
study is to show a more complex example of using the )
Karlovarsky kraj 1.467 14 Very low

proposed framework. The combination of Explanation
system and A/TK-formulas is shown as well as the
relationship between the definition of categories of rational
attributes (generally known as binning) and the assigning of
levels to the categories of attributes.

After discussions with business experts, the task was

B. Task definition in LISp-Miner

The ‘Clients’ properties’ group of attributes include the
attributes Bonity, Collection, Age, Proposal_delivery and
‘Indicators’ group of attributes include the

Sex. The

specified as follows:
Are there any

side and locality on the other?
I am interested in filtering out rules

want to obtain explanations for the rules.

A. [tems of Trusted Knowledge in TKR

In TKR, the following measures of TK are contained.
e Average income per district (see Table III)

e Average price of flat per square meter per district

(see Table V) — source [15]

o Average amount of mortgage per district (Table

VI) — source [16]
The following A/TK formulas are contained in TKR:

o Loan_amount 11 Price of flat — if the amount of a

loan is high, then the price of a flat is also high

e Loan_amount 11 Income - If the amount of a loan

increases, then the income increases as well.

The relevancy criterion for explanations is set to District —
‘very high’ or ‘very low’. The connecting element is the

attribute / dimension District.

interesting combinations of client
properties and indicators (including Loan_amount) on one

which are
consequences of A/TK-formulas contained in TKR. I also

attributes derived from the Loan_amount column in the
analysed data. For the purpose of the case study, it is
important to mention the type of the loan — it is a building
savings loan. Note that in TKR, the mortgage loan amount is
a measure of TK. Four variants of the Loan_amount are
created to get the maximum chance to find interesting
relationships. All four attributes are included in one class of
the equivalence ‘Loan’. It means that in one rule, only one of
the four attributes can appear. The attributes differ in the
number of categories which are created and the algorithm
which is used to create them (equifrequent, equidistant). The
Equifrequent option creates categories with the same number
of objects (clients). The Egquidistant option creates
categories with the same length of intervals.

e Loan_ed5: Equidistant intervals, 5 categories, the class
of equivalence ‘Loan’, levels - very high, high,
medium, low, very low, for the respective category

e Loan_ef5: Equifrequent intervals, 5 categories, the class
of equivalence ‘Loan’, levels - very high, high,
medium, low, very low, for the respective category

e Loan_efl1: equifrequent intervals, 11 categories, levels
(overlapping) as shown in Table VII, the class of
equivalence ‘Loan’
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e Loan_edlI: equidistant intervals, 11 categories, levels
(overlapping) as shown in Table VII, the class of
equivalence ‘Loan’

Moreover, in the task definition, different coefficients are
used. For the Loan_ed5 and Loan_ef5, a subset is used — that
is, a usual attribute-value pair creation. For the Loan_edl1
and Loan_ef11, a sequence of minimal length 1 and maximal
length 3 is used. The inclusion of the derived attributes in the
‘Loan’ class of equivalence ensures that only one attribute
representing the column Loan from the data matrix will be
present in the rule.

The task definition is as follows. In the antecedent, Client
properties and the Indicators group of attributes is set. In the
consequent, the attribute District is placed. A minimal
support is set to 30 objects, minimal Lift=1.5.

C. Results of the task

After 3 seconds, 221 rules were found. To obtain less
rules which are potentially interesting, it is possible to filter
out the consequences of AT/K-formulas contained in TKR.
Following the TK Framework of A/TK-formulas (see Fig. 5),
TKR is queried to obtain relevant formulas. The
Loan_amount attribute is present in the resulting rules and
the connecting element District is present in both resulting
rules and A/TK-formulas. This means that the A/TK-
formulas Loan_amount 11 Income and Loan amount 11
Price of flat are relevant.

After filtering out the consequences of Loan_amount 11
Income, 100 rules remain. 121 rules are consequences of the
Loan_amount 11 Income. 24 rules are consequences of the
Loan_amount 11 Price of flat, 20 of them are also
consequences of the Loan_amount 11 Income. This means
that 4 additional rules are filtered out and 96 rules remain.

After the consequences of A/TK-formulas are filtered out,
we query the TKR for explanations for the remaining 96
rules. 66 of them have a relevant explanation which is based
on the measure of the TK Average amount of mortgage. It
makes no sense to use explanations based on Income and
Price of flat, because those measures of TK were already
used in A/TK-formulas.

Table VII: Levels for Loan attributes with 11 categories

Loan category Rank Levels
(Loan_ef11, Loan_ed11)

cl 1 Very low
c2 2 Very low
c3 3 Very low / low
c9 9 High / Very high
cl0 10 Very high
cll 11 Very high

As for explanations, let us take following rule as an example:
Agent(internal) & Collection(No) & Loan_ed11(ed_8..ed_10)
=> (1.69) District(Hlavni mesto Praha)

The rule says that percentage of clients having internal
agent, not having collections, having high loan and living in
the district Hlavni mesto Praha is of 1.69 times higher than
the percentage of clients living in the district Hlavni mesto
Praha.
Found explanation for that rule is:
Hlavni mesto Praha => mortgage_avg(very high)
The explanation says that in the district Hlavni mesto Praha,
average amount of mortgage is very high. This explanation
could explain the high amount of the building savings loan
(coefficient ¢8..c10, present in the resulting rule) because
both loans (building savings loan and mortgage) are loans
for housing purposes which behave very similarly. This
knowledge (as stated in the last sentence) is a part of user’s
domain knowledge; the explanation supports and enhances
user’s domain knowledge.

Note that the framework of A/TK-formulas is not yet
implemented. The features presented above were solved
manually.

V. CONCLUSIONS AND FUTURE WORK

I have defined two approaches to applying Trusted
Knowledge — A/TK-formulas and the Explanation system. As
shown in section IV, using A/TK-formulas can significantly
reduce the number of resulting patterns which are generated
by the data mining system. This helps the user to concentrate
on the rules which are interesting from the user’s perspective
(they are not the consequences of known Trusted
Knowledge). Moreover, as introduced in section III.B, the
explanations enhancing user’s knowledge could help the user
to better understand the results of the task.

Furthermore, I have defined a new way of assigning
categories to the levels of attributes and measures of TK —
the rank-based approach based on assignment rules.

In Fig. 7, I summarise the three approaches introduced in
the paper — SI-formulas, A/TK-formulas and the Explanation
system. [ distinguish three types of knowledge. Data
knowledge is the knowledge obtained applying the data
mining system on the data. Domain knowledge is the
knowledge obtained from domain experts. Trusted
Knowledge is the knowledge obtained from trusted
organisations such as state ministries, statistical offices and
so on. Based on this categorisation, it is possible to describe
the three approaches mentioned above.

A. FOFRADAR and SI-formulas

Domain knowledge in the form of mutual influence of
attributes from analysed data (SI-formulas) is used to draw
consequences and obtain adjusted (filtered) results of the
task. By now, the levels of each attribute were created in
coordination with the domain expert. Additionally, a newly
proposed rank-based approach was introduced to create
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Data Domain knowledge Trusted knowledge
knowledge
A. B. C.
Resulting Consequences Consequences Explanation
patterns of Sl-formulas of A/TK- system
formulas

AV
Adjusted
resulting
patterns

Fig. 7: Summary of used approaches

levels of attributes automatically in situations when the
domain expert is not available.

B. A/TK-formulas

A/TK-formulas utilize the newly proposed concept of
Trusted Knowledge in combination with the concept of
mutual influence introduced in FOFRADAR. This
combination of the domain knowledge and Trusted
Knowledge is also highlighted in Fig. 7. In this case, it is a
mutual influence between an attribute from analysed data
and a measure of TK. The levels of the attribute derived
from analysed data can be created either in coordination with
the domain expert or with the use of the rank-based
approach. The levels of the measure of TK are created using
the rank-based approach. The consequences of the mutual
influence are drawn automatically and again, adjusted results
are obtained. A connecting element is used to connect the
measure of TK and resulting patterns.

C. Explanation system

The third approach uses the concept of explanations.
Trusted Knowledge in the form of the explanations which
are relevant to the results of the task is offered to the user.
The consequences of Trusted Knowledge are not drawn
automatically. The reasoning is left to the user. A connecting
element is used to connect an explanation and resulting
patterns.

Implementation of A/TK-formulas is left for the future
work. The framework also needs to be tested on more
complex rules. To get even more benefits from the proposed
framework, a sort of publically available sharing of TKR
seems to be a next logical step, as for example in [17].
Moreover, a further automation of the task definition and
drawing conclusions will be possible due to the defined
LMCL scripting language. Another way how to elaborate
upon the framework is to applicate it to the data mining with
histograms [18].
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Abstract—This paper is an attempt to support effective decision
making in building management by assisting maintenance pro-
cesses. Knowledge about buildings is stored in a graph with many
hierarchies. This representation allows us to express different
types of hierarchical dependencies between building parts, like
geometrical and functional ones, in one structure. Moreover, such
a structure is useful to extract subgraphs containing information
necessary for a given computational task, such as locating a
desired place and the shortest path leading to it. As maintanance
processes often require dynamic path target selection, modified
indoor navigation methods are proposed. The paper presents
the capability of the described knowledge model to cope with
complex queries referring to different types of information. The
considered examples show that the proposed approach can be
used for various facility maintenance management applications.

I. INTRODUCTION

COMPUTER-AIDED facility management system re-
quires extensive information of multiple dimensions as
it deals with problems of inspecting, repairing and substituting
equipment in a cost-effective way [1]. As facility maintenance
management directly affects the satisfaction of building users it
should be able to identify problems and maintain the facilities
in a time, cost and resource effective manner [2]. Simulation of
equipment running conditions in a design phase of a building
model can reveal the need of changes in facilities arrangement
or even of the redesign of the equipment location spaces.
Good decisions for building maintenance require integration
of various types of information and knowledge. Systems
providing such an integration are actively researched [3].
Information about the geometrical and physical properties
of a building is the most basic one. On top of this data,
additional types of information can be added: which doors
can be freely opened and which require a keycard, how rooms
are numbered, which are used as office rooms and which as
storage rooms, which employees are assigned to which rooms,
etc. Some types of information may concern not the physical
building, but be related to the building users, for example
an organisational chart of the company which occupies the
building, working hours for company departments, etc.
Having more types of information increases the breadth of
knowledge available to a facility management system. This,
in turn, makes the system more likely to be able to answer
unusual and complex questions, which can enable innovative
ways of managing the building. One of the problems of facility
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maintenance in modern buildings is finding information about
equipment which can be turned off for some time to lower
energy consumption. For example, in order to reduce the
costs of building maintenance the current requirements for air
conditioning of different building spaces should be considered.

Finding the useful information in a facility management
system can greatly reduce costs of building maintenance.
The effective maintenance of building facilities often needs
navigation tools to locate a target place, like a storeroom of
spare parts or a broken appliance, and the shortest path leading
to it. It is also important to navigate the maintenance staff to
equipment which should be operated manually by the shortest
paths.

Navigation systems are, in general, concerned with deter-
mining the current location of their user, finding the optimal
path to a target point, and then guiding the user along this
path. Outdoor devices usually use satellite-based location
services, but these services are unreliable inside buildings.
Indoor systems use alternative approaches based on Wi-Fi [4],
UWRB, RFID [5], etc. Approaches based on matching images
from smartphone cameras to the database of unique landmarks
were also proposed [6]. In the last resort, the user can simply
be asked to mark their current location on a map.

The optimal path is usually defined as the shortest one, and
calculated by an appropriate graph algorithm. This implies that
the system must have an alternative map in the form of a graph.
This graph will usually have nodes representing doors and
other important points in the building, and edges representing
possible movements of a person walking from one point to
another one [7].

The guidance part can be limited to showing a map with
a drawn path, or can be provided as a list of commands
(“go straight 100 meters, then turn right and walk another
50 meters”). Humans do not have an innate understanding
of numeric distances and angles, therefore instructions using
landmarks (“walk up the stairs, then turn towards the coffee
machine”) are easier to follow [6]. In the extreme case, when
the navigation device does not use any location service and
cannot update its own position in real-time, the guidance
instructions may simply be a sequence of photos showing
landmarks the user should walk by on their way from the
starting to the target point [8].

Navigation strategy proposed in this paper is based on
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knowledge about the building layout stored in the hierarchical
graph structure. Its multiple hierarchies allow for building
models which represent not only the spatial hierarchy of
rooms and floors, but also other functional and administrative
dependencies. This additional knowledge stored in the graph
can be used in the target selection phase.

Currently available navigation tools require users to specify
a single point as a target, either by directly marking it on a
map or by providing a description which can be translated by
the device to point coordinates (‘“the room with the number
3037, “the coffee machine closest to my current position”).
The system based on the graph model proposed in this paper
will be able to find targets described in a parametric way
or specified by selected attributes (for example, the type of
a scientific equipment shop). The hierarchy grouping graph
nodes into larger entities makes it possible to accept requests
for “the closest laboratory belonging to the Department of
Organic Chemistry”. What is even more important, specifying
targets which resolve to a set of points will also be possible:
“all office rooms belonging to the Department of Games” will
make the navigation device guide its user from one room to
the other.

The hierarchical nature of the graph model can also be
useful for path searching algorithms. It provides the possibility
of filtering the graph by hierarchy type and level, eliminating
knowledge not related to the task of finding a path between
two points in the chosen fragment of the building. The number
of data to be analyzed is greatly reduced, thus speeding up the
search.

II. RELATED WORKS

Building maintenance can be seen as the combination of
administrative and technical actions to ensure the items of
the building in an acceptable standard to perform its required
functions [9]. The main objectives of building maintenance
are: extending the useful life of the buildings, providing save
and efficient working or living environment and maximization
of economic and aesthetic values of the buildings. Building
maintenance can be seen as an activity in facilities manage-
ment [10] and considered as the part of the construction sector
[11].

Building management requires taking many important deci-
sions regarding the way of inspecting, maintaining, renewing
or replacing existing facilities [1]. To support decision making
at different stages of a building lifecycle the constant acqui-
sition and analysis of data is needed [12]. Limited access to
accureate data, knowledge and integrated of multiple domains
makes it difficult to create user-friendly interfaces for decision
support in operation and maintanance of building facilities
[13].

Good decisions for building maintenance require integration
of various types of information and knowledge. Current BIM
applications are not able to fully exploit the capabilities of the
knowledge systems. In [14] and [15] Radio Frequency Identi-
fication (RFID) is proposed to collect and share maintenance
data with the most minimal manual data entry. The method is
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used in an integrated system proposed in [3] which captures
both, information and knowledge. The system developed in [3]
concerns rather capturing information and knowledge, while
the efficiency of the system is improved by the automation
of data capturing by means of technologies such as RFID.
The system helps maintenance teams learn from previous
experience and trace the history of a building elements on
the base of Case-Based Reasoning system (CBR).

Majority of the current building maintenance systems
mainly focus on capturing either information or knowledge.
On the other hand many currently available building main-
tenance system capturing information and knowledge are
concentrated on tracing the history of the building and learning
from previous experience.

In our approach, we focus on another aspect of the effective
maintenance of building facilities—navigation to locate a
target place, like a storeroom of spare parts or a broken
appliance, and the shortest path leading to it as well as
finding information about equipment which can be turned off
for some time to lower energy consumption. To allow for
effective navigation and finding information about equipment,
the hierarchical graphs with multiple hierarchies of various
types are used as a representation of building models.

Graph structures are commonly used to model relations
in many systems [16], [17]. They can be used in design
systems to model topological relations between components,
in databases to model logical relations between objects as well
as to model data and control flow or specification and analysis
of software systems. In many real applications, modelling
systems by plain graphs (graphs where edges and nodes are
sets without additional structure) is insufficient. The complex
systems are very often hierarchical, thus graphs with hierarchy
should be used as the models [18]-[20]. Graphs of this kind
allow not only for modelling hierarchical relations between
components of the system but also for hiding some details
of “encapsulated” subgraphs. Hierarchical graphs used in
conjunction with graph transformation rules can be used to
manage changes in the state of big and complex systems like
computing grids [21].

During the last years several models based on graphs with
hierarchy have been defined [22]-[33]. They were used for
modelling global computing systems, syntactical structure of
agents, mobile systems, design systems, granular computing,
etc. It turns out that existing hierarchical graphs are not suffi-
cient to efficiently model objects considered in architectural
design and engineering problems. The good representation
should allow for expressing multi-argument relations between
parts of different components, hierarchical dependencies be-
tween different parts of design, as well as many hierarchies of
different types, where not all components must belong to the
hierarchy. None of the mentioned models allows for modelling
of all required features.

Therefore in this paper hierarchical graphs with multiple
hierarchies of various types are proposed as representation
of building models. The considered graphs are composed of
nodes, which represent object components, and edges repre-
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senting relations between them. In given graph nodes other
nodes and edges can be nested. Graph nodes with nested atoms
are called hierarchical. Hierarchical nodes may be used to hide
certain details of a designed object that are not needed in a
given moment or to group objects having common features
(geometrical or functional). Graph hierarchies enable us to
group elements according to different objectives and consider
the project at a chosen level of detail. Hierarchical graphs
encode the knowledge about created designs and therefore
enable to efficiently reason about the conformity of designs
with specified design criteria [34].

In this paper, a multi-hierarchical graph model is used
to search for possible routes in a given building. The most
common graph algorithm for route calculation is the Dijkstra’s
algorithm. Other graph algorithms like A*, Floyd-Warshall or
Bellman-Ford [35] are also used to determine the shortest path
from a source to a destination. In [36] a reduced visibility
graph is used to reflect possible route choices and the Fastest-
Path Algorithm finds the fastest path for travelers [37]. In [38]
metrical-topological models constructed from labelled floor
plan geometry are used to describe the shape and connectivity
of space, and constitute useful underlying tools for wayfind-
ing. However, for almost all current navigation applications
complex building interiors with large open spaces and vertical
communication means present challenges.

III. THE GRAPH-BASED REPRESENTATION OF
BUILDING-RELATED KNOWLEDGE

In this section the extended graph-based data structures,
which better reflect the intrinsic nature of design objects, are
described. They enable to express geometrical properties of
objects together with their other attributes and different types
of relations between object components.

Flat graphs are often used to model internal structures
of objects. Nodes represent components of an object, and
relations between them are represented by edges. These simple
models are no longer convenient when components themselves
need to be decomposed into sub-components without losing
their identity. In such a case, the model has to contain nodes
representing both the component and its parts.

Hierarchical graphs can represent the connection between
the whole and its parts in a straightforward way, because
nodes and edges can be nested inside other nodes. A graph
node with nested atoms is called hierarchical and represents a
component as a whole, while the children atoms represent this
component’s internal structure. Graphs considered in this paper
also allow for expressing relationships between components
located on different hierarchy levels, i.e., edges can connect
nodes nested in different parents.

The considered graphs are multi-hierarchical, i.e., there is
a possibility to define hierarchies of different types in one
graph. Many hierarchies defined in one graph allow us to
specify different types of hierarchical dependencies between
graph elements. Such a representation makes it possible to
filter the knowledge stored in the graph by selecting specific
hierarchies. Moreover, there is a choice of different views of

the project consisting of selected hierarchies including only
relevant subsets of graph atoms.

The proposed multi-hierarchical graphs can represent a
complex object at different levels of detail and different stages
of the building lifecycle. They allow for hiding unnecessary
at the moment low-level data and presenting only an outline
of the object or showing a detailed view of the whole object
(or of its part). The considered multi-hierarchical graphs are
an extension of labelled and attributed graphs. Nodes and
edges are labelled by names of components and relations,
respectively. Semantic aspects of components and relations are
encoded in sets of attributes assigned to nodes and edges.

Use of multiple graph hierarchies, instead of a single
hierarchy, allows for additional knowledge to be encoded in
the graph structure. Each hierarchy can correspond to different
element grouping criteria. Reasoning about designs [34] can
be more efficient thanks to the possibility of selecting both the
hierarchy type, level, and the appropriate components of the
object.

Let us introduce a formal description of the proposed multi-
hierarchical graph model.

Let 3y and X g be two disjoint alphabets of node and edge
labels, respectively. Let A be a nonempty, finite set of node
and edge attributes. Let D, denote a fixed, nonempty set of
admissible values for attribute a € A, called the domain of a.

Let the set of nodes and edges of a graph GG, known together
as graph atoms, be denoted by U, i.e., U =V U E. It can be
assumed without loss of generality that Xy, X, A, V and F
are pairwise disjoint.

Some graph atoms may be completely outside the hierarchy,
in the sense that concepts like “set of children” and “parent”
are not applicable to them at all. Let L be a fixed value,
different from all graph atoms, which will be used to denote
this case in the following.

Definition 1: A mapping ch : V. — 2V U {1} is a child
nesting function if and only if:

o Yo,w eV :w e ch(v) = ch(w) # L, ie. if a node is a
child of some other node, then it is a part of the hierarchy
and thus must have its own set of children (which may
be empty),

e Vx e UVv,u €V :x € ch(v) Az € ch(u) = v = u,
i.e., an element cannot have two distinct parents,

o« Yo € V:v ¢ cht(v),ie, no element can be its own
descendant.

For node v € V, ch(v) is known as a set of its children,
ch™(v) as a set of its descendants, and ch*(v) denotes a set
containing both node v and its descendants.

Definition 2: A multi-hierarchical graph over Xy, X5 and
A with n hierarchies (where n is a fixed natural number) is
asystem G = (V, E, s, t, chy, ..., chy, vlb, elb, atr, val),
where:

o V and F are disjoint finite sets, with V' being non-empty,

whose elements are called nodes and edges, respectively,

e s: = Vandt: E — V are mappings assigning to

edges their source and target nodes, respectively,
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Fig. 1. An example graph model with three hierarchies

e ch; : V —2VU{L}, wherei = 1,...,n are child nesting
functions,

e vlb:V — Xy and elb : E — Y are node and edge
labelling functions, respectively,

e atr: U — 24 is a node and edge attributing function,

e val : UXx A — D, with D = UaeADa’ is a partial
function such that for all x € U and a € A if a € atr(x),
then val(z, a) € D,.

In Fig. 1 an example of a graph with three different hierar-
chies is presented. In the first hierarchy, nodes representing
rooms and other spaces are nested in hierarchical nodes
representing floors. Edges which connect nodes represent
accessibility. All graph elements belonging to this hierarchy
are drawn as solid ovals and lines.

The second hierarchy is used to group stair segments into
staircases. While stair runs and their landings are contained
in their specific floors, staircases considered as a whole do
not belong to any floor. Therefore, the node in Fig. 1 which
represents a staircase is not a part of the first hierarchy, and
is drawn with a dashed line to underline this fact.

The third hierarchy stores knowledge about administrative
room assignments. In this example there are four rooms
assigned to the Department of Radioastronomy. Nodes rep-
resenting these rooms are nested in the node representing the
department.

It should be noted that a graph atom can belong to several
hierarchies at the same time. For example, nodes representing
stair segments are a part of the spatial and of the vertical
spatial hierarchy; they are not a part of the administrative one.

Notions of a subgraph of a multi-hierarchical graph, an
induced subgraph and a single view are useful tools for
filtering the knowledge stored in a graph model.

Parts of an object represented by a multi-hierarchical graph
correspond to its subgraphs.

Definition 3: A graph G = (Vg, Eg, sg, tg, chig, «- -,
chna, vlbg, elbg, atrg, valg) is a subgraph of a graph
H = (Vy, Eg, sg,tu,chig, ..., chy g, vlbg, elby, atry,
valy) if:

o Vo CVa;

e Ec CEyandVe€ Eg :sp(e) € Vg Aty(e) € Vi

o SG = SH|Es ta = tH|EsS

o Vo € Vi : chig(x) = chig(x) N (Ug U {L}) where

1=1,...,n,

. vle = Ule|VG, Ele = ele|EG;

o« Vz € Ug : atrg(z) C atry (z),

o Vo e Ug,a € A:valg(z,a) =valy(z,a).

A subgraph in which all edges connecting selected nodes
of a given graph are present is called an induced subgraph.

Definition 4: A graph Ind(Vy) = (V;, Ey, sy, t1, chyi g,
.ovy Chy g, vlby, elby, atry, valy) is an induced subgraph of
an graph H = (Vy, Ey, su, tg, chig, ..., chy g, atry,
valy) if Ind(V7) is a subgraph of H, where E; = {e € FEp :
sp(e) € Vi Atg(e) € Vit

Searching for specific information about the design, the
designer often needs to take into consideration only one graph
hierarchy. A subgraph which contains all nodes of the selected
hierarchy and edges representing relations between them is
called a single view.

Definition 5: Let H = Vg, Eny, sg,tu, chim, ..., chym,
vlby, elby, atry, valy) be a graph and let ¢ be a fixed
number 1 < ¢ < n. A graph S(ch;) = (Vs, Es, sg, ts,
ch;s, vlbg, elbg, atrg, valg) is a single view determined
by the hierarchy ch; j if S(ch;) is a fragment of an induced
subgraph of H where Vg = ch};(Vy)NVy and ch; for j # i
are omitted.

IV. CASE STUDY

A university building is used as an example in this section.
Fig. 2 displays a part of its floor plan, which includes several
rooms belonging to two departments, a student canteen and a
staircase. A multi-hierarchical graph which models this build-
ing has four hierarchies: spatial, vertical spatial, functional and
administrative. A graph with many hierarchies is difficult to
arrange on a diagram in a clear way, therefore the following
figures show different views of this graph.

The first hierarchy, which groups together nodes represent-
ing rooms belonging to the same floor and places them inside
a node representing this floor, is the most obvious one. It also
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Fig. 2. A fragment of a university building floor plan

provides nodes representing entry/exit points which are used
to move between adjacent spaces in the building. Most of
them represent doors, some represent stair landings. Edges
connecting these points denote accessibility and are attributed
with numbers representing costs of traversing the edges (i.e.,
the time required to walk from one point to the other). A single
view showing this spatial hierarchy is displayed in Fig. 3.

The second hierarchy is also based on physical containment,
but it groups spaces in the vertical direction. It is named
“vertical spatial” and provides hierarchical nodes representing
staircases and lifts—that is, objects which cross floor bound-
aries.

The third hierarchy (see Fig. 4) divides the building into
functional areas. All corridors and stairs are assigned as
children of the “communication” node, personal rooms of
university employees as children of the “staff offices” node,
canteens and other places where food can be bought are
assigned to the “gastronomy” node, and so on.

The fourth hierarchy (see Fig. 5) provides nodes corre-
sponding to the administrative structure of a university (chairs,
departments, etc.) and places rooms inside these nodes.

Usually, floor layouts like the one displayed in Fig. 2 show
only the geometry of the building and room labels. A multi-hi-
erarchical graph model is able to store additional information.
This extra knowledge can be used to support specific facility
management tasks.

A. Case 1: HVAC system

Modern buildings usually have HVAC (heating, ventilation,
and air conditioning) systems which are centrally managed by
a BMS (building management system). To reduce the energy
consumption, the BMS often switches off the HVAC systems
at the end of a day and turns them back on the next morning.

In a university building there are additional chances for
saving energy, offered by irregular events. A special event can
be accompanied by a university-wide cancellation of classes,
which means that nobody will use lecture halls and student
laboratories. On a smaller scale, a conference attended by a
department can mean that the staff from that department will
be absent for several days, and AC in their office rooms can
be turned off for that period.

To take advantage of such events, a manual HVAC schedule
adjustment must be made at a BMS computer terminal. Mak-

ing adjustments room by room is time-consuming and error-
prone. The BMS can make this procedure easier by letting
the operator specify a group of rooms and then apply the
adjustment to the whole group in a single step. The procedure
gets even easier if the group can be automatically defined.

Integrating the BMS and the multi-hierarchical graph model
makes it possible. The set of graph nodes representing office
rooms belonging to a considered department is calculated
on the basis of knowledge stored in the administrative (see
Fig. 5) and functional (see Fig. 4) hierarchies. Alg. 1 shows
the algorithm which implements this calculation. For example,
when given the name “Department of Games” as an argument,
function OfficeRooms returns a set of nodes representing
rooms number 007 and 008. Returned graph nodes are mapped
to objects representing these rooms in the BMS.

B. Case 2: navigation support

Let us consider a case of guiding a maintenance technician
to a correct shop. The technician was called in to check a
non-working piece of scientific equipment, and he determined
that a repair is possible but requires a spare part and/or use
of specific tools. The required items can be obtained from
workers in an equipment shop. The problem is, the building
contains several such shops, and going to a wrong one is a
waste of time. The shops are assigned to departments, and

Algorithm 1 Outline of an algorithm used by the BMS

Room selection algorithm.

Input: a name of a department or other administrative unit.
Output: a set of nodes representing office rooms assigned to
this department/unit.

constants
offices := the node labelled “staff offices”
function OfficeRooms (administrativeUnitName)
v := the node labelled administrativeUnitName

A = Chz_dministrative(v)
B := Chj'unctional(oﬁces)
return ANB

endfunc

21
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because of university accounting rules, shop workers may not
expend resources to fix equipment belonging to an unrelated
department.

A navigation application with a dynamic target selection
algorithm can help the technician to get to the correct shop.
Pseudocode in Alg. 2 shows how to implement this guidance
algorithm. We assume that the technician starts in the room
with a broken piece of equipment. The SearchForShop pro-
cedure uses this assumption to determine which department
this equipment belongs to. It can then take the set of nodes
contained in the node representing this department (adminis-
trative hierarchy) and intersect it with the set of nodes nested
in the “shops” node (functional hierarchy). This determines the
room—or, if the department has more than one shop assigned,
the set of rooms—to check in the first search phase.

Then, the application should direct the technician to the
nearest room from this set. This is implemented in the TryN-
odes procedure. The code finds the shortest path from the node
representing the room the technician is currently in to any of

the nodes representing rooms to check (or rather, from a node
representing an entry/exit point in the current room to any
node representing a point in the destination rooms). To speed
up the search the Dijkstra’s algorithm is applied not to the
complete graph model, but to its subgraph. Specifically, to a
spatial hierarchy subgraph induced by start and destination
nodes as well as by nodes which in the functional hierarchy
are nested in the “communication” node.

If, when arriving at the destination point, the technician
finds the shop closed or the replacement part unavailable, then
they command the navigation application to direct them to the
next shop. The application removes the node representing the
visited shop from the set of destination nodes and repeats the
procedure described in the previous paragraph.

If required parts can not be obtained from any shop in the
department, the application checks the administrative hierarchy
to find the parent unit of the department, and considers shops
assigned directly to that unit. If necessary, it then proceeds to
the grandparent unit, the great-grandparent unit, etc.
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Algorithm 2 Outline of an algorithm used by the navigation application

Dynamic target search algorithm.

SearchForShop determines which sets of rooms to visit in each search phase.
TryNodes is an auxiliary procedure which navigates the user between rooms.

constants
shops
comm
D :=

:= the node labelled “shops”
:= the node labelled “communication”

SearchForShop
node representing the room user is currently in

procedure
u =
v o= paradministrative(u)
while v # NULL do
A = Chadministrativs(v)
B = Chfunctional(Shops)
TryNodes (AN B)
v o= paradministrative(v)
endwhile
report failure and end program, all possibilities exhausted
endproc

procedure TryNodes (setOfRoomNodes)
while setOfRoomNodes # () do
p =

A := subgraph of D induced by ch,,,;;

node representing the point user is currently in
(chfunctional(comm) U {p} U setOfRoomNodes)

S(chspatial). 1.€., the single view of the spatial hierarchy (see Fig. 3)

use Dijkstra’s algorithm on A with p as the source node and entry points of setOfRoomNodes as the target nodes

let rarget be the closest target point
targetRoom = parspaiql(target)

display map with the route from p to target
direct user to target

wait for user’s decision

if user wants to check another room then

setOfRoomNodes := setOfRoomNodes — {targetRoom}

else
report success and end program
endif
endwhile
endproc

Fig. 6 illustrates the result of this process: the shop assigned
to the Department of Design is closed, and the navigation
application displays directions to the shop belonging to the
Group of CS Departments. This path was calculated by the
Dijkstra’s algorithm invoked on a graph displayed in Fig. 7.

It should be noted that while SearchForShop implements
a very specialised algorithm specific to this case, TryNodes
is a general navigational procedure, able to direct people to
successive rooms from the set given as its invocation argument.
It should be possible to reuse TryNodes without modification in
many other algorithms solving different navigation problems
faced by university visitors, students and staff.

V. DISCUSSION

As demonstrated by these case studies, the use of multiple
hierarchies in a graph model allows that model to represent
several different hierarchical relations in a natural way. Knowl-
edge stored in these relations can be combined and used to
extract subgraphs which contain information necessary for a
given computational task. This reduction of data size speeds
up processing.

Knowledge concerning properties of a single building com-
ponent can be stored in attributes of the graph node corre-
sponding to that component. In the case studies, types of shops
are represented in this way. This additional information could
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be used by an enhanced navigation algorithm to narrow the
set of rooms to be visited, but it would require the technician
to specify the type of a shop he is looking for, which would
consist an additional input parameter of the SearchForShop
procedure.

In the presented approach, it is assumed that architectural
building designs are created by means of CAD tools with
the use of Building Information Modeling (BIM) technology.
As the IFC (Industry Foundation Classes) format [39] is an
interoperable BIM standard for CAD applications, a graph
model of the considered building can be created by extracting
the information about the topology of its spatial layout from
the IFC file. On the basis of IFC entities and relations between
them, the accessibility relations between building spaces are
computed and stored in the graph structure. However grouping
nodes into other hierarchies than the spatial one have to be
done later by the person responsible for the maintenance of
the building information (BMS operator).

Therefore the BMS operator has to take care of modifica-
tions in the building design structure or functionality during
its lifecycle in order to maintain the consistency of multi-hi-
erarchical graph representation of the building with its current
status. The proposed formalism has an additional capability
of supporting the preservation of information consistency and
integrity. For example, when a room is divided into two new
ones, the system can provide the additional level of securing
correct assignment of information. It assigns to new rooms
places in both functional and/or administrative hierarchies. In
a similar situation of adding an extension to the building (new
rooms) the formalism will also help to assure that all required

information is provided.

However, there are some situations which require our for-
malism to be adjusted to cope with them. For example in case
when two staff members work in the same room, and one of
them changes the department in which he works, a problem
arises as the same room can not be assigned to two different
functional units, as an in graph terms it would mean that one
node has two parents in the same hierarchy. In some cases this
problem can be solved by assigning a room to a functional
unit at the higher level of the hierarchy, in others it could be
virtually divided into two parts.

VI. CONCLUSION

This paper deals with supporting effective decision making
in building management by assisting maintenance processes.
As building maintenance require integration of various types
of information and knowledge, the multi-hierarchical graph
representation of buildings was proposed. This representation
allows us to express different types of hierarchical dependen-
cies between building parts, like geometrical and functional
ones, in one structure. The additional knowledge concerning
properties of building components is stored in attributes of the
graph nodes corresponding to these components.

The described multi-hierarchical graph-based building
model is useful in facility maintenance aspects. It provides
the possibility of filtering the graph by the hierarchy type
and level, eliminating knowledge not related to the given task.
On the one hand, it helps in finding information constituting
answers to complex queries referring to different types of
information. On the other hand, it helps in finding a path
between a starting point and a dynamically selected target
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point in the chosen fragment of the building, by enabling
to consider only relevant subgraphs specified by selected
hierarchies. In both cases the number of data to be analyzed
is greatly reduced.

The considered problems were presented on examples set
in the environment typical for the campus/educational estab-
lishments. The proposed solutions can be used with minor
changes for BM systems of public buildings or other complex
buildings where people have to be navigated. The proposed
model can be extended in several ways. It was used in this
paper as a knowledge base for the navigation within the
building on the basis of the shortest path algorithm. It can
also be used for creating tools which would support persons
with disabilities helping the to find the easiest/most accessible
route (not always the shortest).
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Abstract—The article presents research results
concerning critical success factors in IT
projects consisting in ERP, CRM, BI and DM
system implementations, completed between
2013 and 2017. The research stems from the
need to update knowledge concerning critical
success factors in projects completed in com-
mercial enterprises. The research was carried
out in medium and large enterprises imple-
menting outsourcing-based projects. The re-
search was conducted on five types of IT
projects: standard implementation, upgrade,
re-implementation, roll-out and implementa-
tion of a standard system with an add-on. The
article will help better understand the influence
of critical success factors on the implementa-
tion of IT projects during the whole project life
cycle.

[. INTRODUCTION

THE article belongs to a cycle [1] [2] of publications
concerning critical success factors in IT projects con-
sisting in the implementations of ERP, CRM, BI and DM
management information systems completed based on
outsourcing, defined by Auksztol [3] as a contract with an
external body or internal organizational unit, set up in or-
der to obtain IT services along with the supporting HR
management, resource management and processes. The
article presents the most recent research results on Criti-
cal Success Factors (CFSs) in Poland in the group of
ERP, CRM, BI and DMS implementations in enterprises,
thus updating Soja’s research conducted in the group of
ERP [4] system implementations. During the research,
two important assumptions were made, differentiating
this study from others:

1. According to Kerzner [5], research and analyses of
projects completed based on outsourcing should consider
the relations between the client and the supplier. We need
to indicate, following Lichtenstein [6], that there is a par-
tial incompatibility of interest between the client and the
supplier, manifesting itself in a clear contradiction be-
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tween the maximization of the supplier’s profit and the
client’s wish to complete the project at the lowest possi-
ble cost. My research [2] has confirmed Lichtenstein’s
observations—the goals and interests of a client and a sup-
plier implementing an IT project are partially contradic-
tory. For this reason, in my opinion, it is important to ana-
lyze CSFs separately from two different perspectives: the
client’s and the supplier’s. The presented research results
refer to the client’s perspective.

2. Studying IT projects with the use of institutional
economics, and especially the agent theory and the con-
tractual theory, we can state that information asymmetry
between the supplier and the client can influence project
completion [7]. In my research, I carried out a series of
studies employing qualitative methods indicating that in-
formation asymmetry between the supplier and the client
influences the completion of IT projects during the entire
project life cycle, i.e. at the preparatory stage (defining
business requirements, selecting a system and a supplier),
project completion stage and system operation (service
level agreement—SLA) [8] [9]. Qualitative research led
me to quantitative research concerning CSFs, indicating
that information asymmetry is one of many CSFs requir-
ing analysis. It is noteworthy that this factor was not ac-
counted for in earlier research concerning CSFs, which
can be seen from research results concerning ERP system
implementations [10].

Research on CSFs in IT projects consisting in ERP,
CRM, BI and DMS implementations in Poland was
prompted by the following phenomena:

1. We observe the paradox of IT outsourcing, manifest-
ing through a dynamic development of this concept in lit-
erature with a simultaneously high failure rate of IT
projects completed based on outsourcing [11].

2. The increasing technological and business complex-
ity of I'T projects, which leads to changes in CSFs.

The presented article consists of four sections. The lit-
erature studies chapter, concerning CSFs, is a synthesis of
the problem as discussed by researches over the last 10
years. The methodology chapter presents research ques-
tions, the methods of data collection, a characteristic of
the respondents and the research method. The chapter
dedicated to research results presents data describing
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CSFs in Poland. In the last chapter, data obtained from
the study is interpreted, limitations of the research are
presented and further challenges in conducting CSF stud-
ies are indicated.

Critical success factors in IT projects

Bullen and Rockart [12] have defined CSF as “the lim-
ited number of areas in which satisfactory results will
ensure successful competitive performance for the indi-
vidual, department, or organization. CSFs are the few
critical areas where ‘things must go right’ for the business
to flourish and for the manager’s goals to be attained”.
The increasing significance and the relevance of issues
linked to the effectiveness of IT project implementation
have contributed to the proliferation of publications con-
taining many diverse approaches—and different research
perspectives—of crucial success factors in IT projects. A
noteworthy example is the cognitive taxonomy map of
the axis of analysis of critical success factors in manage-
ment information systems, mainly ERP systems, designed
by Shaul and Tauber [10].

Strategic—tactical axis.

It groups critical success factors according to the com-
pletion of strategic and tactical plans of the enterprise
where the implementation project is completed [13]. Tac-
tical success factors cover factors concerning the tech-
nical configuration of IT systems and activities linked to
project management carried out by the medium level of
company management. Strategic success factors cover
factors linked to the strategy of IT project completion
carried out by the higher-level company management.

Organization—end user axis.

Esteves, Pastor [14] and Al-Mashari [15] indicate crucial
success factors linked to economic and non-economic
benefits of the organization's investment in management
information systems. Researchers group them separately
for the organization and for the end users.

Public institutions—companies axis.

Chang [16] identifies crucial success factors for IT pro-
jects completed in public institutions and companies.
Also, Dyczkowski [17] indicates critical success factors
in IT implementation projects in the public sphere in Po-
land. The character and nature of the organization influ-
ences the key success factors.
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National—global axis.

According to Zhang [18], a unique nature of organiza-
tional culture and national culture of the organization
where an IT project is implemented influence the final
result. This type of research was also completed by Soja
[19] in Poland, Colmenares [20] in Venezuela, Wu and
Wang [21] in Taiwan, He and Brown [22] in China and
Kamhawi in Bahrain [23].

Endogenic—exogenic axis.

Researchers point out that in defining the crucial suc-
cess factors, it is important to provide for factors such as
the competitiveness of the enterprise, the character of the
industry, the level of innovativeness and the goals and
interests of the external group of stake-holders [24].
Markus and Tanis [25], as well as Soh [26] stress that
culture and enterprise management methods, its financial
situation, size and organizational structure influence the
crucial success factors.

Developing—developed countries axis.

Livermore and Ragowski [27] indicate differences in
the completion of MIS implementation projects in differ-
ent cultures. Ngai identifies and discusses critical success
factors in IT projects completed both in developed and
developing countries [28]. The specific character of cru-
cial success factors in developed and developing coun-
tries is analyzed by many researchers, including Soja [19]
in Poland, Colmenares [20] in Venezuela, Wu and Wang
[29] in Taiwan, as well as He and Brown [22] in China.

Cultural-technological axis.

Estevez and Pastor [30] stress that critical success fac-
tors should provide for technical aspects of information
management systems. Plant and Willcocks [31] indicate
that even though an MIS implementation in an enterprise
is not a technological, but mainly organizational event,
we need to consider specific technological characteristics
of software, including systems requirements for servers.
On the opposite side of the axis, we can find cultural
factors influencing an IT implementation project.

Project life cycle-individual project phase axis.

Umble stresses that critical success factors should be
designed for individual phases of project life cycle, con-
sidering all the technical and organizational conditioning

[32].
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Corporations—SME axis.

Researchers classify critical success factors based on
the organization size. Buonanno [33] presents separate
groups of critical success factors both for small and me-
dium-size enterprises. Loh and Koh identified two groups
of critical success factors for IT projects of ERP imple-
mentations in small and medium-sized enterprises in
Great Britain [34]. Wu and Wang [21] have carried out a
comparative analysis of IT project completions in SMEs
and large corporations, and identified two CSF groups.

II. RESEARCH METHODOLOGY

The main research goal is to identify the factors which
influence the effectiveness of completing ERP, CRM, BI
and DMS implementation projects based on outsourcing
from the client’s perspective. The research was completed
based on the formula of four project—research steps. The
use of three research methods in four steps stemmed from
the wish to complete data triangulation and verify indi-
vidual conclusions in subsequent projects.

Step 1. Literature analysis.

Step 2. Case studies allowing us to form a research hy-
pothesis based on qualitative research, which will then be
verified in Step 3.

The research hypothesis is:
Hl:

Do the factors-predictors presented in Table 1 really in-
fluence the effectiveness of MIS implementation projects
from the client’s perspective?

According to the classic definition of IT project suc-
cess, it is understood as completing the project within the
planned budget, schedule and achieving the planned busi-
ness goals, i.e. implementing the functional range.

Step 3. Quantitative research using structural equation
modeling. The research goal is verifying the research
hypothesis posed in Step 2.

In Step 3, in the period between January 2016 and
March 2017, 127 clients-participants, using a website,
completed a survey consisting of the following questions
for each of the factors-predictors presented in Table 1:
P1-6, P2-7, P3-5, P4-6, P5-6, P6-5, P7-5, P8—6, P9-5.

The research covered 61 observations concerning ERP
systems, 26—BI systems, 25-DMS and 15-CRM systems.
The studied sample of 127 IT projects contained the fol-
lowing number and structure of implementation types: 32

Table 1. Identified project success factors and their interpretation
from the client’s perspective.

Predictor code Factor-predictor
P1 Effective process of establishing functional requirements
for the implemented system
P2 Effective IT project management
P3 Credible estimation and agreement with the supplier

regarding project parameters, i. e. project scope, budget
and schedule

P4 Competence and engagement of the client project group
P5 Choice and use of an IT implementation method
P6 Motivation of the client project group

Added value brought by the supplier into the implemented
P7 system, i. e. knowledge concerning the functioning of
processes vs. the implemented functionalities

Information asymmetry between the supplier and the

P8 client
P9 Sharing knowledge about functionalities and technology
of the implemented system
standard implementations, 19 roll-outs, 31 re-

implementations, 27 upgrades and 18 vertical system
implementations. The research was carried out in medium
and large enterprises, as classified by the EU. The ana-
lyzed projects were completed in the following types of
enterprises: 25— enterprises specializing in internet sale of
FMCG products; 28—enterprises specializing in the instal-
lation and servicing of industrial machinery; 37—
enterprises from the life sciences industry; 5—transport
and shipping enterprises; 16—IT enterprises; 8—retail en-
terprises; 8—food processing enterprises. All the enterpris-
es showed profits in the year when the studied IT project
was completed. The geographic distribution of the enter-
prises was as follows: Mazovia—25%, Lesser Poland—
39%, Greater Poland—17% and Pokarpacie—19%.

In Step 3, quantitative methods were applied, i. e. struc-
tural equation modeling, which allow for capturing the
structure of relations between phenomena where hidden
variables occur As structural equation modeling allows
for modeling and testing complex phenomena, it becomes
the preferred method of confirming or rejecting theoreti-
cal models using quantitative methods [35].

Structural equation modeling (SEM) is used to test the
suitability of a given model to data and theory, under-
stood as hypothetical relations between conceptually
defined variables [36]. In the study, in order to test the
consistency of the theoretical model, a structural equation
analysis with the Partial Least Squares method (PLS) was
carried out. The analytical model was created according
to the reflexive model concept of latent characteristics.
Each of the 10 latent characteristics in the model was
represented by the observed indicators (50 altogether).
The study used WarpPLS, which allows users to imple-
ment the PLS model [37] according to its requirements.
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Step 4. In-depth analytical workshops with a selected
group of 10 respondents from the group of projects re-
searched in Step 3. The respondents included project
managers, board members and enterprise owners. The
analytical workshops consisted in completing structured
interviews with the respondents. One session with each
respondent was completed, lasting between 1 to 3 hours
each.

III. RESEARCH RESULTS
Coefficient of determination, otherwise known as the

co-efficient of definiteness, or R2 , 1s the measure of pro-
portion of the variance in the dependent (explained) vari-
able, which in our case is the evaluation of success in IT
project completion representing projects completed with
full success, understood as completed on budget, on time,
and with all the functional requirements implemented.
Independent variables are the nine predictors presented.

An analysis of the coefficients of model-to-data fit has
indicated that the created theoretical reflexive model had
a very good model-to-data fit.

The Tennenhaus GoF (Goodness-of-Fit) index equaled
0.41 (ideally >=0.36), the SPR index equaled 0.89 (ideal-
ly=1), the RSCR index equaled 0.98 (ideally=1), the SSR
index equaled 0.89 (acceptable if >=0.7) and the
NLBCDR index equaled 0.83 (acceptable if >=0.7). An
analysis of the total collinearity index of the AFVIF pre-
dictors showed that the average collinearity equaled 1.17
(ideally <=3.3).

Fig. 1 presents the model layout. Structural equation
analysis has revealed that the model was characterized by
a very good model-to-data fit and its parameters were not
affected by collinearity of variables. An analysis of coef-
ficients of explained variable has shown that model 9 of
latent variables accounted for 23% of variance in success
factors (the adjusted index equaled 17%). 77% were fac-
tors not considered in the study.

Study results interpretation

The presented results of both qualitative and quantita-
tive research on CSF, which influence the effectiveness of
outsourcing-based ERP, CRM, BI and DMS implementa-
tion projects from the client’s perspective, allow us to
formulate the following key conclusions.

In the group of analyzed factors-predictors, we can dif-
ferentiate between two groups: the first group is directly
correlated with project success, while the second group is
negatively correlated with project success. Below, a group
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of seven factors positively correlated with project suc-
cess, the so-called CSFs, is described.

First of all, the SEM analysis has shown that the
strongest factor-predictor influencing project success was
effective project management. In-depth analytical work-
shops have shown that clients understand CSF as their
project manager’s care to keep the deadlines, complete
the project on or under budget and achieve planned goals
reflecting the implemented functionality.

The second most important factor-predictor influencing
project success is a low level of information asymmetry
between the supplier and the client, both at the

Effective process of establish-

ing functional requirements for p=0.15
the implemented system

Effective project management p=0.19
Credible estimation and

agreement with the supplier $=0.04

regarding project parameters

The competence and engage- (=005

ment of client project group )
The choice and use of IS

3 =0.07
implementation method

R2=0.23, AR2=0.17

B=0.17

Motivation of client project
group

Supplier bringing added value
to the system implemented for
the client

$=0.19

Information asymmetry
between the supplier and
the client

$=0.18

Sharing knowledge of func-
tionalities and technology in
the implemented system

$=0.03 |

Figure 1. Model layout

preparatory stage and during implementation and opera-
tion. From a researcher’s point of view, we need to stress
that there are no precise methods of defining information
asymmetry in IT projects and this parameter can only be
estimated. Hence, the expression “low level of infor-
mation asymmetry” declared by the respondents can be
interpreted as client’s relatively high level of knowledge
concerning the implementation method, the methods of
adapting systems, the knowledge of system operation, and
the knowledge of how to minimize the TCO of the sys-
tem, etc, in relation to the supplier, who naturally pos-
sesses more knowledge of the issues mentioned above.

We need to stress that the sub-chapter on literature re-
search presented by Shaul and Tauber [10] does not men-
tion any parameters reflecting the phenomenon of infor-
mation asymmetry, understood as an information gap
between the supplier and the client in an IT project. Ana-
Iytical workshops have shown the client's concern that, as
a consequence of the high level of information asym-
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metry and the phenomenon of negative selection, their
project management costs will end up being higher than
expected. To sum up, a significant novelty of the research
results lay in identifying a high level of information
asymmetry between the supplier and the client as a CSE.

The third most important factor-predictor influencing
project success is the motivation of client’s project group.
In-depth analytical workshops have indicated that client’s
project group, i. e. project manager and key users, ex-
pected the enterprise management to provide a coherent
and positive motivational system which would strengthen
the project engagement. The respondents have pointed out
that during project implementation they would spend the
average of additional 2 to 4 hours in work, and thus ex-
pected the management to compensate them and motivate
them to be engaged in project completion, mostly through
economic benefits.

The fourth most important factor-predictor influencing
project success is an effective process of establishing
functional requirements for the implemented system, both
at the preparatory stage aimed at selecting a system and a
supplier, and the implementation stage, especially the
functional analysis. As shown during analytical work-
shops, this factor-predictor depends mostly on client’s
organizational skill in obtaining and accumulating
knowledge concerning the merits of the implemented
systems.

The fifth most important factor-predictor influencing
project success is the competence and engagement of
client’s project group. As demonstrated by in-depth ana-
lytical workshops, the competence of project group meant
practical skills linked to project organization, the skill to
pass on one’s expectations for the system to the supplier
in a precise manner, and skills linked to managing the
project in critical situations. In-depth analytical work-
shops have indicated that the engagement of client’s pro-
ject group is understood as the engagement of key users
on the client’s side, who are responsible for designing
business process modifications aimed at helping the com-
pany achieve a temporary competitive edge.

The sixth most important factor-predictor influencing
project success was credibly evaluating and then agreeing
on project parameters with the supplier. In-depth analyti-
cal workshops have indicated that respondents understood
these parameters as: fixed implementation budget, license
cost, detailed functional scope of the project and the TCO
of the implemented system in the perspective of 3 to 6
years.

The seventh most important factor-predictor influenc-
ing project success is sharing the knowledge about func-
tionalities and technologies in the implemented system.
In-depth analytical workshops have shown that respond-

ents understood this factor as a transfer of formal and
informal knowledge, trainings and operating procedures.

Presented below is the group of factors negatively cor-
related with project success, the so-called critical failed
factors.

The first most important factor-predictor negatively
correlated with project success is the choice and use of
system implementation method. In-depth analytical work-
shops have shown that the choice of implementation
method from among Agile, Waterfall, Scrum and others
did not positively influence project success.

The second most important factor-predictor negatively
correlated with project success is bringing added value by
the supplier to the system implemented for the client.
During in-depth analytical workshops, respondents admit-
ted that the knowledge and experience of supplier’s con-
sultants related to the implementation services was low.
For this reason, they believed that, in practice, their sup-
plier’s consultants did not improve the functioning of
their client’s enterprise. The respondents admitted that
these observations applied both to local and international
companies. There are many CSFs critical to the success
of an IT project. It is important that research concerning
CSFs in IT projects is constantly updated due to the high-
paced changes in technology and organization of IT pro-
jects, visible in the techniques, procedures and implemen-
tation methods. The changeability of implementation
parameters may affect the structure of changing CSFs.
There is not, however, a golden rule that would define
the most important factors affecting project success. Suc-
cessful projects do not necessarily include all the factors
highlighted in this article. However, we should emphasize
that the more CSFs there are, the higher the probability of
success.

IV. CONCLUSIONS

The research was completed between 2013 and 2017
on a sample of 971 projects in Poland, where the average
percentage of ERP and CRM system implementation
projects completed successfully in large enterprises
equaled 49%, and 48% in medium-sized enterprises,
meaning that on average 50% of IT implementation pro-
jects ended in complete or partial failure [38]. In my opin-
ion, the issues linked to analyzing failed projects from
both the supplier’s and the client’s perspective are still
noteworthy and it is important to analyze CSFs in out-
sourcing-based projects from both perspectives: the sup-
plier’s and the client’s.

Only then will we be able to research what influences
project success, not always understood equally by the
client and the supplier. The CSFs diagnosed in the pre-
sented study are prevalently consistent with the axis of
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CSF analysis. It is noteworthy that quantitative research
confirmed the hypothesis that a fuller picture of CSF in
the selected group of IT projects completed through out-
sourcing should also consider the theories that belong to
the new institutional economics, which describes business
relations between suppliers and clients of the services
provided. The phenomenon of information asymmetry
between the supplier and the client constitutes a CSF
influencing the success of an IT project. Despite the fact
that it is impossible to measure the information gap be-
tween the supplier and the client in IT projects, the re-
spondents indicated that a low level of information be-
tween the supplier and the client influences the success of
project implementation.

The respondents understand low level of information
asymmetry as knowledge, skills and experience possessed
by the client concerning the implemented system, allow-
ing for a more effective implementation of both the pre-
paratory stage and project completion, which manifests
itself through:

1. Defining precise functional requirements for an IT
system.

2. Defining precise requirements for an IT system li-
cense.

3. Designing an implementation agreement and license
purchase agreement that will ensure the completion of
client’s goals and interest.

4. Completing the project with the supplier so that it
ends successfully.

5. Defining the total cost of ownership for the entire
project life cycle.

6. Eliminating the phenomenon of moral hazard on the
supplier’s side.

7. Minimizing transaction costs on the client’s side.

8. Partially eliminating the phenomenon of negative se-
lection.

To sum up this synthetic presentation, I would like to
stress that the research will be continued and the results
will be published accordingly. I hope that by gathering
and popularizing knowledge about CSFs of IT projects
completed in commercial companies, it is possible to
contribute directly to improving the effectiveness of com-
pletion process and management, as well as indirectly to
the improving products and services that they are aimed
at.
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Abstract—Demand forecasting is the process of constructing
forecasting models to estimate the quantities of several products
that customers will purchase in the future. When the warehouse
and the number of products grow, forecasting the demand
becomes dramatically hard. Most of the demand forecasting
models rely on a single classifier or a simple combination of
these models. In order to improve demand forecasting accuracy,
we investigate several different classifiers such as MLP, Bayesian
Network, Linear Regression and SVM analyzing their accuracy
and performance. Moreover, we also studied some classifier
combination techniques by approaching from demand forecasting
perspective. In this paper, we propose a methodology to combine
various forecasting models using neural networks rather for
supporting demand forecasting. The proposed methodology is
tested against single classifiers and classifier ensemble models
using a real dataset. Experiments indicate that the proposed
methodology outperforms all the other single classifiers tested
in this study and their simple combinations.

I. INTRODUCTION

UPPLY chain is defined as a set of entities directly

involved in the activities associated with the upstream
and downstream flows of products, services, finances, and/or
information from a source to a customer [1]. Supply chains can
be categorized into three groups such as Direct Supply Chain,
Extended Supply Chain and Ultimate Supply Chain [2]. In
our problem, we focus on Direct Supply Chain which contains
some manufacturers, warehouses and customers. In this type
of supply chain, products of manufacturer are transported
to warehouses and customers reach these products through
warehouses. Considering all given definitions above, supply
chain management (SCM) can be thought as a process which
deals with the total flow of materials from suppliers through
end users [3]. There are various sub-processes of supply chain
management which are quite complicated and challenging
such as demand forecasting. Demand forecasting can be
summarized as an estimation of a supply chain constituent’s
(such as warehouse, end sale point etc.) expected sales during
a specified future period. Forecasting demand correctly for
different constituents provides planning all processes of supply
chain effectively. For instance, accurate demand forecasting
prevents redundant shipping charges or storage costs. Thus,
forecasting the demand of warehouses is an important task
and it forms the motivation of our work. In this paper, we
study forecasting the demand of warehouses with low error
rate problem.
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In our previous work, we tried to cluster warehouses ac-
cording to their sale behaviors using bipartite graphs with
the purpose of reducing error rate of demand forecasting.
After that warehouse clusters are constructed, we set individual
Bayesian Network models for every warehouse cluster. This
approach provided improvement in forecasting performance.
We defined using different machine learning models and
combining them as our future work in an attempt to provide
further improvement in forecasting performance [4].

Because of the fact that forecasting demand of warehouses
is considerably hard, using a single model can be incapable
to solve this problem. Thus, combining multiple models rather
than using stand-alone models seems reasonable. Stacked Gen-
eralization [5] is a way of combining machine learning models.
There are several studies which use Stacked Generalization for
combining machine learning models in different domains such
as predicting protein types [6], automatic music tagging [7],
forecasting fraudulent financial statements [8], etc. In Stacked
Generalization, there are two levels which are called as level-
0 and level-1. The forecasting outputs of level-0 algorithms
are used as input to a level-1 generalizer. In other words,
the output results of level-0 are added as parameters to the
level-1 generalizer. For example, if level-0 contains three
different models, three input parameters must be added to
level-1 generalizer. Essentially, level-1 generalizer learns how
to map combined outputs to real class values. In this paper,
we propose a novel method to combine our four different
level-0 methods which are Multi Layer Perceptron (MLP),
Bayesian Network, Linear Regression and Support Vector
Machine (SVM) in level-1 generalizer. Instead of using only
level-0 forecasting outputs as input parameters to level-1, we
construct different instances using both level-0 model input
parameters and level-0 model forecasting outputs. Then, we
use these instances in level-1 generalizer. In addition to that,
we apply Stacked Generalization using only binary combina-
tions of our level-0 models in other trial. In other words, we
take level-0 models’ binary combinations separately to apply
stacked generalization. After that, we apply same methodology
using only triple combinations of level-0 models. In another
trial, we apply regular stacked generalization methodology for
comparison. All the results of mentioned trials can be seen in
experiments section.

One of the contributions of this study is using level-0 input
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parameters and level-0 forecasting outputs together as input
to level-1 generalizer differently from Stacked Generalization.
In addition to that, there is any study that uses stacked
generalization in order to forecast demand of warehouses.

The paper is organized as follows. Section II reviews the
related literature. In Section III we describe the background
of models which are used in this paper. Section IV presents
the proposed approach. Section V describes the experiments
and the results obtained. Finally, in Section VI we conclude
and discuss some possible future works.

II. RELATED WORKS

Forecasting demand of warehouses is a problem of estimat-
ing the future-dated sales amounts of products for warehouses.
There are some different methodologies which have been ap-
plied in the domain of warehouse demand forecasting problem.
These techniques can be collected as two main types such as
(1) stand-alone forecasting models and (2) hybrid forecasting
models which use multiple models together. The stand-alone
models can be collected two different types which are (1)
statistical models and (2) machine learning models.

Moving average and Box-Jenkins are some examples of
the basic and popular statistical models. There are some
prior works which used these traditional models for demand
forecasting [9], [10]. These methodologies were insufficient to
solve demand forecasting problem which is quite complex and
hard. Thus, artificial intelligence models were started to use.
Especially, Neural Networks were used in a large number of
works [11]-[16]. Some works compared Neural Networks with
traditional statistical models and showed that Neural Networks
provides better results than traditional statistical models. Be-
cause of the popularity of Neural Networks models for demand
forecasting problem, some studies compared another models
with Neural Networks. For instance, Efendigil et. al. compared
Adaptive Neural Fuzzy Inference System (ANFIS) with Neural
Networks. They claimed that ANFIS provides better results
than Neural Networks in their study [17].

Some recent studies tried to combine different models in
order to reduce the error rate of demand forecasting. In
some studies, statistical models were combined with machine
learning models. For instance, Aburto and Weber combined
Autoregressive Integrated Moving Average (ARIMA) model
with Neural Networks in their study [18]. On the other hand,
Doganis et. al. used genetic algorithm with Neural Networks
for demand forecasting [19].

Combining classifiers on the purpose of improving suc-
cess rate is a popular approach in most domains. Stacked
Generalization which is one of the classifier combining tech-
niques combines more than one machine learning models
using another machine learning model [5]. There are some
studies which compared stacked generalization with stand-
alone models [20]-[24]. According to these studies, stacked
generalization provided better results than stand-alone models.
In addition to that, some studies claimed that stacked general-
ization performs better than some other combining models. For
instance, Ting and Witten compared Stacked Generalization
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with majority vote and provided lower error rate with Stacked
Generalization [25]. This technique applied in a wide variety
of domains likewise biomolecular event extraction [26], early
diagnosis of Alzheimer disease [27], forecasting fraudulent
financial statements [8], image classification [28], credit risk
assessment [29], anti-spam filtering of e-mail [30], city traffic
related geospatial data analysis [31], etc.

Conducted studies on demand forecasting handle different
parts of the supply chain. Forecasting the demand of an
end sale point is one of the most common type of demand
forecasting studies. Moreover, most of the demand forecasting
studies handle a limited number of warehouses and products.
Because of the fact that our problem contains quite number
of warehouses and products, one model cannot be sufficiently
successful. Thus, approach of combining multiple models is
used in this study.

III. BACKGROUND

In this section, we briefly describe the stacked generalization
and the forecasting models which are adopted in our work.

A. Stacked Generalization

Ensemble of classifiers is defined as a concept of combining
classifiers to improve performance of individual classifiers.
Stacked generalization is one of the ensemble classifiers
methodologies which is used for minimizing error rate of one
or more classifiers [5]. This methodology proposed by David
H. Wolpert in 1992.

In stack generalization methodology, there are two basic
steps which are sequential. The first step which is called level-
0 contains independent machine learning models. These level-
0 models are combined in level-1 generalization step. In the
level-1 step, outputs of each individual level-0 models are
used as an input parameter to generalizer model. Any machine
learning model can be selected as generalizer according to
suitability to the problem.

Level-0 models of stacked generalization are trained using a
set of training data. Afterwards, another set of training data is
created from prediction outputs of level-0 models. This dataset
is used for training level-1 generalizer. The key point of this
operation is that, forecast results in this dataset are estimated
from the instances which are not in the training dataset of
level-0 models. To evaluate the stacked generalization model,
the output of every instance of a third dataset is predicted
by level-0 models separately. Estimated forecasting results are
used as input parameters in the level-1 generalizer. Finally, the
forecasting output of level-1 generalizer is compared with the
real output of every instance to obtain a final evaluation result.
Scheme of stacked generalization can be seen at Fig. 1.

B. Bayesian Network Algorithm

Bayesian Network is a simple, graphical representation for
conditional independence assertions. In this graphical repre-
sentation, every node of graph symbolize a random variable,
where a random variable can take on possible values from a
random experiment. In addition to that, every edge between
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these nodes represents probabilistic dependencies among these
random variables. If a Bayesian Network contains n nodes
(random variables), the joint probability distribution is repre-
sented as Eq. 1.

n

p(x1, 22,35, ) = Y plailzp,) )

i=1

In Eq. 1, p(z;|xp,) represents the local conditional proba-
bility distribution for node i. P; corresponds to parent nodes
indices of node ¢. Thanks to conditional independence rela-
tionship, joint probability distribution can be represented more
conveniently for large networks.

Bayesian Networks can be used for numerous applications
such as classification, regression, segmentation [32].

C. Multi Layer Perceptron Algorithm

Multilayer Perceptron (MLP) which maps a set of input
onto a set of appropriate outputs is one of the feed-forward
artificial neural network models. MLP can be thought as
multiple layers which are fully connected to next layer. A
multilayer perceptron contains an input layer, an output layer
and also one or more hidden layers. Each node is accepted
as a neuron and has a nonlinear activation function except for
the input nodes. This nonlinear function can be seen in Eq. 2.

> wjz;— 0 )
j=1

In Eq. 2, x; values are input signals and w; values are
weights associated with the jth input. 6 corresponds to thresh-
old value and ¢(.) is a sigmoid activation function. Eq. 3
shows this sigmoid activation function.

1
1+ exp(—z)
The weights are adjusted during training phase in order to
obtain input-output mapping of the network. Weight updating

phase continues until weights no longer change or error value
reaches a threshold value. [33].

p(r) = 3)

D. Linear Regression Algorithm

Linear regression is a technique which is used for modeling
the relation between a scalar dependent variable y and one or
more independent variables. If there is only one independent
variable, it is called simple linear regression. In other case,
it is called multiple linear regression [34]. In multiple linear
regression, the relation between the scalar dependent variable
y and independent variables is defined by Eq. 4.

y=a+z1f1+r2B82+ 383+ ... +xuBnt+e (4

E. Support Vector Machine Algorithm

Support Vector Machine (SVM) which is a machine learning
algorithm can be used for not only classification, but also
regression problems. SVM regression is a nonparametric tech-
nique because it uses several kernel functions. The relation
between input (z;) and output (y;) can be mapped by a
regression function f(z) which can be seen in Eq. 5.

flx)=wz+b weX,beR )

After that, following problem must be solved:

minimaize

1
5llwl? (©6)

i —wx; —b <
subject to i =€ (7N
wr; +b—y; <€
There is a case where the constraints are infeasible. In this
case which is called soft margin formulation, slack variables
(&, &) are used.

1
T |
minimize §||w||2 + CZ;& +& (8)
i=
yi—wr; —b<e+§
wr; +b—y; <e+E&f 9
§i,§7 20
In Eq. 8, C controls the penalty amount based on deviations
which are larger than e. The linear e-insensitive loss function
(|€]e) ignores errors that are within e distance of the observed
value by treating them as equal to zero. As can be seen in

Eq. 10, the loss is measured based on the distance between
observed value and the € boundary.

07
{0,

After applying Lagrangian multipliers, a model solution can
be found in dual representation.

subject to

if [§| <€

if [£] > € (9

l

f(x):Z(a,-fa;‘)K(mi,x)+b (11)
i=1
K (5, 25) = eawp(=yllz: — ;]P) (12)
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In Eq. 11, «;, o] are nonzero Lagrangian multipliers.
K (z;,z) is the kernel function. Eq. 12 shows radial basis
function (RBF) kernel and ~ corresponds to width parameter
of RBF kernel [35].

IV. DETAILS OF THE METHODOLOGY

In this paper, we study the problem of forecasting the
sale amounts of products for main distribution warehouses.
Because of the fact that there are a large number of warehouses
and products in our case, problem is harder than regular
demand forecasting problem. Thus, it is needed to use hybrid
methodologies in order to solve given problem.

Seperate forecasting
F maodels for each
gori

[

F, Combined forecasting
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generalization
4
Constructing dataset Preparing dataset
N
AN\

\ N\
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i
g
]
£
B

\ generalizer for triple
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\
)Y Combined forecasting

Y model {novel
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Fig. 2. Steps of the study

First step of our methodology is constructing a dataset
which contains necessary information to forecast demand of
warehouses. Our dataset is constructed from real sales trans-
action data of a national dried fruits and nuts company from
Turkey. Sales transactions of 2011, 2012 and 2013 are used in
this dataset. There are ninety eight warehouses and seventy
different products in the dataset. Additionally, this dataset
contains warehouse related attributes such as location, number
of transportation vehicles, total amount of weekly selling
product, selling area in square meter, number of employees
and product related attributes such as selling amount, selling
time, product category.

Next step of the proposed methodology is preparing the
dataset for data mining operations. In this step, data is cleaned
and prepared for further operations. Moreover, moving average
value of product sale amounts are calculated using past three
weeks. For a specific week ¢, the moving average calculation
equation can be seen in Eq. 13.

3
> sale amount (1 - i)

Moving avg. (1) = =L

3 13)

After these steps, forecasting model is constructed using
machine learning algorithms. In this step, different method-
ologies are tried and compared in order to find the one with
lowest error rate. Some of these methodologies use model
combining techniques in order to provide better performance.
In the first forecasting model construction trial of our study,
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Fig. 3. Stand-alone models

four different algorithms are determined to forecast demand
of warehouses. Selected algorithms are Bayesian Network,
Multi Layer Perceptron, Support Vector Machine and Lin-
ear Regression. In order to make comparison with further
combined forecasting models, selected algorithms are used
separately for constructing a forecasting model as a baseline.
Warehouse related attributes, product related attributes, time
information and moving average values are used as input,
selling amounts are used as output in all models. Detailed
results and reviews about these four stand-alone models can
be seen at Experiments and Results section.

Stacked Generalization methodology which is explained in
Background section in detail, contains two different levels
and combines selected models on the purpose of reducing
the error rate. With the same purpose, stacked generalization
methodology is used for combining four different machine
learning models in our study. As can be seen in Figure 4,
there are four separate forecasting models in level-0 step which
will be used for estimating forecasting output in the next level.
For every instance, forecast results are produced by individual
level-0 models. After that, these forecast results are used as
input parameters in level-1 generalization model. In our study,
MLP machine learning algorithm is used for constructing
level-1 generalizer. Level-1 generalizer maps input parameters
into real sale amounts. In this approach, the output of the
level-1 is the forecasting output of the total methodology.

With the aim of determining whether or not some of
the selected machine learning algorithms are dominant to
other ones, various combinations of the selected four machine
learning algorithms are used in level-0, differently from the
previous trial. Firstly, 2-combinations of the four algorithms
are determined: MLP and Bayesian Network, MLP and Linear
Regression, MLP and SVM, Bayesian Network and SVM,
Bayesian Network and Linear Regression, SVM and Linear
Regression. These six different combinations are used respec-
tively as level-0 models. Instead of using four different models,
two models which are from one of the 2-combination set are
used as level-0 models in this trial. Thus, two forecasting
outputs are added as input parameters to the level-1 generalizer
in this trial. Constructing stacked generalization is repeated six
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times because of that 2-combination set contains six element.
Detailed figure of this trial can be seen at Figure 5.
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Fig. 5. Stacked Generalization using binary combinations

Same procedure is applied using 3-combinations in the
next trial. 3-combination set contains MLP, Bayesian Network,
SVM, MLP, Bayesian Network, Linear Regression, MLP,
SVM, Linear Regression and Bayesian Network, SVM, Linear
Regression. There are three different models in level-0 and
three forecasting outputs are added to level-1 generalizer
model as input parameters. As might be expected, stacked
generalizer methodology is constructed four times in this trial.
Relevant figure can be seen at Figure 6.
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Fig. 6. Stacked Generalization using triple combinations

In the last trial, a novel approach which is similar to Stacked
Generalization from some aspects is applied. This approach

is also contains two levels. Especially, level-0 is completely
similar to level-0 of Stacked Generalization. This methodology
differs from Stacked Generalization in respect to construc-
tion input parameters of level-1. In Stacked Generalization,
forecasting outputs of the level-0 models are added to input
parameters of level-1 generalizer. For instance, if there are
four different models in level-0, four forecasting outputs will
be added as new input parameters to the level-1 for every
instance. Instead of using only forecasting outputs of level-0
in level-1, input parameters of level-0 and forecasting outputs
of level-0 are used together as input parameters of level-1.

As can be seen in Figure 7, level-0 models estimate fore-
casting outputs using x number of input parameters. Because
of that there are four different models in level-O of our trial,
four different forecasting outputs are estimated. There are four
forecasting outputs after level-0. In the level-1, these forecast-
ing outputs and input parameters of level-0 are used as inputs
of level-1 to estimate the output of the total methodology.
Using this new instance, a new forecasting output is estimated
by level-1 neural network.
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Fig. 7. Our approach for combining models

Comparison of all methodologies can be seen in the next
section, Experiments and Results.

V. EXPERIMENTS AND RESULTS

In this section, we describe the sales data used in our ex-
periments and present the results obtained by our approach for
demand forecasting compared to other applied methodologies.

A. Dataset

Dataset is composed from the real sales data of a national
dried fruits and nuts company from Turkey. This company
gives service to all of the cities in Turkey. The warehouse and
product counts are 98 and 70, respectively. Dataset contains
15317141 instances which are taken from real sales transaction
data of 2011, 2012 and 2013 years. These instances are
obtained from 93987868 sales transactions detail lines.

Attributes in the dataset can be collected two main groups:
warehouse attributes and item attributes. Warehouse related
attributes are location, number of sub-warehouses it has, num-
ber of employees, number of customers, number of vehicles,
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selling area in square meter and total amount of weekly selling
products. Item related attributes are item category, selling time
and moving average of previous 3 weeks. Selling amount of
the item is selected as output of the model.

B. Experimental Results

First of all, the dataset is divided into 3 partitions in order
to train and test the methodologies. The first, second and third
datasets are composed from real sales transaction data of 2011,
2012 and 2013, respectively. Cause of dividing dataset into 3
partitions is that combined methodologies contain two levels
of machine learning models and these sequential levels cannot
be trained using the same training dataset. Thus, first dataset
is used for training level-0 of combined methodology while
second dataset is used for training level-1. Third dataset is used
for testing the combined methodologies. Differently from the
combined methodologies, methodologies which contain only
one machine learning algorithm are trained using both first and
second datasets. The third dataset is used for testing the stand-
alone methodologies likewise the combined methodologies.

The error rate of the methodologies are estimated using
Mean Average Percentage Error (MAPE). The calculation
formula of MAPE can be seen in Eq. 14. In the given formula,
A; means actual sales amount and F; means forecasting sales
amount, for this study.

MAPE:@E :M (14)
n
t=1

|A¢|

Table 1 shows the error rate of stand-alone methodologies.
As can be seen in this table, Bayesian Network gives better
results than the other stand alone models for our problem.

TABLE I
ERROR RATES OF STAND-ALONE METHODOLOGIES

Model MAPE Value
Bayesian Network 17.5%
MLP 21.2%
Linear Regression 19.8%
SVM 23%

With the motivation of reducing error rate, combining more
than one model approach is applied. For combining models,
stacked generalization is used at the beginning. Table 2 shows
the result of stacked generalization error rate.

TABLE II
ERROR RATE OF STACKED GENERALIZATION
Model MAPE Value
Stacked Generalization 21.9%

After that, instead of combining all of the selected models
(Bayesian Network, SVM, Linear Regression and MLP), bi-
nary combinations of these models are used as level-0 models.
Reason of this trial is determining whether some models are
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dominant or not. Comparisons of these 2-combinations can be
seen in Table 3.

TABLE III
ERROR RATE OF STACKED GENERALIZATION WITH 2-COMBINATIONS

Model MAPE Value
Stacked Generalization with Bayesian 22%
Network and SVM
Stacked Generalization with Bayesian 20.7%
Network and MLP
Stacked Generalization with Bayesian 20.5%
Network and Linear Regression
Stacked Generalization with SVM 23.8%
and MLP
Stacked Generalization with SVM 23%
and Linear Regression
Stacked Generalization with MLP 22.8%
and Linear Regression

Table 4 shows the results of stacked generalization with 3-
combinations.

TABLE IV
ERROR RATE OF STACKED GENERALIZATION WITH 3-COMBINATIONS
Model MAPE Value
Stacked Generalization with Bayesian 22.6%
Network, SVM and MLP
Stacked Generalization with Bayesian 21.4%
Network, SVM and Linear Regression
Stacked Generalization with Bayesian 20.3%
Network, MLP and Linear Regression
Stacked Generalization with SVM, 23.4%
MLP and Linear Regression

Finally, we try our methodology for the same dataset. In
this methodology, we use both input parameters of level-0 and
forecasting outputs of level-0 as input of level-1.

TABLE V
COMPARISON OF BEST RESULTS OF ALL TRIALS
Model MAPE Value

Our methodology 12.7%
Stacked Generalization 21.9%
Bayesian Network 17.5%
Stacked Generalization with Bayesian 20.5%
Network and Linear Regression

Stacked Generalization with Bayesian 20.3%
Network, MLP and Linear Regression

The results of warehouse demand forecasting indicate that
our methodology which uses input parameters and forecasting
outputs of level-0 together in level-1 has the overall best
performance.

VI. CONCLUSION

In this paper, we proposed an approach which combines
multiple machine learning models in order to forecast demands



IREM ISLEK, SULE GUNDUZ OGUDUCU: A DECISION SUPPORT SYSTEM FOR DEMAND FORECASTING BASED ON CLASSIFIER ENSEMBLE

of warehouses. Our methodology consists of two levels like-
wise Stacked Generalization. Differently from Stacked Gener-
alization methodology that constructs level-1 generalizer with
only the forecast outputs of level-0 models, our methodology
takes input parameters of level-0 and forecast outputs of level-
0 models together as input parameters into level-1 generalizer.
In addition to that, we apply Stacked Generalization which has
never been used before in warehouse demand forecasting, in
order to compare results with our methodology. Experiments
are performed on three-year real sales data of a national dried
fruits and nuts company from Turkey.

The experimental results show that our approach achieves
better results for forecasting demands of warehouses. In terms
of MAPE, the proposed method provides nearly 5% less error
than best result of stand-alone models. Moreover, it drops error
rate nearly 9% compared to Stacked Generalization.
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Abstract —This paper presents a solution, which was
developed as a part of the competition AAIA'17 Data Mining
Challenge: Helping Al to Play Hearthstone. The goal of the
competition was to predict the probability of Al player win in
different intra-game states of Hearthstone game (online
computer game with cards). This solution got the third place at
the final leaderboard. The paper describes models and local
validation approach, which was very useful for models
development without overfitting.

1. INTRODUCTION

EARTHSTONE: Heroes of Warcraft [1] is a free-to-

play online video game developed and published by
Blizzard Entertainment [2]. It is a turn-based collectible card
game between two opponents, who use constructed decks of
thirty cards along with a selected hero with a unique power.
Players use mana points (money equivalent) to cast spells or
summon minions (units for battle) to attack the opponent,
with the goal to reduce the opponent's health to zero.

Author did not play this game before competition, but
read the game rules and wiki [3] when developed this
solution.

AAIA'l7 Data Mining Challenge is the fourth data mining
competition organized within the framework of International
Symposium Advances in Artificial Intelligence and
Applications [4].

For the purpose of this challenge, organizers simulated a
large number of Hearthstone gameplays. The task for
participants of this competition was to construct a prediction
model that can learn how to evaluate accurately particular
intra-game states. These models would help to improve Al to
play the game of Hearthstone: Heroes of Warcraft.

The paper contains:

o the short description of a competition, data provided
to the competitors and the evaluation method that
was applied to submitted models

o the description of validation scheme which was used
for the models development

o the description of models and main features

o the final results of competition
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1. COMPETITION TASK

The ability to assess accurately a winning chance in
different game states is substantial for designing efficient and
challenging Al players in many games. In this data mining
challenge, participants worked to develop a prediction model
for a popular game Hearthstone: Heroes of Warcraft - a
collectible card video game developed and published by
Blizzard Entertainment.

The data for the competition was generated by the
simulation of games between weak Al players. Ideas and
models from this competition could be used to improve Al
play.

The detailed information about the competition can be
found in [5].

A. Data

The data for this competition were provided in two
different formats: JSON and tabular. I worked with JSON
files as they contained more information than tabular ones.
Files with train data contained information about condition
of each of the competing heroes, played minion cards, cards
in the hand of the first player (it is assumed that the first
player always starts the game) and other features.

The “decision” was a target variable to predict with values
‘1’ if the first player won the game and ‘0’ otherwise.

The test data is available in the same format as the training
sets, however, there is no information about the “decisions”.

It was allowed to use external knowledge bases about
Hearthstone cards.

Initially, the training data contained descriptions of
2,000,000 game states. During the competition test data were
replaced by new ones, data from old test became available
for training, and full training set appeared to be 3,250,000
records.

New test data contained 750,000 game states.

B. Evaluation

The participants of the competition were asked to submit
likelihoods of winning by the first player.
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The submitted solutions were evaluated on-line and the
preliminary results were published on the competition
leaderboard (public LB). The preliminary score was
computed on a subset of the test set, fixed for all
participants. It corresponded to approximately 5% of the test
data. The final evaluation was done after the completion of
the competition having use the remaining part of the test data
(final LB). Those results were also published on-line.

The assessment of solutions was done using the Area
Under the ROC Curve (AUC) measure.

II. SOLUTION

The final solution was the mix of the Gradient Boosted
Decision Trees and the Neural Net models. All models were
developed in R with LightGBM [6] and MXNet [7] libraries.
data.table library [8] was used for data processing before
training.

A. Validation

During the competition organizers decided to replace test
data, because of the information that different stages of one
game could be both in the train and the test sets, and it could
lead to inadequate and useless result of the competition.

However, the same problem was actual for local
validation while model training. Training records with
different stages of the same game led to model overfitting
when Gradient Boosting Trees were used for training. To
overcome this issue I decided to split data to different folds
and tried to put all potential records from one game to one
fold.

The only features that could be used for this goal were
“hero_card_id” of a player and an opponent (each could
have 9 different values). Therefore, I split data into 9 folds
by the unique combination of “pl.hero _card id” and
“op.hero_card id” (total 81 combinations, 9 to each fold). I
tried to achieve uniform distribution of data among the folds
so that only one kind of “pl.hero_card id” and one kind of
“op.hero_card id” were put in each fold.

This solution fixed the problem of overfitting and was
very good for local evaluation of created models. The local
results of cross-validation (CV) had high correlation with
public leaderboard. This kind of CV gave me excellent tool
for fine-tuning of my models without overfitting (to choose
right features and to find best parameters).

The score of my model dropped less between public and
final leaderboards than the scores of other participants in
top-10 (Table I). I suppose that was thanks to the good
validation scheme.

B. Features

Based on the initial data many of new features were
created and tested by cross-validation. Features were
selected to be used in the final models if they improved score
with local validation by more than 0.0001, and scores were
improved for most of validation folds.
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The following features made a major contribution to
improving the score (measured by cross-validation):

e Difference between cumulative “attack” (sum of
“attack” of a player and his played cards) and
cumulative “health” of an opponent (sum of
“health” of an opponent and his played cards) and
vice versa

o Difference of “health” of a player and an opponent
divided by “health” of a player

e Sum of “health” of minions at player’s hand

e Cumulative “attack” gain (compared to base levels)
of played cards

e Number of played cards ready to attack

In addition, I used as features a number of cards
(separately played and in hand) with specific IDs, specific
costs. The most useful of IDs features were features with IDs
of spell cards.

The full list of used features listed in the Appendix.

C. External data

The competition rules allowed to use external data. I used
information about cards properties from hearthstonejson.com
[9]. For each card, the database contains base information
about cost, attack, health plus some additional features like
card class, race, faction, collectible and others.

I tried to use additional features in my model. The most of
those features did not improve my models. Only feature
“number of neutral class cards” (number of cards with
neutral class in player’s hand) used in the main final model.

D.Models

The main model was the Gradient Boosting Decision
Trees (GBDT) implemented by the LightGBM library.
GBDT is a machine learning technique for regression and
classification problems, which produces a prediction model
in the form of an ensemble of weak prediction models of
decision trees [10, 11].

The main model had 140 features. The individual score
(AUC) of this model was 0.7987 at public LB.

The second model was the LightGBM too. The features
were taken from the first model. There was an idea to review
the main model features and create another model by adding
them one by one from the beginning. As a result, I got
another model with only 58 features with score similar to the
main model (0.7983 at public LB). The predictions of these
models were slightly different. The mix of these models
produced a good gain (0.001) on CV and public LB.

The third model was the Neural Network by the MXNet
library. I used the same features as in the first model. The
model had 2 fully connected hidden layers of 192 units each,
ReLu activation with 50% dropout and softmax output [12].
This model had score 0.7980 at public LB and gave
moderate improvement when combined with two LightGBM
models.
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I used grid-search with cross-validation to find the best
parameters for each models. The final parameters listed in
Table I.

TABLE I
PARAMETERS OF THE MODELS

Parameters LGBM 1 LGBM 2 NN
learning_rate 0.03 0.03 0.07
num_leaves 12 12 -
max_depth 4 4 -
feature_fraction 0.8 0.8 -
bagging_fraction 0.75 0.75 -
averaged by CV 3599 3547 46
num_1terations
batch_size - - 32768

E. Additional model

Based on analysis of the data, I discovered that for the
first two turns the outcome of the game is mostly uncertain.
A definite outcome is very rare at this stage. I decided to
build another model only for first two turns. The idea was to
restrict the model by exclusion of usage of some patterns
from the next turns. The prediction of this model was scaled
and inserted to the prediction of the main model. This
approach helped to drop some of the false predictions with
moderate improvements of the score.

F. Other improvements

After replacement of the test data during competition,
some features of the new test set became very different from
train set. The rules of the game were changed while new test
data were collected. The changes affect features “turn”,
“op.deck count” and “op.hand_count”.

I tried to reduce those differences and changed train data:

e data with value of the feature “turn” more than 16
were not used in the models because maximum
value of the feature “turn” in the new test data was
16;

o all cases where value of the feature “turn” was less
than 11 and value of the feature “pl.crystals all”
was less than value of the feature “turn” were
equate to “turn” value;

e for “turn” 1 and 2 wvalues of the feature
“op.deck count” were increased by 1;

o for “turn” 1 and 2 values of the feature
“op.hand _count” were decreased by 2 and 1
respectively;

These changes led to moderate improvement of the score.

G. Other steps without success

One of ideas that I tried without success was the idea to
swap data between player and his opponent (with missing
cards in player’s hand which we did not have for opponent)
to get additional data for training. I hope that some different

game states would be good addition to the train data, but this
approach did not help to improve the score. I suppose that
the reason for this is that we already have enough data for
training.

I tried other machine learning technologies, such as
xgboost [13], as it was the best of gradient boosting
implementation before LightGBM, K-nearest neighbor
(KNN) with different number of neighbors and logistic
regression, but all of them had worse score and did not
improve the score of the main models when I tried ensemble.

I also tried to build second level model to stack different
models, as it very popular in many competitions method to
improve score, but did not find a way to validate second
level model without overfitting. Prediction from stacked
model did not improve score at public leaderboard while it
was better on my CV.

H.Training process and final prediction

As we had big training dataset, predictions for the test data
were made by each of iterations during 9-folds cross-
validation (at the point of the best validation score) and were
averaged before submit. This approach had better scores
than predictions from single model with full train set with
approximation of number of training iteration.

For the final submission all models were trained with 3
different random seeds and the predictions were averaged.
This approach is traditional way to increase stability of
models.

The final prediction was a weighted mean of models with
weights 30% for each of 2 LightGBM models and 40% for
the MXNet model. This blend got score 0.8001 at public LB
and 0.79895 at final LB (3 place).

II1. FINAL RESULTS

There were submissions from 188 teams from 28 different
countries. Top-10 scores are listed in Table II.

I think that the main contribution to my good result was
made by a good local validation scheme. My CV allowed me
to check many different ideas and to choose the best ones
without overfitting the models.

TABLEII
FINAL RESULTS (TOP-10)
Public Final
Rank Participants 1b 1b Drop
1 iwannabetheverybest 0,8041 0,80185 -0,0022
2 hieuvq 0,8016 | 0,79922 | -0,0024
3 johnpateha 0,8001 0,79895 -0,0011
4 vz 0,7997 0,79733 -0,0024
5 Ji 0,7997 | 0,79707 | -0,0026
6 karek 0,8000 | 0,79685 | -0,0032
7 podludek 0,79657
8 akumpan 0,7995 0,79654 -0,0030
9 iran-amin 0,79637
10 basakesin 0,7988 | 0,79617 | -0,0026
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APPENDIX
At the first and the third models were used 140

features(for played IDs used only top important features):

* plhero card id, pl.crystals all, pl.crystals_current,

*  plLhp, pl.armor, pl.attack, pl.special skill used,

*  pl.weapon_durability,

*  pl.deck count,

* plhand count, pl.played minions_count

* op.hero _card id, op.crystals all, op.crystals cur-
rent,

*  op.hp, op.armor, op.attack, op.special_skill used,

*  op.weapon_durability,

*  op.deck count,

* op.hand_count, op.played minions count

*  plcum_attack, pl.cum_hp cur, pl.cum_attack gain,

*  plcum_hp loss, pl.num_taunt, pl.num_can_attack,

*  pl.cum_crystals_cost

*  op.cum_attack,
op.cum_attack gain,

* op.cum hp loss,

*  op.num_taunt,

* op.num_can_attack, op.cum_crystals cost

*  turn, pls.cum_attac_hp dif, pls.cum_attac_hp_difl,

*  pls.cum attac hp dif2,

e  pls.hp dif,

e pls.hp dif to hp,

*  plids count,

*  op.ids_count,

* plcrystals use, op.crystals_use, pl.cristal turn_dif,

*  op.cristal turn_dif

* m_cum_attack,

* m_cum hp,

o m_num_taunt,

* m num freezing, m cum_crystals cost, s num,

* s cum crystals cost,

*  w_attack,

* w_num,

* w_cum_crystals cost,

e m ids (30), s ids (44), pl ids (top 3), op_ids
(top 3)

At the second model were used 58 features:

e plhero card id, pl.crystals_all, pl.hp, pl.armor,

e plattack,

e pldeck count,

*  plhand count,

* plspecial skill used,

*  plplayed minions count,

* plmax_cost, pl.avg hp cur, pl.cum_attack gain,

* plcum_hp loss, pl.nocan_cum_attack

op.cum_hp cur,

(1]

[12]
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* op.hero_card id, op.crystals_all, op.hp, op.armor,

*  op.attack,

*  op.deck count,

*  op.hand count,

* op.special skill used, op.played minions_count,

* op.max_cost, op.avg_hp cur,op.cum_attack gain,

* op.cum_hp loss, “op.nocan_cum_attack

* m_cum attack, m_cum_hp, m num_ neutral class,

* s cum cost

e turn, pls.cum_attac_hp dif, pls.cum_attac hp difl,

* pls.cum attac hp dif2,

e pls.hp dif to hp,

* pls.cum attac hp dif by turn,

*  plcrystals use,

* op.crystals_use,

e  plcristal turn dif,

* op.cristal turn dif

*  op.costl, op.cost2, op.cost3, op.costd, op.cost7,

* m_cost5, m_costb, m_cost7, s_costl, s_cost2,

* s _cost3, s costd, s costS, s cost6, s_cost7, pl.cost?
Next prefixes were used in the features names:

*  pl. —player played cards

*  op.—opponent played cards

* m_—minions at player hand

* s —spell at player hand

* w_—weapon at player hand
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Abstract—The quality of data sets used in the classification
process has a significant impact on the outcome. The noise
contained in the input data depending on the nature and intensity
may have a different effect on the classification result. This paper
presents the results of research on the quality and reliability of
arterio-venous fistula classification based on the signal recorded
under controlled disturbance conditions and in the model of
artificial disturbations.

Typical environmental noise that may occur when the acoustic
signal produced by the fistula was recorded and it is used as a
disturbance. Its influence on the features extraction process and
on the result of the fistula assessment was determined. Finally,
a relationship between the intensity of the disturbances and the
degree of shifting of the classification result to the pathological
state of the fistula was demonstrated

I. INTRODUCTION

HE problem of disturbations contained in the data sets in
T classification process is a well-known phenomenon. Each
data recording is affected by external factors, and disturbations
results in classification errors [7].

As it is usually the case in medical context, even slight
errors might lead to grave consequences. Thus, the quality in
decision support is of particularly high importance. Diagnosis
based on deformed data can carry dangerous implications for
the patient. Therefore, in the area of medical diagnostics,
classifiers are built in such a way that, in case of uncertainty,
they indicate a worse condition than it is in real. Such
diagnosis can be then verified by other methods. Too optimistic
diagnosis could lead to oversight threatening life and health
symptoms.

This paper presents the testing results of sensitivity of arte-
riovenous fistula state classification for disturbations. Because
our decision support system is based on the analysis of the
acoustic signal produced by the blood flowing through the
fistula, it is sensitive to sounds coming from the environment
[1]. The level of ambient noise in locations like medical rooms
or a private apartments is far from ideal, hence, we have to
ascertain the system performance under such conditions.

As part of the study, a fistula acoustic signal was recorded in
the anechoic chamber (in silence). Then, the artificially mixed
disturbances were added into the signals previously recorded.
In case of some patients the signal has also been registered
under specified distortion conditions with known intensity. The
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data obtained was analyzed for the effect of disturbances on
the fistula state estimation error.

II. MATERIALS AND METHODS

The research material was registered in the dialysis station
of the Regional Clinical Hospital No.2 in Rzeszéw. Collected
sounds of radio-cephalic and brachio-cephalic fistulas were
recorded from 38 patients. Registration was performed using
specially developed recording head [4].

The teaching set was based on records of 31 patients.
A total of 2645 points were obtained in the feature space, with
each point mapping the signal fragment analysis for a single
heartbeat.

The data from remaining 7 patients was used to build a test
set uncorrelated with the training set. The test set contained
a total of 10561 points in the feature space.

The feature space, originally 23 dimensional, was reduced
to 7 dimensions by selection procedure [3]. Features taken into
consideration in the classification process contain information
about the amount of power contained in the frequency spec-
trum at intervals of the tertian center frequencies 63, 80, 100,
315, 400, 500 and 630Hz.

The state of the fistula was assigned to one of the six classes
named a-f, where class a was the best, and the class f was
the worst condition.

The experiment was performed using Weka 3.7.13
package[13] using the k-NN classifier with distance weighted
voting and k£ = 10 [2].

The recording process under natural conditions which takes
into account the influence of external disturbance is shown
in Fig.1.

However, two important issues emerged during the prepa-
ration of the research material:

1) natural sources of disturbances are not characterized by
a single and fixed level of sound intensity,

2) there is no possibility of making recordings with all
patients under controlled conditions of disturbance in the
anechoic chamber.

Due to the inability to perform measurements under con-
trolled conditions of a given level of disturbance, an artificial
model of disturbance environment was used. For this purpose
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Signal from
the arteriovenous Signal with
fistula [X] noise [x+y]
Patient A—»[ Recording head
Noise [y]

Envirnoment

Fig. 1: The recording process under natural conditions

4 different sources were considered as potential disturbance
signals (Tab.]):
o Urban noise — registered near the intersection of two
busy streets,
e TV movie — sounds coming from a TV set that displays
a movie,
o Conversation — lively discussion led by 3 people,
o Rock music — loudly played in the neighboring room
hard rock music.
In addition, white noise as the fifth, control interfering signal
was generated using software Audacity [14]. Registered and
generated interfering signals were then used to create an
artificial model of the noisy envirnoment.

TABLE I: Interference signals and their intensity

Type of disturbance \ Sound intensity during recording

Urban noise 70dB
TV movie 65dB
Conversation 60dB
Rock music 70dB

The impossibility of involving patients for multiple record-
ing the fistulas sound under defined conditions was resolved
by artificially mixing disturbances into the signals previously
recorded in the dialysis station (Fig.2).

Signal from
the arteriovenous
fistula [x]
Patient Recording head Signal with
noise [x+y]
Noise [y]

W{ Recording head

Fig. 2: The recording process with artificial disturbantion

For this purpose, two series of registrations were performed

in the anechoic chamber, during which were recorded:

1) single patient fistula signal — during each recording,
a previously recorded interfering signal with specific
sound values of 55, 60, 65 and 70dB was played,

2) interfering signal — the recording header was applied to
the patient’s body at a distance from the fistula, and at
the same time as the previous point, interfering sounds
were played at the specified intensity.
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Fig. 3: Percentage of correctly recognized heartbeats in func-
tion of intensity of disturbance
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The volume value in both cases was measured with the
Digital Sound Level Meter AZ8921 near the recording head
[15].

Signals from patients registered in the dialysis station were
added to the anechoic chamber recordings in Audacity. Each
of the registered and artificially obtained signals was subjected
to a classification process and the results were analyzed.

III. RESULTS AND DISCUSSION

A. The effect of disturbances on the operation of the feature
extraction algorithm

First, after the registration of the research material, the
effects of disturbances on the operation of the extraction
algorithm were investigated [3].

For this purpose, the extraction algorithm was used on in-
terrupted samples and on interfering samples. The disturbance
was introduced into the signal in the artificial noising process.

The performance and robustness the feature extraction al-
gorithm has no direct bearing on the quality of classification,
however, increase the level of disturbance in a signal translates
into a reduction of the number of points in feature space
extracted from this signal.

The Tab.II shows the percentage of correctly extracted parts
of signal corresponding to a single heartbeat. The number of
heartbeats identified in the clean signal was assumed to be the
baseline value.

TABLE II: Percentage of correctly recognized heartbeats

Intensity of Type of disturbance

disturbance | White  Urban TV Conversation ~ Rock
[dB] noise noise movie music

55 99,5 94,3 93,7 95,8 96,3

60 97,9 94,8 96,5 86,8 92,2

65 99,0 85,2 86,1 83,1 97,0

70 94,8 84,2 80,0 79,1 88,2

The data were presented graphically on Fig. 3. The charts
were supplemented by trend lines.

In each of the cases studied, the increase in the intensity of
the disturbances caused a decrease in the number of correctly
interpreted heart rhythms.

The biggest impact on the number of correctly identified
heartbeats had disturbances including sudden changes in sound
intensity. Especially harmful were the conversation and con-
taining a lot of dialogues television transmission of the TV
movie.

White noise had the smallest effect on the extraction result.
Because of its nature, it did not introduce sudden changes in
sound intensity into the test signal, so it did not interfere with
the process of detecting the extremes that indicate heartbeats.

Interestingly, rock music, as well as white noise, had little
effect on the quality of the feature extraction algorithm, and
apparently noise that is monotonous and devoid of sudden
changes reduced the quality of extraction to 85%.
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B. Case study

The next step was the analysis of a single case of a patient
who agreed to register a fistula signal under controlled acoustic
conditions of the anechoic chamber. During the registration of
the fistula signal, the noise of a known intensity was played.

All the recorded signals were classified by the classifier built
on the basis of 31 patients recorded with no disturbances. The
results are shown in the Tab.III.

The first row of the table described "none" contains the
result of analysis of 90 seconds of recording done in total
silence. The results indicate that the condition of the examined
patient’s fistula was classified in class c. Leakage of results
to neighboring classes b and d is the result of statistical
uncertainty of classification and is a normal thing in the
discussed problem of analysis of arteriovenous fistula state
estimation.

TABLE III: Case 103 - complete result

Type of intensity Recognized class
disturbance [dB] a b c d e f
none 0 0O 11 46 23 0 0
55 0 0 0 80 0 0
White 60 0O o0 0 66 14 0
noise 65 0 0 0 1 76 0
70 0O 0 0 0 54 20
55 0 0 0 47 28 0
Urban 60 0O o0 0 0 74 0
noise 65 0 0 0 0 65 5
70 0O 0 0 0 21 43
55 0 0 3 66 1 0
TV 60 0O o0 1 58 15 0
movie 65 0 0 0 19 43 1
70 0O o0 0 11 50 1
55 0 0 0 40 35 0
Conversation 60 0 0 0 0 76 0
65 0O 0 0 0 61 11
70 0O o0 0 0 23 43
55 0 0 0 64 14 0
Rock 60 0o 0 0 48 22 0
music 65 0 0 0 4 71 0
70 0 o0 0 7 52 7

The data in the table shows that even low intensity distur-
bances cause drastic changes in the assessment of the condi-
tion of the fistula. Each interfering signal tested has shifted
the results of the classification towards the class indicating
a condition that is worse than actual, with the amount of
displacement increasing with the intensity of the disturbance.

Graphical visualization of results from the Tab.IIl was
presented in Fig.4.

Areas marked with a darker color indicate the focus of
classification hits on a given class. Gray areas indicate blurring
results between classes.
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C. Analysis of all cases

Assuming the case study as a model, an analysis of other
fistulas sounds registered in dialysis station was performed.
The only difference was that the disturbances were introduced
artificially. The results obtained for each of the cases tested
were consistent with the results obtained for the fistula reg-
istered in the anechoic chamber described in the previous
section. It was assumed, therefore, that the model of artificial
disturbance is correct and produces reliable results.

The results of all cases were averaged and shown in Tab.IV,
and their graphical representation is shown in Fig.5. For the
purposes of analysis, the letter labels a-f were converted to
numeric labels 1-6, which allowed for the calculation of the
mean shift of the classification result relative to the base class.

TABLE 1V: Offset of the result of classification as a result of
disturbance

Intensity of Type of disturbance

disturbance | White  Urban TV Conversation ~ Rock
[dB] noise noise mivie music

55 0,11 0,51 0,18 0,44 0,33

60 0,18 0,82 0,31 0,64 0,36

65 0,70 1,11 0,52 0,82 0,76

70 0,89 1,41 0,61 1,05 0,80

The increase in disturbance intensity in each of the cases
studied led to an offset in the classification result, with the
algorithm reporting worse condition of the fistula than what
it actually was. It seems that the value of this offset can
be approximated as linearly dependent on the intensity of
the disturbance. If that is correct, extrapolating the trend line
for smaller than tested noise intensities, it can be concluded
that in order to obtain a sound quality sufficient for correct
classification, the level of ambient noise should not exceed
approximately 45dB.

IV. CONCLUSION

The extraction algorithm proved to be quite resistant to
disturbance — even loud noises at 70dB did not prevent it from
working, reducing only the amount of correctly recognized
heart beats by 25%. However, robustness of the extraction
algorithm has not translated into maintaining the quality of
the result of classification — noises of even slight intensity
caused significant distortion of results.

A positive aspect of the study is the awareness that, if the
recording is conducted under abusive acoustic conditions, the
result will be unequivocally falsified in the pathology of the
fistula. Its result will prompt the patient to verify rather than
to optimistically accept misleading indication.

It is worth noting that only material recorded under low
noise conditions allows for reasonable confidence in the re-
sults of classification process. While more complex denoising
schemes (for example using a second microphone) seem
possible, the complexity of implementing and testing such
a solution makes it unfeasible.
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Abstract—A chat dialogue system or a conversational agent
is a computer program designed to hold a conversation using
natural language. Many popular chat dialogue systems are based
on handcrafted rules, written in Artificial Intelligence Markup
Language (AIML). However, manual design of rules requires sig-
nificant efforts, so certain approaches for automating this process
can be helpful. This paper presents some preliminary experiments
to generate AIML knowledge automatically using conversation
data acquired from Twitter. The experimental results show the
possibility of obtaining natural-language conversation between
the user and a dialogue system without the necessity of hand-
crafting its knowledgebase.

I. INTRODUCTION

A chat dialogue system or a conversational agent is a
computer program designed to imitate a conversation with
users [1]. In general, chat dialogue systems can be categorized
into two types: task-oriented systems that are used to help the
user to complete various tasks, and open-domain systems that
aim to perform a natural conversation with the user [2].

A large number of dialog systems are rule-based, and one
of the most popular mechanisms of representing rules is
AIML (Artificial Intelligence Markup Language). AIML is a
simple XML-based markup language that gained popularity
after being used in a successful dialog system A.L.I.C.E. [3]
that won the Loebner Prize three times. The main drawback of
AIML-based systems lies in the large number of rules required
to imitate a natural conversation, especially in case of open-
domain systems. Therefore, AIML-based dialogue system
require a lot of manual effort to describe its knowledgebase,
leading to expensive and error-prone development process.

The goal of the proposed research is to demonstrate the
possibility of generating AIML rules from Twitter conversa-
tions of real users. This method provides a potential possibility
to greatly reduce the amount of manual effort needed to
design an open-domain dialog system. We discuss the steps
of this process, from gathering of the initial textual corpus
to the operation of the resulting system, and provide example
conversations.

Our ultimate aim is to develop a dialogue system supporting
natural human-computer conversation, which can be useful
in a variety of applications. The AIML-based approach is
much simpler comparing to more advanced dialog system
architectures [2]. Yet rule-base systems were still able to win
the Loebner Prize, which proves their potential as human-like
conversation agents. One of the main drawbacks of rule-based
systems lies in the great number of rules that need to be
handcrafted. We want to show that it is possible to reduce
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the amount of human effort by automating rule generation
process, using a large dataset of real human conversations,
such as Twitter dialogs.

II. ELEMENTS OF AIML

As mentioned in the previous section, AIML is based
on XML, and thus consists of hierarchically organized ele-
ments. The following explanations will include fragments of
Japanese-language conversations since we relied on a Japanese
Twitter corpus in the experiments.

A. AIML Categories

Individual “units of knowledge” are known as categories
in AIML. Each category should define at least two compul-
sory elements: a pattern that contains a sample input, and
a template that contains the corresponding response of the
bot [4]. There are three types of categories in AIML: atomic
categories, default categories, and recursive categories [1].

Atomic categories contain patterns without wildcard sym-
bols %, ~, _, and #. These categories describe exact responses
for precisely defined user input:

<category>

<pattern>¥li & 7 </pattern>
<template>BlI&L ) T3 WFETF., </template>
</category>
Here if the user inputs 3513 & 9 (“morning”), the bot should
reply B1d &k D T3\ 9 (“good morning”).

Default categories contain patterns with some wildcard
symbols. These patterns can be matched against a family of
input strings and thus can be used to describe more universal
conversational elements. For example, the wildcard character
x can be used to match one or more input words as follows:

<category>

<pattern>«|d#f & T h</pattern>
<template>#f& T i. </template>
</category>
Here if the user input anything that ends with |X%f & T3 H
(“do you like smth™), the bot should reply #f & CJ#a. (1
like it.”) The words matched with the wildcard characters can
be programmed to appear in the bot response as well.

Recursive categories are used to handle certain patterns
according to other rules already present in the system. In
these categories, a <srai> tag is used to redirect the rule
handler to another rule:

<category>

<pattern>T 7 VL TEAATINIIHATA
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</pattern>
<template>HlTEL THEHTEL Y ZTI VW EF!!!
</template>
</category>
<category>
<pattern>T T I TAH ATRTIIHATA
aky € IS IFARTALTA
</pattern>
<template><srai>7T % 7> TAH AT hr™
I 4 7 A</srai></template>
</category>
The fragment above says that the user input 77 ¥ T %
ATFRTIATA NS E IR IFATAL
~ A (“Happy New Year”) should be handled in the same
way as 77 VL T AT kT I A Y A (alternative way
of wishing a happy New Year), thus the content of the tag
<srai> in the second category matches the content of the
tag <pattern> in the first category. Recursive categories are
typically used to handle synonyms and complex grammatical
forms by splitting them into simpler parts.

B. Interpreting AIML

The set of AIML rules forming a chatbot’s knowledgebase
is processed with an AIML interpreter, responsible for actual
dialogs with the user. There are several AIML interpreters
available. We use Python-based pyAIML system, aimed to be
fully compliant with AIML 1.0.1 standard [5].

AIML interpreter selects the rule that provides the longest
match for the user input [1]. One can fine-tune rule prefernces
by using wildcards in the rules, since different wildcards have
different priorities.

IIT. GENERATING AIML RULES

A. Twitter Streaming API

The Internet contains numerous samples of conversation
data. Perhaps, Twitter dialogs come relatively close to informal
daily conversations, and there is an API available to retrieve
individual tweets and tweet streams [6].

We used Twitter API to create the “Utterance Pairs”
database, consisting of individual utterances and replies to
them. The collected data corresponds to the tweets posted
from October 2016 to April 2017. To build the database,
more than 70 thousands utterance pairs were collected using
Twitter Streaming API [7] that allows to extract tweets in real
time. Individual tweets are tagged with a number of attributes,
including the tweet language, timestamp, and in-reply-to field.
We fetched Japanese tweets only, and extracted the content of
each attribute.

B. Converting Tweets to Rules

The process of converting the raw tweet dataset into a set
of AIML rules consists of the following steps.
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1) Preprocessing: Raw tweet data contains numerous mes-
sages without any conversational meaning that have to be
considered garbage for our purposes. These tweets typically
consist of hyperlinks, hashtags and user names, or contain no
Japanese characters. We remove such tweets from the source
collection. We also remove very long messages, containing
over 30 Japanese characters. In general, noise filtering in
Twitter data is a well-researched problem [8], and we are
planning to extend our filtering algorithm in the future.

2) Normalization: Each utterance pair consists of the input
sentence and the reply to the input sentence. These pair
elements will be mapped to the AIML tags <pattern>
and <template>. Since the pattern has to be matched
against the user input during the actual user-bot interaction,
we increase the chances of a successful match by normalizing
the patterns. A typical normalization procedure for English
consists of stemming and capitalization of the pattern. For
the tweets in Japanese, we tokenize the input into invididual
morphemes using a morphological analyzer MeCab [9] convert
them to katakana. We also use MeCab to perform a part-of-
speech tagging of the input text and eliminate non-significant
morphemes, such as auxiliary verbs, postpositional particles,
conjunctions, and pre-noun adjectivals.

3) Rule Generation: Unknown words that cannot be recog-
nized by MeCab are substituted with wildcards, thus forming
the patterns of default category rules. All other patterns are
transformed into the rules of atomic category. As a result, we
obtain the rules of the following kind:

<category>

<pattern>*/\3d 7 </pattern>
<template>Hlik ) T3V ET (> _<)
</template>

</category>

IV. RESULTS

There are 71179 utterance pairs in the resulting dataset.
After normalization and filtering, our program has generated
30991 atomic category rules and 39308 default category rules.
By using the rules, our AIML bot is able to converse with
the user, but the dialogs often contain unnatural responses, as
the examples below show:

Conversation 1:
USER: Z AIZHIT (Hello)
BOT: ZAICHIIN. HIC22Z5GATHHIETES LR
VYH 72 % (Hello, today is a good day to see you)

USER: ZNId &h - 7= (It’s good.)

BOT: fxfs C9 4. (It’s really good.)

USER: fif/ vy Z & dh 5727 (Any good news today?)
BOT: |34 % (haruru)

USER: #f& % ATHTE7=M? (Do you have a crush on
someone?)

BOT: HbH < RVAIECA?
you off?)

USER: W, BlicHlWwTznwite (%)

(%)

(Does something puts

(No, nothing)
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BOT: XD|Zwwww (Nothing.)

Conversation 2:
USER: ¥ - 13— (Good Morning)
BOT: 1 -13d— ! (Good Morning!)
USER: SH®H -5 &FL %55 Lk (It seems that it
will be really hot today)
BOT: zZ — (Oh-)
USER: F<FKIC7% 5 T1Z L\ ia (I hope the season will
change to fall early)
BOT: LA\, ... a37dH-7Ll......
helped... There was Comic Market...)
USER: I 347 & T-7/=2 & 7%\vb (I have never been
to Comic Market)
BOT: II—W ! T 3I457T3 ! (Yes, Comic Market!)
USER: I X7 &t r& /=< vy (1 really don’t
want to go to Comic Market)
BOT: |XI—wW ! I 4579 ! (Yes, Comic Market!)
USER: 7= *#f& ? (Do you like animation?)
BOT: iBJjiL T (Please add it)

(It can not be

V. DISCUSSION AND CONCLUSION

In this paper, we have presented a simple chatbot based on
the AIML knowledge, extracted from Twitter streams. The bot
is able to hold a conversation with the user, but many parts of
the dialogs do not sound natural, and should be improved.

Probably, the largest shortcoming of the current implemen-
tation is related to the lack of context during conversations.
The present bot implementation is based on the database of
utterance pairs, while real dialogs include longer series of
replies. AIML allows to incorporate context information in
<that> tags, and we are planning to use this capability, and
to substitute utterance pairs with longer dialog sequences.

Another difficulty is caused with the lack of approximate
matching support in AIML. The only mechanism of ap-
proximate matching is wildcard characters, so the user-input

strings are expected to be precisely specified, or, at least, to
follow well-defined grammatical patterns. Without wildcards,
even a relatively large dataset like ours can be insufficient
for providing an exact match in many cases, and thus lead
to unnatural conversations (we currently generate a random
utterance from the knowledgebase if no match is found).

However, we are planning to address this problem in the
next revision of the system. Our present goal was to show that
Twitter data can be indeed used as a basis for automated AIML
rules generation, and the current system demonstrates that this
work can be accomplished, and the proposed approach has a
potential to assist labor-intensive manual design of chatbot
knowledge.
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ULTI-AGENT systems (MASs) provide powerful mod-
Mels for representing both real-world systems and ap-
plications with an appropriate degree of complexity and
dynamics. Several research and industrial experiences have
already shown that the use of MASs offers advantages in a
wide range of application domains (e.g. financial, economic,
social, logistic, chemical, engineering). When MASs represent
software applications to be effectively delivered, they need
to be validated and evaluated before their deployment and
execution, thus methodologies that support validation and
evaluation through simulation of the MAS under development
are highly required. In other emerging areas (e.g. ACE, ACF),
MASs are designed for representing systems at different levels
of complexity through the use of autonomous, goal-driven
and interacting entities organized into societies which exhibit
emergent properties The agent-based model of a system can
then be executed to simulate the behavior of the complete
system so that knowledge of the behaviors of the entities
(micro-level) produce an understanding of the overall outcome
at the system-level (macro-level). In both cases (MASs as
software applications and MASs as models for the analysis of
complex systems), simulation plays a crucial role that needs
to be further investigated.
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advances in Engineering Complex Systems by exploiting
Agent-Based Modeling and Simulation. In particular, the areas
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considered as exclusive):

o Agent-based simulation techniques and methodologies

o Discrete-event simulation of Multi-Agent Systems

« Simulation as validation tool for the development process
of MAS

« Agent-oriented methodologies incorporating simulation
tools

o« MAS simulation driven by formal models
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o Testing vs. simulation of MAS

o Industrial case studies based on MAS and simula-
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o Agent-based simulation of networked systems

« Scalability in agent-based simulation
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Abstract— Parallelization of agent-based models (ABMs) is one
solution for scaling up their simulation size sufficiently covering
more realistic problems. In order to break through memory lim-
itation, some ABM simulators such as RepastHPC and FLAME
enabled parallel simulation over a cluster system, (i.e. distributed
memory). They visualize to agents remote processors’ boundary
data as ghost space or facilitate message broadcast among agents,
so that agents can still share a full or partial view of their
simulation space. Yet, ABMs encounter a parallelization problem
where multiple agents may migrate to and thus collide with
each other on the same logical coordinates, which should not
occur in some applications, (e.g., traffic simulation where two
vehicles cannot change to the same lane). Although such collision
problems have been addressed algorithmically at a user level
where an agent stops before or hops over another agent, moves
faster or slower, ticks over time, or cuts coordinates finer, they
yet require inter-agent synchronization such as serializing agent
migration over all collision-inducing sub-spaces or cells, using a
single thread. To facilitate collision-free agent migration more ef-
ficiently, we considered two migration algorithms named location-
ordered and direction-ordered migration, and implemented them
over three ABM simulators: Multi Agent Spatial Simulation
(MASS), RepastHPC, and FLAME. This paper discusses about
programmability and execution performance among these three
simulators in collision-free agent migration.

I. INTRODUCTION

CALABILITY of simulation size is quite important for

agent-based models (ABMs) including transport simula-
tion [1], neural network simulation [2], ecological simula-
tion [3], and immune system simulation [4], all requiring
millions of agents to predict practical phenomena. Obviously,
one solution is parallelization of underlying simulators or
applications themselves. However, the biggest challenge is
that most ABM applications have been based on a shared-
memory paradigm where agents interact with each other on a
global simulation space. Although multithreading or even GPU
computing has been applied to ABMs such as MATSim [1]
and TB simulation [5] to reserve their share-memory-based
implementations, some simulators such as RepastHPC [6],
FLAME [7], and FIuTE [3] enabled parallel simulation over a
cluster system, (i.e., distributed memory) in support with MPIL
Their implementation facilitates message broadcast among
agents or visualizes to agents remote processors’ boundary
data as ghost space, so that agents can still share a full or
partial view of their simulation space.
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Yet, departed from a shared-memory paradigm, parallelized
ABMs encounter another problem where multiple agents may
migrate to and thus collide with each other on the same logical
coordinates, which should not occur in some applications,
(e.g. transport simulation where two vehicles cannot change to
the same lane). In pedestrian simulation [8], each pedestrian
agent avoids a collision by calculating its repulsive force
with others, which results in O(N?) complexity. In traffic
simulation [9], collision-inducing subspaces are serialized by a
single thread, which requires careful space partitioning. Other
simulators [10], [11] leave this collision problem on user-
level solutions where an agent stops before or hops over
another agent, moves faster or slower, ticks over time, or cuts
coordinates. These algorithms and implementations burden
model designers with more programming complexity.

We particularly focus on agent migration' over cellular-
based or logical network space in transport simulation [12],
[9] and artificial life [13], [14]. For this type of simulation, we
consider three different algorithms that enforce collision-free
agent migration, each named trial-and-error, location-ordered,
and direction-ordered migration. Trial and error considers all
such agent actions including a stop, a hop, or a faster/slower
move upon encountering a collision. On the other hand, the
location and direction-ordered algorithms move only agents at
a time, which are located on the same group of coordinates,
(e.g. those with their coordinates[i,j] where i and j are divisible
by three) or migrate to the same direction, (e.g. moving
to the north). We implemented the location and direction-
oriented algorithms over our own ABM simulator named the
MASS (Multi-Agent Spacial Simulation) library [15] as well
as RepastHPC and FLAME as our benchmark platforms, and
compared their programmability and execution performance.

The contribution of this paper is two-fold: (1) comparing
three approaches to collision-free agent migration in parallel
simulation and (2) demonstrating the programmability and
performance superiority of the MASS library over RepastHPC
and FLAME in collision-free migration. The rest of the paper
is organized as follows: Section II surveys the conventional
user-level and system-level collision-free migrations, and com-
pares them with our location/direction-ordered algorithms in

'As mobile agents frequently use “migration”, we use this terminology
rather than “move”.
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Fig. 1. Agent migration over a meshed space

parallel simulation; Section III analyzes implementations of
collision-free agent migration, each on MASS, RepastHPC,
and FLAME; Section IV compares execution performance of
these three simulation systems; and Section V summarizes the
MASS-based collision-free agent migration.

II. AGENT MIGRATION ALGORITHMS

Some ABM applications such as TRANSIMS [12], AIM-
SUN2 [9], Wa-Tor [14], and Sugarscape [13] simulate agent
migration over a cellular-based or logical network space where
at most one agent should reside at a given cell, node, or link,
which however needs special cares in parallel simulation. This
section gets started with a sequential execution of such agent
migration over a space, thereafter raises an agent-collision
problem in parallel execution, and examines three solutions
to address this problem.

A. Agent Migration in Spatial Simulation

For simplicity, let us consider agent migration over a two-
dimensional (or 2D) cellular space as shown in Figure 1-(a).
Sequential execution scans the space from upper left to lower
right as moving an agent at each cell at a time. This gives a
higher priority to an agent residing on an upper-left cell so that
another at a lower-right cell can safely find its next destination
cell without considering any potential collisions.

However, parallel execution removes such agent priorities
that all agents in a space are allowed to migrate to their
next destinations in any orders (see Figure 1-(b)), which
causes an agent collision on a cell. Therefore, we need to
consider parallel implementations to facilitate collision-free
agent migration.

B. Related Work

Several collision avoidance algorithms have been proposed
in both conceptual models and underlying parallel imple-
mentations. In conceptual models, Kirchner et al. [10] gave
four resolutions for conflicts of pedestrians that move over a
cellular automata model: (1) having an agent hop over or stop
before another agent, (2) allowing an agent to move as far
as possible, (3) dividing simulation time into sub-time steps,
and (4) keeping a pedestrian from crossing the trajectory of
another pedestrian that has already moved. Bandini et al. [11]
gave another set of four methods to avoid agent collisions in
pedestrian simulation: (1) changing their walking speeds, (2)
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modifying the space discretization towards a finer grain, (3)
modifying the current time scale, and (4) combining meth-
ods 2 and 3. However, these conceptual solutions still need
careful implementation techniques in parallel simulation. If a
simulation space is partitioned and mapped over a distributed-
memory system, the simulator must facilitate so-called ghost
space that visualizes a remote computing node’s boundary data
to the local node, so that each agent can observe others even
on remote nodes. Furthermore, an agent must move into its
destination cell exclusively no matter how finely simulation
time and space are sliced. Otherwise “trial and error” will
be repeated where multiple agents may end up moving to the
same cell, in which case all except one that can stay there must
follow one of the above resolutions to change their destination.

In parallel implementations, AIMSUN?2 [9], a cellular-based
transport simulator serializes agent migration over collision-
induing adjacent cells with a single thread, which handles
these cells as a critical section and guarantees exclusive
agent migration. However, users are burdened with grouping
such collision-inducing cells into a non-interruptible block. In
pedestrian simulation, Wagoum et al. [8] avoided a conflict
of pedestrian agents by calculating each agent’s repulsive
force with others. Their simulator was parallelized with MPI
where each rank maintains a neighborhood list of agents
and computes their repulsive forces in parallel. However, the
simulation results in O(N?) complexity yet within each MPI
rank.

Our goal is to mitigate these user burdens incurred by
conceptual models and to reduce complexity of parallel im-
plementations and their computation.

C. Parallel Algorithms

We consider the following three collision-free migration
algorithms: (1) trial-and-error migration, (2) location-ordered
migration, and (3) direction-ordered migration.

1) Trial-and-Error Collision-Free Migration: As illustrated
in Figure 2, this algorithm allows agents to collide with each
other on the same destination cell. However, upon a collision,
only one agent (with the highest identifier in most cases) can
keep residing there while all the others must back off to their
source cells and thereafter choose another available cell to
move. This trial-and-error migration needs to be repeated until
all agents find their next destination or conclude no more
cells to go. It belongs to a so-called distributed-termination
detection problem. If simulation wants to avoid solving this
problem, it will end up examining every single direction of
four or eight destinations in the von Neumann neighborhood,
(i.e., north, east, south, and west) or the Moore neighborhood,
(i.e., the former four directions plus north east, south east,
south west, and north west). Unless parallel implementations
guarantee serialization of agent migration as seen in AIM-
SUN2 [9], collision avoidance in conceptual models may result
in trial and error.

2) Location-Ordered Collision-Free Migration: Let us con-
sider a 2D space tiled with 3-by-3 cells, each numbered O
through to 8. As shown in Figure 3, if we pick up only
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agents residing on cells with the same number, (e.g., those
with #4), their migration based on the Moore neighborhood
will cause no collision. Upon moving these agents, each cell
must make its agent occupancy readable to its neighbors (as
ghost space over distributed memory), so that the other agents
will no longer choose the occupied cells. An iteration of
agent migration and cell communication needs to be repeated
nine times. The von Neumann neighborhood can reduce this
repetition to five times. We call this algorithm location-ordered
collision-free migration in the following discussions.

3) Direction-Ordered Collision-Free Migration: The third
collision-free migration is direction-ordered. As shown in
Figure 4, we will choose only agents that migrate toward
the same direction. This ordered migration must be repeated
eight times in the Moore and four times in the von Neumann
neighborhood, (e.g., north first, east second, south third, and
finally west in Figure 4). Note that, similar to the location-
ordered migration, all cells must inform their neighbors of
their agent occupancy each turn of agent migration.
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Fig. 4. Direction-ordered collision-free migration

D. Pros and Cons

Among the three collision-free algorithms, trial-and-error
migration is potential to move agents in the least iterations,
(e.g., < 4 in the von Neumann neighborhood). It prioritizes
agents with a higher ID, which allows an agent with the highest
ID to stay at a new destination and thus can reproduce a deter-
ministic migration over multiple simulation runs. On the other
hand, trial-and-error migration needs to have agents back off
to their source cell upon a collision as well as to implement a
distributed voting algorithm among all processes to see if they
have to conduct the next trial. The vote needs three phases of
collective communication: (1) a vote initiated from the master
to all the slave processes, (2) ballots collected to the master,
and (3) the result broadcast from the master. Although these
three phases can be described in one MPI_Allreduce() func-
tion, the complexity of the underlying implementation doesn’t
change. Therefore, trial-and-error migration costs p X (5¢+a)
where p = #trials, 5¢ = agent sending, agent retracting, and
three phases of communication needed for a distributed vote,
and a = agent synchronization overheads. We may avoid these
distributed votes and therefore repeat four trials as default, in
which case the cost will be 4(2¢ + a).

Figure 5 shows how quickly the number of collisions grows
and how many trial iterations are required as increasing the
number of agents randomly distributed and migrating over a
1000 x 1000 simulation space. Even 10,000 agents, (i.e., only
1% population density) results in 103 collisions in average.
This in turn means that trial-and-error migration in most cases
can’t complete in the first trial phase. With 50,000 agents, (i.e.,
5% population density), the algorithm needs three trial phases.
Finally it repeats four phases beyond 200,000 agents, (i.e.,
20% population density). Considering practical applications
that populate agents non-uniformly and move them toward the
same direction, (e.g., toward an exit door in an evacuation),
we may estimate 3(5¢ + a) as the cost of trials and errors or
end up 4(2¢ + a) with four default trials.

The location-ordered migration is the easiest to implement
at an application level by scheduling multiple events, (e.g., 9
in the Moore neighborhood), each moving agents that reside
on cells with the same number: O through to 8. However,
unless an application regroups all agents into these nine events
before migration, it must inevitably scan all agents at each
event for the purpose of identifying which agent resides on
which cell. Therefore, the location-ordered algorithm is the
most expensive from the viewpoints of the number of iterations
in migration and agent-scanning cost per iteration: 9(2¢ + s)
where 2¢ =ghost-space updating and agent sending overheads
and s = memory access overheads for scanning agents.

The direction-ordered migration can complete less iterations
of migration, (e.g., four in the von Neumann) than the location-
ordered algorithm although it has the same agent regrouping
or scanning problem as the location-ordered migration. There-
fore, the algorithm costs 4(2c¢ 4+ s) where 2¢ and s are the
same parameters as location-order migration. If this algorithm
should be implemented at a system level, the system needs to
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directly examine each agent’s data members to check its next
destination.

In summary, the trial-and-error migration apparently bur-
dens model designers with implementing inter-agent synchro-
nization as well as a distributed voting algorithm, and it has
little performance superiority as discussed above. Therefore,
we will focus on location- and direction-ordered migration
algorithms in our programmability analysis of three agent-
based systems: our MASS library, RepastHPC, and FLAME.

III. IMPLEMENTATIONS OF PARALLEL MIGRATION

This section compares MASS, RepastHPC, and FLAME
systems in coding agents’ random walk over a 2D space,
(named RandomWalk). Our analysis covers location-ordered
collision-free migration at an application level as well as
direction-ordered migration at a system level.

A. MASS

We have developed the MASS (Multi-Agent Spatial Simula-
tion) library in Java and C++. Places and Agents are keys to the
MASS library. Places is a multi-dimensional array of elements
that are dynamically allocated over a cluster of multi-core
computing nodes. Each element is called a place, is pointed to
by a set of network-independent array indices, and is capable
of exchanging information with any other places. Agents are a
set of execution instances that can reside on a place, migrate
to any other places with array indices (thus as duplicating
themselves), and indirectly interact with other agents through
variables local to the current place.

Parallelization with the MASS library uses a set of multi-
threaded communicating processes that are forked over a
cluster of multi-core computing nodes with JSCH in Java or
libssh2 in C++ and are connected to each other through TCP
sockets. Multi-threads take charge of method call and infor-
mation exchange among places and agents in parallel. A user
designs a behavior of a place and an agent by extending the
Place and Agent base classes respectively. They are populated
through the Places and Agents classes. Actual computation is
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performed between MASS.init() and MASS.finish(), using the
following major C++ methods, each performed in parallel [15].

Places Class

o public Places(int handle, String className, int bound-
ary, void *argument, int argSize int dim, int size[])
instantiates a shared array with size and a ghost space
with boundary from className as passing an argument
to the className constructor.

o public void* callAll(int functionld, void *arguments, int
argSize) calls the method specified with functionld of
all elements as passing arguments(i] to element[i], and
receives a return value into (void *)[i].

o public void exchangeAll(int handle, int functionld,
vector<int*> *destinations) calls from each element to
a given method of all destination elements, each indexed
with a vector element, and exchanges data among the
elements.

o public void exchangeBoundary( ) exchanges boundary
data with neighboring cluster nodes as a ghost space.

Place Class

« private vector<int> size, index maintain the size of the
shared array that each element belongs to and the index
of each array element.

o public void* callMethod(int functionld, void *argu-
ments) is invoked from Places.callAll() or exchange-All()
so as to call a function specified with functionld.

Agents Class

o public Agents(int handle, String className, void *ar-
guments, int argSize, Places *places, int population)
instantiates agents from className, passes arguments to
their constructor, and populates them over a given Places,
based on Agent.map().

o public void* callAll(int functionld, void *arguments, int
argSize, int retSize) is the same as Places.callAll().

o public void manageAll() updates each agent’s status,
based on its latest calls of migrate(), spawn(), and kill().
These methods are invoked within callAll().

Agent Class

o migrate(int[] index...) allows a calling Agent to migrate
or propagate itself to one or more Places specified with
index upon Agents.manageAll().

o spawn(int nChildren, Object arguments) spawns chil-
dren as passing arguments to them.

o kill() terminates a calling Agent.

o public void* callMethod(int functionld, Object argu-
ment) is the same as Place.callMethod().

Figure 6 shows abstract C++ code for parallelizing Ran-
domWalk with MASS. We use location-ordered agent mi-
gration, focusing on the von Neumann neighborhood, (i.e.,
including four N, E, S, and W neighbors) while numbering
places from O to 8 and scheduling nine turns of migration as in
the Moore neighborhood for simplicity. The main() function
(lines 26-38) serves as a simulation scenario. It creates an
5z % sz virtual land over which the n number of nomad agents
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1 // Place logic

2 void xLand::checkOccupancy (void* arg) { /each place

3 outMessage=new int ((int)agents.size()) ;/counts #agents

4 return NULL;

5 }

6 // Agent logic

7 void %Nomad::randomWalk (int *turn) {

8 int myTurn = index[0] % 3 + 3 * (index[1l] % 3);//get 0-8
9 if (myTurn != xturn) return NULL;

10 vector<int> destination; //choose next destination

11 random = rand() % 4;

12 for (int i = 0; i < 4; i++) {//check N,E,S,W vacancies

13 int dirX = (random%2==0) ? 0 ((random==1) ? 1:-1);
14 int dirY = (random$2==1) ? 0 ((random==0) ? 1:-1);
15 destination.push_back ( index[0] + dirX );

16 destination.push_back( index[1] + dirY );

17 if ((int =) (place->getOutMessage (destination)) > 0)
18 random = ( random + 1 ) % 4;/occupied, check next

19 else {

20 migrate( destination ); //vacant, migrate there

21 break;

22 b}l

23 return NULL;

24

25 // simulation scenario

26 int main(int argc, char#* argv) {

27 MASS::init (argv, nProc, NThr) ;/populate agents on land

28 Places xland=new Places(l,"Land", 1, NULL,0, 2,sz,s2);
29 Agents xnomad=new Agents (2, "Nomad", NULL,0, land, n);

30 for (int time=0; time<maxTime; time++) {/cycle simulation

31 for (int turn=0; turn<9; turn++) (/9 migrations/time

32 land->callAll (Land: :checkOccupancy_) ;

33 land->exchangeBoundary () ; //Places exchange #agents.

34 nomad->callAll (Nomad: :randomWalk, &turn,

35 sizeof (int));
36 nomad->manageAll () ; /lactual migration

37 b}

38 MASS::finish ()

39 }

Fig. 6. Application-level agent migration in MASS

are populated (lines 28-29). Thereafter, a cycle simulation gets
started with time = 0 through to maxTime —1 (line 30). For
each cycle, we schedule nine turns of agent migration (line
31). For each turn, we need to update each place’s ghost space
(stored in outMessage) (lines 32-33), for whose purpose each
land updates its agent population in its outMessage (lines 2-5).
Then, each agent invokes its randomWalk() function (lines 34-
35 and thereafter 7) that checks if it is this agent’s turn (lines 8-
9), randomly chooses one of its four neighboring places (lines
10-16), checks its occupancy (line 17), and decides to migrate
there or to choose another place (line 18 or 20). The actual
agent migration is committed at once by manageAll() (line
36).

Needless to say, model designers do not want to be aware
of agent collisions that are not the essence of their simulation
and thus should be supported by a system. Therefore, we
have implemented direction-ordered collision-free migration
in MASS. The implementation used the 2D von Neumann
neighborhood only. As shown in Figure 7, RandomWalk can
remove all the code related to collision avoidance and therefore
focus on agents’ randomWalk() function.

B. RepastHPC

RepastHPC is an MPI-supported parallel simulation plat-
form for agent-based modeling, which was developed by the
Argonne National Laboratory. In RepastHPC, Context is an

1 // Agent logic

2 void xNomad::randomWalk (int xturn) {

3 vector<int> destination; /choose next destination

4 random = rand() % 4;

5 int dirX = (random%2==0) 2 0 : ((random==1) 2 1:-1);
6 int dirY = (random%2==1) ? 0 : ((random==0) ? 1:-1);
7 destination.push_back( index[0] + dirX );

8 destination.push_back( index[1] + dirY );

9 migrate ( destination ); /collision-free migration

10 return NULL;

11 3

12 // simulation scenario

13 int main (int argc, char*x argv) {

14 MASS::init (argv, nProc, NThr) ;/populate agents on land

15 Places xland=new Places(l,"Land", 1, NULL,0, 2,sz,sz);
16 Agents xnomad=new Agents (2, "Nomad", NULL,0, land, n);
17 for (int time=0; time<maxTime; time++) {/cycle simulation

18 nomad->callAll (Nomad: :randomWalk, sturn, sizeof (int));
19 nomad->manageAll () ; /factual migration

20 }

21 MASS::finish ()

22 )

Fig. 7. System-supported agent migration in MASS

execution environment that populates agents over a given Pro-
Jection instance such as a shared network, gird, and space. We
can regard RepastHPC’s contexts, agents, and projections as
MASS processes, agents, and places respectively. RepastHPC
has the following similarities to MASS:

1) Ghost space views adjacent MPI ranks’ simulation
boundary so that agents in each rank can see their neigh-
borhoods’ information including sub-space occupancy
by other agents.

2) Agent migration are all committed at once by pro-
Jjection.balance() (similar to MASS agents.manageAll())
and are carried out physically by moving agents to a
remote rank.

On the other hand, RepastHPC is different from MASS in
the following aspects:

1) Simulation events are scheduled in a context separately
from main(), whereas MASS schedules events as for-
loop iterations in main().

2) agent collisions are not supported at the system level
unlike MASS.

3) spatial operations are passively invoked from a context
or each agent, whereas MASS allows each place to
manipulate agents through its agents vector.

In a similar way to MASS, we parallelized RandomWalk
with RepastHPC. Figure 8 shows the abstract code in C++. The
main() function initializes RepastHPC (line 35), instantiates a
context (line 36), populates agents (line 38), schedules nine
turns or events of agent migration (line 39), and starts a
cycle simulation (line 40). In RepastHPC, Context schedules
actual events and controls agents. Its schedule() function
(lines 2-6) needs to declared these nine migration events
separately, each calling the move() function (lines 7-16). This
actually means that, upon each invocation, move() must scan
all agents from the top in the context (lines 8-9) for exam-
ining each agent’s current location (lines 10-11). It invokes
Nomad::randomWalk() if a given agent resides on a cell with
the current turn. The randomWalk() logic is the same as that

69



70

of MASS: repeating a selection of the next destination up to
four times until finding a vacant neighbor.

As compared to MASS, RepastHPC facilitates to its users
more generic and various types of simulation space and gives
them more freedom of agent management, which however
tends to burden model designers with a much steeper learning
curve and to increase their code size.

1 // Context logic
2 wvoid MyContext::schedule (repast::ScheduleRunners r) {
3 r.scheduleEvent (1.1, Schedule: :FunctorPtr (this, move));
4 ... ;//schedule 9 migration events, each for cell #0-8
5 r.scheduleEvent (1.9, Schedule: :FunctorPtr (this, move));
6 }
7 void MyContext::move () {/scan all agents and move only those
8 it = agents.begin(); /residing on cells with the same #
9 while (it != agents.end()) {
10 discreteSpace->getLocation( (*it)->getId(), loc );
11 if (partitionCounter % 9 == loc) /pick up this agent
12 (xit)->randomWalk (discreteSpace) ;/let it plan on move
13 i++;
14 }
15 discreteSpace->balance () ;Zactual migration at once
16 }
17 7/ Agent logic
18 void Nomad::randomWalk (repast::SharedDiscreteSpacex* sp) {
19 for (int 1=0; i<4; i++) dst.push_back(i);
20 while (!moveset.empty()) {//check N,ES,W neighbors.
21 int r=rand() % dst.size () ;/randomly choose one
22 newLoc.push_back (loc[0]+cardinals[dst([r]]1[0]);
23 newLoc.push_back (loc[1l]+cardinals[dst[r]][1]);
24 repast::Point<int> center (newLoc) ;//get space info
25 repast: :Moore2DGridQuery<Nomad> moore2DQuery (sp) ;
26 moore2DQuery.query (center, neighbor);
27 if (neighbor.empty ()) /is a selected space occupied?
28 sp->moveTo (id, newLoc); //if not, move there
29 else /lotherwise,
30 dst.erase (dst.begin () +r) ; /try another
31 } }
32 // Simulation Scenario
33 int main(int argc, charx* argv) {
34 boost: :mpi::communicator world;
35 repast::RepastProcess:init (argv[1]) ;/ initialize Repast
36 MyContext* context=new repast::Properties (&world);
37 repast::ScheduleRunner& runner=repast::RepastProcess;
38 context->init (); //populate agents.
39 context->schedule (runner) ; //schedule 9 migration events.
40 runner.run () ; /frun a simulation.
41 delete model; /ffinish all.
42 repast: :RepastPRocess::instance () —>done;
43
Fig. 8. Agent migration in RepastHPC
C. FLAME

FLAME is another MPI-based ABM system, originally
developed by University of Sheffield, UK. Since FLAME users
write their simulation in C, for object-based programming
purposes, they need to declare all agents, their data and method
members, and environment variables in XML, in a similar
way to C++ header files. Although FLAME uses environment
variable such as env_north_x, env_south_y, env_min_x, and
env_max_y to shape a simulation space, it does not instant