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DEAR Reader, it is our pleasure to present to you Pro-
ceedings of the 2017 Federated Conference on Com-
puter Science and Information Systems (FedCSIS), which
took place, for the first time outside of Poland, in Prague,
Czech Republic, on September 3-6, 2017.

FedCSIS 2017 was Chaired by prof. Pavel Tvrdik, while
prof. Jan Janousek acted as the Chair of the Organizing
Committee. This year, FedCSIS was organized by the Polish
Information Processing Society (Mazovia Chapter), IEEE
Poland Section Computer Society Chapter, Systems Re-
search Institute Polish Academy of Sciences, Warsaw Uni-
versity of Technology, Wroctaw University of Economics,
and Czech Technical University in Prague.

FedCSIS 2017 was technically co-sponsored by: IEEE
Region 8, IEEE Czechoslovakia Section, IEEE Poland Sec-
tion, IEEE Computer Society, IEEE Computer Society Tech-
nical Committee on Intelligent Informatics, IEEE Czecho-
slovakia Section Computer Society Chapter, IEEE Poland
Section Gdansk Computer Society Chapter Poland, SMC
Technical Committee on Computational Collective Intelli-
gence, IEEE Poland Section Systems, Man, and Cybernetics
Society Chapter, IEEE Poland Section Control System Soci-
ety Chapter, IEEE Poland Section Computational Intelli-
gence Society Chapter, ACM Special Interest Group on Ap-
plied Computing, £.6dzZ ACM Chapter, International Federa-
tion for Information Processing, Committee of Computer
Science of the Polish Academy of Sciences, Polish Opera-
tional and Systems Research Society, Mazovia Cluster ICT
Poland, Polski Klaster Badan i Rozwoju Internetu Rzeczy,
and Eastern Cluster ICT Poland. FedCSIS 2017 was spon-
sored by Intel, Profinit and Abra.

FedCSIS 2017 consisted of the following events (confer-
ences, symposia, workshops, special sessions). These events
were grouped into FedCSIS conference areas, of various de-
gree of integration. Specifically, those listed without indica-
tion of the year 2017 signify "abstract areas" with no direct
paper submissions to them (but with submissions to their en-
closed events).

«  AAIA'17 12" International Symposium
Advances in Artificial Intelligence and
Applications

o AIMA'l7 — 7" International Workshop on
Artificial Intelligence in Medical Applications
o AIRIM'17 — 2™ International Workshop on Al

aspects of Reasoning, Information, and
Memory
o ASIR'17 — 7% International Workshop on

Advances in Semantic Information Retrieval
o JAWS'17 - 11™ Joint Agent-oriented
Workshops in Synergy

o LTA'l7 — 2% International Workshop on
Language Technologies and Applications

o WCO'17 — 10" International Workshop on
Computational Optimization

*  CSS - Computer Science & Systems
o CANA'l7 - 10%
Numerical Algorithms

o C&SS'17 — 4™ International Conference on
Cryptography and Security Systems

Computer Aspects of

o CPORA'l7 — 2" Workshop on Constraint
Programming and Operation Research
Applications

o MMAP'17 — 10" International Symposium on
Multimedia Applications and Processing

o WAPL'17 — 6™ Workshop on Advances in
Programming Languages

o WSC17 - 9" Workshop on Scalable
Computing
+ iNetSApp - International Conference on

Innovative Network Systems and Applications

o INSERT'l7 — 1% International Conference on
Security, Privacy, and Trust

o JoT-ECAW'17 — 1* Workshop on Internet of

Things —  Enablers, Challenges and
Applications
o WSN'17 — 6™ International Conference on

Wireless Sensor Networks

« ITYIMBS - Information Technology for
Management, Business & Society
o AITM'17 — 15" Conference on Advanced

Information Technologies for Management

o ISM'17 — 12" Conference on Information
Systems Management
o IT4L'17 5" Workshop on Information

Technologies for Logistics

o KAM'l7 — 23" Conference on Knowledge
Acquisition and Management
« SSD&A - Software Systems Development &
Applications

o IWCPS'17 — 4" International Workshop on
Cyber-Physical Systems

o LASD'l7 — 1* International Conference on
Lean and Agile Software Development

o MIDI'l7 — 4% Conference on Multimedia,
Interaction, Design and Innovation

o SEW-37 — The 37" IEEE Software
Engineering Workshop

*  DS-RAIT'17 - 4™ Doctoral Symposium on
Recent Advances in Information Technology

The 2017 edition of an AAIA’17 Data Mining Challenge,
focused on “Helping AI to Play Hearthstone™. Its results
constitute a separate section in these proceedings. Awards
for the winners of the contest were sponsored by: Silver Bul-
let Solutions and the Mazovia Chapter of the Polish Informa-
tion Processing Society. Papers resulting from the competi-
tion constitute a separate section of these Proceedings.

Each paper, found in this volume, was refereed by at least
two referees and the acceptance rate of regular full papers
was ~19.3% (96 papers out of 497 general submissions).

The program of FedCSIS required a dedicated effort of
many people. Each event constituting FedCSIS had its own
Organizing and Program Committee. We would like to ex-
press our warmest gratitude to all Committee members for



their hard work in attracting and later refereeing 497 submis-
sions (regular and data mining).

We thank the authors of papers for their great contribution
to research and practice in computing and information sys-
tems. We thank the invited speakers for sharing their knowl-
edge and wisdom with the participants. Finally, we thank all
those responsible for staging the conference in Prague. Orga-
nizing a conference of this scope and level could only be
achieved by the collaborative effort of a highly capable team
taking charge of such matters as conference registration sys-
tem, finances, the venue, social events, catering, handling all
sorts of individual requests from the authors, preparing the
conference rooms, etc.

We hope you had an inspiring conference and an unfor-
gettable stay in the beautiful city of Prague. We hope to
meet you again for FedCSIS 2018 in Poznan, Poland.

Co-Chairs of the FedCSIS Conference Series

Maria Ganzha, Warsaw University of Technology, Poland
and Systems Research Institute Polish Academy of Sciences,
Warsaw, Poland

Leszek Maciaszek, Wroclaw University of Economics,
Wroctaw, Poland and Macquarie University, Sydney,
Australia

Marcin Paprzycki, Systems Research Institute Polish
Academy of Sciences, Warsaw Poland and Management
Academy, Warsaw, Poland
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Abstract—In recent years, there has been a growing interest
in the use of ontological theories in the philosophical sense
(Foundational Ontologies) to analyze and (re)design conceptual
modeling languages. This paper is about an ontologically well-
founded conceptual modeling language in this tradition, termed
OntoUML. This language embeds a number of ontological
patterns that reflect the micro-theories comprising a particular
foundational ontology named UFO. We here (re)define OntoUML
as a formal graph grammar and demonstrate how the models of
this language can be constructed by the combined application of
ontological patterns following a number of graph transformation
rules. As a result, we obtain a version of this language fully
defined as a formal Ontology Pattern Grammar. In other words,
this paper presents a formal definition of OntoUML that is both
explicit in terms of the ontological patterns that it incorporates
and is completely independent of the UML meta-model.

I. INTRODUCTION

N RECENT years, there has been a growing interest in

the use of ontological theories in the philosophical sense
(Foundational Ontologies) and engineering tools derived from
these theories to improve the theory and practice of Informa-
tion Systems Engineering (ISE). In particular, there is a stable
tradition on the use of foundational ontologies to analyze
and (re) design conceptual modeling languages that play an
essential role in ISE. For example, in [1], the authors have
conducted an empirical study with 528 practitioners and have
shown that the perception of ontological deficiencies in con-
ceptual modeling languages negatively affects the perception
of the usability and usefulness of these languages.

This paper is written in the context of a research program
involving a particular Foundational Ontology, namely, the
Unified Foundational Ontology (UFO) [2] and a particular
conceptual modeling language derived from it, namely, On-
toUML [3]. OntoUML was conceived as an ontologically well-
founded version of the UML 2.0 fragment of class diagrams.
Both UFO and OntoUML have gained increasing attention
in the context of ontology-driven conceptual modeling. For
example, a recent study shows that UFO is the second-most
used foundational ontology in conceptual modeling and the
one with the fastest adoption rate [4]. Moreover, the study
also shows OntoUML is among the most used languages
in ontology-driven conceptual modeling (together with UML,
(E)ER, OWL and BPMN).

In a recent paper [5], we have shown that OntoUML
comprises a number of ontology patterns reflecting corre-
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sponding ontological micro-theories put forth by its underlying
foundational ontology (UFO) [6]. As discussed in [5], UFO is
a system of micro-theories addressing basically all the classic
conceptual modeling concepts. For each of the ontological
distinctions present in UFO and which are reflected as mod-
eling constructs in OntoUML, we have a corresponding ax-
iomatization. This axiomatization makes sure that OntoUML
constructs can only appear in a model forming clusters of
constructs with their ties and associated constraints. In other
words, in general purpose languages such as ER, UML or
OWL, the actual modeling building blocks of the language are
low-granularity modeling primitives such as class, association,
attribute, etc. In OntoUML, in contrast, the actual modeling
primitives are these structures (and their corresponding axiom-
atization) reflecting the underlying ontological micro-theories.
As a consequence, OntoUML could be conceived as a pattern
grammar (language) whose models are constructed via the
combined instantiation of the ontological patterns.

In [5], we presented the ontological patterns embedded in
OntoUML, the connection between these patterns, and their
possible combination rules. However, the characterization of
OntoUML as a full-blown pattern grammar was done there
in an informal way. In this paper we remedy this situation by
defining and implementing OntoUML as an Ontology Pattern
Grammar. As the main contribution of this paper, we show
how OntoUML patterns can be formally defined using a graph
grammar based on the Single-Pushout Graph Transformation
theory. Furthermore, we present a practical implementation of
this grammar, using the general-purpose graph transformation
tool GROOVE [7][8].

We highlight that the definition and implementation of
OntoUML as a formal Ontology Pattern Grammar can bring
several benefits to the (Ontology-Driven) Conceptual Model-
ing community, namely: (i) the grammar is defined in a for-
mal, Turing powerful, computational method that circumvents
the limitations of the current meta-modeling approaches for
defining the abstract syntax of modeling languages; (ii) the
language is defined in a way that affords its independence
from the UML meta-model and, as consequence, the results
presented here can be ported to other conceptual modeling
languages (e.g., some ontological distinctions put forth by
UFO have been incorporated in the ORM language [9][10])
and employed by the conceptual modeling community at large



beyond UML users; (iii) the language makes explicit its con-
stituting ontology design patterns which, once more, reflect the
ontological micro-theories put forth by UFO. In other words,
in comparison to the current definition of OntoUML’s abstract
syntax (in terms of a UML 2.0 meta-model with associated
OCL constraints), the implementation of this language in the
manner proposed here affords a much higher ontological trans-
parency for the language, i.e., the implementation makes much
more transparent the ontological commitments embedded in
that conceptual modeling language. Finally, we highlight that
the implementation of these patterns in a computational tool
supports the construction of OntoUML models by employing
modeling primitives of a higher-granularity (the ontological
patterns). Moreover, since these higher-granularity modeling
elements can only be combined to each other in a restricted set
of ways, in each modeling step, the design space is reduced.
We believe that this strategy reduces the complexity of the
modeling process, especially for novice modelers.

The remainder of this paper is organized as follows. Sec-
tions II and IIT present the background of this work. In
particular, Section III briefly introduces the basic concepts of
graph transformation, including the commonly used Single-
Pushout approach, and the definition of a graph grammar and
its associated graph language. Section IV presents the syntac-
tical conventions of the GROOVE tool set. Section V presents
the definition of OntoUML as an Ontology Pattern (Graph)
Grammar and shows its implementation in GROOVE. Finally,
by using this implementation, in Section VI we illustrate the
use of the proposed grammar to instantiate real OntoUML
models. Section VII presents our final considerations.

II. UFO AND ONTOUML

OntoUML, as all structural conceptual modeling languages
(e.g., UML, ER, ORM), is meant to represent type-level
structures whose instances are endurants, i.e., they are meant
to model Endurant Universals and their type-level relations.

Fig. 3 depicts the Endurant Universals hierarchy in UFO.
A basic formal relation that can hold between (endurant)
universals in UFO is the relation of subtyping. If a universal
B is a subtype of a universal A then we have that: (i) it is
necessarily the case that all instances of B are instances of A;
and (ii) all properties of universal A are in a sense inherited by
universal B, i.e., Bs are As and, therefore, have all properties
that are properties defined for universal A.

Endurant universals are distinguished into Substantial Uni-
versals and Moment Universals. Naturally, these are kinds of
universals whose instances are Substantials and Moments [3],
respectively. Substantials are existentially independent objects
such as John Lennon, the Moon, an organization, a car, a
dog. Substantials can have a mereologically complex structure,
i.e., they can have parts that are themselves substantials.
In case these substantials are functional complexes, their
parts are functional parts termed components (e.g., a CPU
is a functional component of a computer); in case they are
collectives, they have a uniform structure in which all parts
(termed members) are undifferentiated w.r.t. the whole (e.g.,
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in the sense all trees are considered merely as members of a
forest) [3]. Moments, in contrast, are existentially dependent
individuals such as John’s headache (which depends on him)
and the marriage between John and Yoko (which depends on
both John and Yoko). Being existentially dependent entities,
moments can only exist by inhering in other endurants [3].

Concerning the substantial universal hierarchy, Sortal Uni-
versals are the ones that either provide or carry a uniform
principle of identity for their instances. A principle of identity
supports the judgment whether two individuals are the same,
i.e., in which circumstances the identity relation holds. In
particular, it also informs which changes an individual can
undergo without changing its identity. Within the category of
Sortal Universals, we have the distinction between rigid and
anti-rigid universals. A rigid universal is one that classifies its
instances necessarily (in the modal sense), i.e., the instances
of that universal cannot cease to be so without ceasing to
exist. Anti-rigidity, in contrast, characterizes a universal whose
instances can move in and out of its extension without altering
their identity. For instance, contrast the rigid universal Person
with the anti-rigid universals Student or Husband. While the
same individual John never ceases to be an instance of Person,
he can move in and out of the extension of Student or Hus-
band, depending on whether he enrolls in/finishes college or
marries/divorces, respectively. Kinds are sortal rigid universals
that provide a uniform principle of identity for their instances
(e.g., Person). Subkinds are sortal rigid universals that carry
the principle of identity supplied by a unique Kind (e.g., a
kind Person can have the subkinds Man and Woman that carry
the principle of identity provided by Person). Concerning anti-
rigid sortals, we have the distinction between roles and phases.
Phases are relationally independent universals defined as a
partition of a sortal. This partition is derived based on an
intrinsic property of that universal (e.g., Child is a phase of
Person, instantiated by instances of persons who are less than
12 years old). Roles are relationally dependent (or externally
dependent) universals, capturing relational properties shared
by instances of a given kind, i.e., putting it baldly: entities play
roles when related to other entities via the so-called material
relations (e.g., in the way some plays the role Husband when
connected via the material relation of “being married to” with
someone playing the role of Wife). Since the principle of
identity is provided by a unique Kind, each sortal hierarchy
has a unique Kind at the top [3].

The relational dependence of Roles is manifested by the
presence of a Relator (a particular type of moment that is
existentially dependent on multiple individuals) in the model.
Relators are individuals with the power of connecting entities.
For example, an Enrollment relator connects a Student role
with an Educational Institution. OntoUML has a construct
for modeling relator universals. Every instance of a relator
universal is existentially dependent on at least two distinct
entities. The formal relation that take place between a relator
universal and the object classes it connects is termed mediation
(a particular type of existential dependence relation) [3].
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Non-Sortals or Mixins are universals that aggregate prop-
erties that are common to different sortals, i.e., that ultimately
classify entities that are of different Kinds. Non-sortals do
not provide a uniform principle of identity for their instances;
instead, they just classify things that share common properties
but which obey different principles of identity. Furniture is an
example of non-sortal (a category) that aggregates properties
of Table, Chair and so on. Other examples include works of art
(including paintings, music compositions, statues), insurable
items (including works of arts, buildings, cars, body parts, etc.)
and social and legal objects (including people, organizations,
contracts, legislations, etc.). The meta-properties of rigidity
and anti-rigidity can also be applied to distinguish different
types of Non-Sortals (Mixins). A Category represents a rigid
and relationally independent mixin, i.e., a dispersive universal
that aggregates essential properties that are common to differ-
ent rigid sortals [3] (e.g., Physical Object aggregates essential
properties of Table, Car, Glass, etc). A RoleMixin represents
an anti-rigid and externally dependent non-sortal, i.e., a dis-
persive universal that aggregates properties that are common
to different Roles (e.g., a Customer that aggregates properties
of Individual Customer and Corporate Customer) [3].

The leaf ontological distinctions represented in Fig. 3 as
well as their corresponding axiomatization (i.e., their corre-
sponding ontological micro-theories) are reflected as modeling
constructs in OntoUML [3]. Moreover, as shown in [5], this
axiomatization ensures that the OntoUML constructs repre-
senting these ontological categories can only appear in a model
forming clusters of constructs with their ties and associated
constraints. In other words, as previously mentioned, the actual
modeling primitives of OntoUML are certain pattern-based
structures reflecting the ontological micro-theories comprising
UFO. Thus, OntoUML is a pattern language whose models are
constructed via the combined instantiation of certain founda-
tional patterns. As a pattern grammar, an OntoUML model is
a non-empty set of Endurant Universal Expressions. These
expressions, in turn, as summarized in Table I, are defined in
a recursive manner reflecting the taxonomic structure of the
UFO ontology of Endurant Universals (Fig. 3) until a level
of concrete terminal elements (kinds and concrete ontology
patterns) is reached. The OntoUML patterns have already been
presented in [5] but at a more informal level. In this paper,
we present the OntoUML patterns in a formal manner, using
a graph transformation system.

III. GRAPH TRANSFORMATION
A. Basic Concepts

Graph transformation (or graph rewriting) [11] has been
advocated as a flexible formalism, suitable for modeling
systems with dynamic configurations or states. This flexibility
is achieved by the fact that the underlying data structure,
that of graphs, is capable of capturing a broad variety of
systems. Some areas where graph transformation is being
applied include the visual modeling of systems, the formal
specification of model transformations, and the definition of
graph languages, to name a few [12][8].

TABLE I
EXPRESSIONS OF ONTOUML.

Expression Expression Structure

Moment Universal
Expression

Substantial Universal
Expression

Endurant Universal |
Expression

or

Substantial Universal Sortal or Mixin

Expression Expression Expression
Sortal Rigid Sortal Anti-Rigid Sortal
Expression Expression 30[’ Expression
Rigid Sortal | Substance Sortal | or SUBKIND
Ex ion | Expression PATTER

<<kind>> or COLLECTIVE
T PATTERN

Substance Sortal

Expression
Anti-Rigid Sortal PHASE ROLE
Expression PATTERN R4l  PATTERN

Mixin CATEGORY ROLEMIXIN
Expression PATTERN or PATTER N
MOD RELATO
EA - B
A E RN

Moment Universal
Expression

ROLE
PATTERN

Relationally Dependent
Universal Expression

Essentially, whenever a system consists of entities with
relations between them, this can be naturally captured by a
graph in which nodes stand for entities and edges for relations.
If, in addition, a main characteristic of such a system is that
entities are created or deleted and the relations between them
can change, then the transformation of graphs comes into play.

The core concept of graph transformation is the rule-based
modification of graphs, where each application of a rule leads
to a graph transformation step. A transformation rule specifies
both the necessary preconditions for its application and the
rule effect (modifications) on a host graph. The modified
graph produced by a rule application is the result of the
transformation.

In this work, we use graph transformations to formally
model the construction of ontology patterns. A set of graph
transformation rules can be seen as a declarative specification
of how the construction of an ontology model can evolve
from an initial state, represented by an initial host graph. This
combination of a rule set plus an initial graph is called a graph
grammar, and the (possibly infinite) set of graphs reachable
from the initial graph constitute the grammar language.

In its basic form, our formal graphs are composed of nodes
and directed labeled binary edges. Fig. 1(a) shows a graph
representing a single-linked list composed of five cells (nodes
labeled C) and a sentinel node (L) to mark the head and tail
elements of the list. Labels C and L are actually part of self-
loop edges; however, for visual convenience, unary labels are
written inside their associated node and the edge is omitted.
Node identities are displayed at the top left corner of each
node (edge identities are not shown). Edges labeled n indicate

3
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Fig. 1. (a) A graph representing a single-linked list with five elements. (b),(c)
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Fig. 2. Example of a graph transformation, with application of rule get to
the graph of Fig. 1(a). Match m is indicated with dashed arrows.

the next list element, and labels h and t, indicate the list head
and tail, respectively.

Graphs are modified according to transformation (or pro-
duction) rules, that describe both the conditions for their
application and the changes that should be performed to the
host graph. In its basic form, a transformation rule r is
composed of two graphs, a left-hand side (LHS) L and a right-
hand side (RHS) R. Fig. 1(b,c) shows rules for removing the
head element of a list (get) and inserting a new element at the
tail of the list (put). For rule get, we have that the set of deleted
nodes is {vy}, indicating that the head cell is removed by
the rule. Additionally, set {{v1, h, v2), (v2,n, v3)} corresponds
to the set of edges to be removed. Rule get does not create
new nodes, and set of edges to be created consists solely of
{(v1,h, vs)}. For the put rule given in Fig. 1(c) these sets can
be analogously inferred.

Graphs are related by morphisms, structure preserving func-
tions over nodes and edges that also respect edge labels. For a
rule r to be applicable to a host graph G, a match m of L into
G has to exist, where m must be structure-preserving, i.e., m is
a morphism from L to G. The application of r to G according
to match m comprises two steps. First, all nodes and edges
matched by L\ R are removed from G. In the second step of
rule application, elements of R\ L are added to G, to obtain
the derived graph H. Fig. 2 depicts the application of rule get
(Fig. 1(b)) to the host graph of Fig. 1(a), under match m. The
commuting square of morphisms corresponds to a pushout in
Category Theory, therefore this type of construction for graph
transformation is dubbed the Single-Pushout (SPO) approach.
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By associating an initial host graph to a set of related rules
we obtain a graph grammar. A graph grammar defines a graph
language, the set of all graphs reachable from the initial host
graph. If a grammar has at least one rule that is always enabled
(i.e., that has an empty LHS), then the grammar language is
infinite. However, a finite fragment of a language can still
be algorithmically generated. This is the core functionality of
the GROOVE tool set, which calls this action exploration of
the grammar state space. We describe the GROOVE tool in
Section IV.

A graph grammar is a Type 0 grammar according to the
Chomsky Hierarchy and therefore graph transformations can
be seen as an alternative, Turing powerful, computational
method [13]. However, despite their theoretical power, graph
grammars still require further extensions to be applicable in
practice. In this work, we use the concepts of typed graph
grammars and of rule schemata, described in the following
two sections.

B. Node Types and Inheritance

A typed graph transformation with node type inheri-
tance [14] is a formalization of the inheritance concept com-
mon to object oriented (OO) systems. The core concept of
this formalization requires enriching a graph grammar with
a (transitive) inheritance relation over node types. Using
the usual graph transformation terminology, the inheritance
relation is described by a type graph (roughly equivalent to a
class diagram, in OO terms) that describes all valid structure
of rule and host graph elements.

Roughly speaking, a graph grammar can be typed according
to a type graph 7 by the construction of a morphism from
any grammar graph (rule or host graphs) into 7. If no such
typing morphism can be constructed, then the grammar is
considered erroneous. Tools such as GROOVE are properly
equipped to handle type graphs and node inheritance, and give
error messages if a grammar cannot be typed.

Although we refrain ourselves from presenting the theory of
typed graph transformation due to its complexity (an interested
reader is referred to [14]), in practice the consequences of
using types in a graph grammar are quite straightforward,
affecting only the rule matching mechanism. For example,
suppose two node types S and T, with S a subtype of T. Any
occurrence of a T-node in the LHS of a rule can be matched
by either a T- or S-node in the host graph. This idea can be
generalized to a complete transitive inheritance relation and is
properly implemented in the GROOVE tool [8].

Fig. 3 depicts a type graph that describes a UFO-A fragment
of Endurant Universals, as presented in [5] and discussed in
Section II. The type graph is able to properly capture the
complete hierarchy as given in [5], with the exception of
annotations such as disjoint and complete. In addition, the
type graph in Fig. 3 can be seen as a formal representation
of the recursive relationships between expression structures,
as informally presented in Table I of Section II. In Table I,
for example, a Anti-Rigid Sortal Expression can stand for
either a Phase Pattern or a Role Pattern. This is formalized
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Fig. 4. Additional type graph used in the Ontology Pattern Grammar.

in the type graph by the subtyping (inheritance) relations
between node types AntiRigidSortal, Phase, and Role. It
is also important to note that some types in Fig. 3 have
been abbreviated for convenience. For example, an Endurant
Universal is summarized as the Endurant node type.

Not all expressions given in Table I are part of the UFO-A
fragment of Endurant Universals. Therefore, to completely and
formally define the graph structures allowed in the Ontology
Pattern Grammar, we also use the additional type graph
elements shown in Fig. 4. For convenience, we introduce the
most general node type Top, and unify all edge types allowed
using this node type. The string attribute n within the Top-
node is used to name the constructs as they are introduced
in the ontology graph. Also worthy of note is node type
RelationalDependencePattern, whose purpose is to serve as
a place-holder, representing an intermediate construction on
the ontology graph that will later be replaced by further rule
applications (see Section V).

From here on, we assume that all graph grammar elements
presented are typed by the type graph 7 that is formed by
the merge (on equal node types) of the type graphs shown in
Figs. 3 and 4.

C. Rule Schemata

If a node type T is not a leaf in the type graph 7, then
any rule where a T-node occurs in the LHS actually describes

(k>0)

Al
@ [a—c—8] @) [a}—c—l8] (C)@/C

Fig. 5. (a) LHS of a rule schema describing an arbitrary number of A-nodes
connected to a single B-node. (b),(c) Instantiation of such schema for k = 1
and k& = 2, respectively.

a “collection of rules”, where the elements of this collection
are formed by instantiating the T-node with all its subtypes.
Although this is not necessary in practice, conceptually speak-
ing, a transformation rule that uses node type inheritance can
be seen as a rule schema, which defines a family of concrete
rules by means of the inheritance relation.

This idea of rule schemata or rule collections can also
be used capture the concepts of element multiplicity and
quantification [15][16]. Fig. 5(a) shows a rule schema to
handle node multiplicities. Node A is depicted with extra
copies to indicate that it can represent an arbitrary number
of concrete nodes, with such number bound by parameter k.
Fig. 5(b,c) shows the concrete schema instantiation for £ = 1
and k = 2, respectively. Again, for simplicity’s sake, we will
not elaborate further on the theory of rule schemata, referring
the reader to [15] for details.

A rule schema for node types describe a finite collection of
rules, since any type graph 7 must be finite. However, in a rule
schema for multiplicities this is usually not the case: parameter
k can be unbounded, leading to an arbitrarily large collection
of concrete rules. This may pose a problem, since the definition
of a graph grammar requires the set of transformation rules
to be finite. Nevertheless, this problem can be easily fixed by
imposing an upper bound n to k, thus limiting the number
of concrete rules under consideration. The value for n is
dependent on the application scenario of the graph grammar;
in most practical scenarios (including the Ontology Pattern
Grammar), n is a small (single digit) natural. In Section V,
for each grammar rule that required the use of a schema, we
specify the value of &£ used upon instantiation.
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IV. GROOVE

GROOVE [7][8] is a general purpose graph transformation
tool set that uses directed labeled graphs. The core function-
ality of GROOVE is to (partially) compute the language of
a graph grammar, by recursively applying all rules from the
grammar to the initial host graph, and to all graphs generated
by such applications. In the tool terminology, this exploration
results in a state space consisting of the generated graphs. The
main component of the GROOVE tool set is the Simulator, a
graphical tool that integrates (among others) the functionalities
of rule and host graph editing, and of interactive or automatic
state space exploration.

A graph transformation rule is composed of two graphs
L and R, as defined previously. However, in practice, it is
tedious and rather repetitive to describe a rule in terms of its
composing graphs. Therefore, in GROOVE, both L and R are
combined into a single graph, and colors and line strokes are
used to visually distinguish them. Fig. 6 shows the get and put
rules previously given in Fig. 1(b,c), now in GROOVE notation.
The semantics of this notation is summarized as follows:

o The black (continuous thin) components are reader ele-
ments, which must be present during matching and are
preserved by the rule application.

o The blue (dashed thin) components are eraser elements,
which must be present during matching and are deleted
by the rule application.

o The green (continuous fat) components are creator ele-
ments and are created by the rule application.

V. ONTOUML AS A GRAPH GRAMMAR

In this section we describe the main contribution of this
paper, namely the Ontology Pattern Grammar. In [5], we
discussed at length the static structure of OntoUML patterns,
focusing mainly on the rationale for the usage of a pattern,
but without concern with the actual sequencing of pattern
constructions that may lead to a complete model. On the other
hand, in Section III, we described the major concepts of graph
transformation, a formalism aimed at specifying the dynamic
evolution of graph structures. In this section we merge these
two concepts.

Our goal is to use graph transformations to formally cap-
ture the dynamic evolution of an OntoUML model from its
inception until its final form. To do so, we specify each step
in the construction of a Ontology Pattern as the application
of a graph transformation rule. This level of granularity in the
model construction is justified by the fact that, in OntoUML,
the patterns are the actual modeling primitives, as previously
stated.

Tables II and III show all graph transformation rules that
form the Ontology Pattern Grammar, as implemented in
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GROOVE. The initial host graph is empty and thus it is not
depicted. Certain patterns admit two or more variants, which
are presented consecutively in Tables II and III. Additionally,
rules whose names end in ki are based in rule schemata, with ¢
indicating the concrete value used in the schema instantiation.
In these cases, we indicate in the rule description which nodes
are multiple (i.e., have an associated k£ > 0).

With exception of the Kind Pattern rule, for any other rule
to be applicable, an existing structure must already be present
in the model (these are the reader and eraser elements in the
rules). Also, every rule creates an additional graph structure
(creator elements) with each application. Thus, by sequencing
a series of rule applications, the ontology model (which starts
empty) grows until reaching its final form, with the GROOVE
tool ensuring that only valid (applicable) transformations can
be taken at each step. Therefore, the final model created
is guaranteed to be structurally and ontologically sound by
construction.

The first two cells of Table II show the rules for creating a
Category Pattern, which has two variants. Variant 1 creates
a Category node for an existing Mixin node to inherit from.
Variant 2 comes from a schema, where the RigidSortal node
is multiple, with the rule instance using k = 2. Thus, in this
rule, a category serves as the inheritance point of two rigid
sortals. The Collective Pattern also comes from a schema,
with the Endurant node being multiple (the rule instance uses
k =1). Thus, in this rule, a new Collective node is created
as a member of a single existing endurant. The Component,
Inheritance and Membership Pattern rules are used to
respectively create the relations of parthood, inheritance and
membership among two existing endurants.

The Kind Pattern rule is used to create new Kind nodes.
This is always possible, since a kind has no preconditions to
be introduced in the model. Therefore, the Kind Pattern rule
is always applied first in a new graph (model). The Mode
Pattern rule follows a schema, with the Endurant node the
mode depends on being multiple. Here, this multiple node is
instantiated with £ = 1. A similar construction occurs in the
Phase Pattern, with the multiple Phase nodes instantiated for
k = 2, indicating that two distinct phases can inherit from an
existing sortal.

The Relational Dependence Pattern has three variants to
handle distinct structures of mediation by a Relator node. In
Variant 1, the mediation is direct, whereas in Variants 2 and 3
the mediation occurs through the membership of a substantial.
In either case, the goal of these rules is to confirm the existence
of a relator mediating a Relationally Dependent Expression
(either a Role or RoleMixin node). The rules then erase the
temporary RelationalDependencePattern marker node which
was previously created when a Role or RoleMixin Pattern
was introduced.

The Relator Pattern has two variants, with Variant 1
handling the creation of a Relator node that directly mediates
one or more substantials. Table III shows instances of the
rule schema for k = 1,2,3. Variant 2 behaves similarly but
also introduces a reified MaterialRelation node to connect
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TABLE II
ONTOLOGY PATTERN GRAMMAR IN GROOVE (PART I)

TABLE III
ONTOLOGY PATTERN GRAMMAR IN GROOVE (PART II)
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the involved substantials. This reification is necessary because
GROOVE only admits edges connecting nodes (not other
edges).

The Role Pattern rule creates a Role node that inherits
from an existing sortal. A role is a Relationally Dependent
Expression which must be connected to a Relator Pattern.
Since the relator can only be created after all mediated
substantials exist, the rule creates the RelationalDependen-
cePattern marker node, to indicate that there is a unresolved
dependence in the model. Subsequently, after one or more
Relator Patterns are created, this marker node is removed
by a Relational Dependence Pattern rule. A model with
one or more RelationalDependencePattern nodes is at an
intermediate state of construction, and cannot be considered
finished until all dependencies are satisfied.

The Role Mixin Pattern is similar to the Role Pattern,
with the distinction that this pattern creates a RoleMixin node
to aggregate one or more roles. Variant 2 instantiates the rule
schema with & = 2, both for the Role and Sortal nodes.
Variant 1, on the other hand, allows the introduction a mixin
that generalizes an existing one. Finally, the last two cells of
Table IIT show the rules that creates the Subkind Pattern.

The main functionality of the GROOVE tool is state space
exploration (language enumeration) of a graph grammar. Al-
though this functionality can be used with the Ontology Pattern
Grammar to (partially) enumerate consistent OntoUML mod-
els, this is not the grammar intended use, as the exploration
can quickly exhaust computational resources. Conversely, the
Ontology Pattern Grammar was designed to be used with the
interactive mode of GROOVE, where the user (modeler) decides
at each step which rule to apply to introduce a new pattern.
This sequencing of rule applications is illustrated in the next
section with two examples.

VI. APPLYING THE ONTOLOGY PATTERN GRAMMAR

In order to illustrate the application of the Ontology Pattern
Grammar to produce OntoUML models, we use two exist-
ing published models of [S]. The versions of these models
produced using the grammar are shown in Figs. 7 and 8§,
respectively. In the model of Fig. 7, we see on the top-left
side the result of an application of a Kind Pattern (Person)
followed by an application of the Phase Pattern (Deceased
Person and Living Person specializing the sortal Person).
In the top-right side of the model, we see an analogous
application of the same patterns creating the kind Organization
and the phases Extinct Organization and Active Organization.
In the center of the model, we see the application of the
RoleMixin Pattern Variant 2 creating the rolemixin Customer
and the roles Personal Customer and Corporate Customer that
specialize the sortals Living Person and Active Organization,
respectively. The Relational Dependent Pattern node (let us
call it RDP-1) created by this RoleMixing Pattern Variant 2
serves as a marker to indicate that the rolemixin Customer
requires a relation with a pattern that is still not present.
Continuing with the model construction, the role Supplier is
introduced via an application of the Role Pattern. This role
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also requires a Relational Dependent Pattern (call it RDP-
2). Finally, a relationally dependent expression is introduced
with a relator (Purchase Contract) and the material relation
purchases from via the application of the Relator Pattern
Variant 2. Once the relator Purchase Contract is created,
both RDP-1 and RDP-2 are satisfied and thus their temporary
node markers can be removed with two applications of the
Relational Dependency Pattern Variant 1. This concludes
the model creation, yielding the graph shown in Fig. 7.

In the model of Fig. 8, we can start with the applications
of the Kind Pattern creating the kinds Organization, Orga-
nizational Unit and Person. After that, with the application
of the Component Pattern, we can make an Organizational
Unit a component of an Organization (both Organizational
Unit and Organization are Endurant types). We have then
two applications of the SubKind Pattern Variant 1 creating
the subkinds Car Rental Branch and Car Rental Agency.
Again these two types can be connected by an application
of the Component Pattern. An application of the RoleMixin
Pattern Variant 2 creates the rolemixin Car Rental Provider as
well as the roles Car Rental Branch Provider (that specializes
the sortal Car Rental Branch) and Car Rental Agency Provider
(that specializes the sortal Car Rental Agency). The Relational
Dependency Pattern instance (let us call it RDP-1) associated
to this pattern is left unresolved at this moment. We can then
apply the RoleMixin Pattern Variant 1 to create the rolemixin
Service Provider as a supertype of Car Rental Provider,
leaving a second instance of the Relational Dependency
Pattern unresolved (let us call it RDP-2). We can apply
once more an instance of the RoleMixin Pattern Variant
2 creating the rolemixin Potential Car Renter and the roles
Potential Person Car Renter (specializing the sortal Person)
and Potential Organization Car Renter (specializing the sortal
Organization). Again, we leave an instance of the Relational
Dependency Pattern unresolved (RDP-3). We can apply again
the RoleMixin Pattern Variant 1 creating the rolemixin Target
Customer as a supertype of Potential Car Renter, leaving a
final instance of a Relational Dependency Pattern unresolved
(RDP-4). Then, using the Collective Pattern we can introduce
the Target Customer Community as a member of the endurant
Target Customer. This collective then appears as the supertype
of the Potential Car Renter Community subkind, created via
a Subkind Pattern Variant 1. Rule Membership Pattern is
used next, to introduce the memberOf relation between the
Potential Car Renter Community subkind and the Potential
Car Renter mixin. Finally, to complete the model we apply
the Relator Pattern Variant 1 (kK = 2) twice, to introduce
the two relators Service Offering and Car Rental Offering,
which are then connected using the Inheritance Pattern. After
this step, all relational dependencies are satisfied, and are
removed via two applications of the Relational Dependency
Pattern Variant 1 (handling RDP-1 and RDP-2), and two
applications of the Relational Dependency Pattern Variant
2 (handling RDP-3 and RDP-4). This concludes the model
creation, yielding the graph shown in Fig. 8.
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Fig. 7. Model from [5] produced in GROOVE using the proposed Ontology Pattern Grammar.
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Fig. 8. Model from [5] produced in GROOVE using the proposed Ontology Pattern Grammar.

VII. CONCLUSION

In this paper, we employ the formalism of a graph gram-
mar to propose an alternative formulation of the OntoUML
language, fully defining it as an Ontology Pattern Grammar.
Given that (as shown in [4]) OntoUML is among the most used
modeling languages for ontology-driven conceptual modeling,
we believe that the results presented here amount to a theo-
retical and practical contribution to the conceptual modeling
community.

In an extended version of this paper, we shall elaborate
on a version of the OntoUML modeling tool that fully im-
plements a computational support for the modeling strategy
proposed here, in which models are completely constructed
by the restricted combination of these patterns as higher-
granularity modeling primitives (see discussion in [5]). We
believe that this strategy dramatically reduces the complexity
of the modeling process, especially for novice modelers. This

is, of course, an empirical question, which we intend to address
in a series of experiments.

As discussed in [6], the observation of the application of
OntoUML over the years conducted by a variety of groups in
a variety of domains amounted to a fruitful empirical source
of knowledge that triggered the evolution of both UFO and
OntoUML. In this process, termed Systematic Subversions [6],
users of the language systematically created models that were
(purposefully) grammatically incorrect but which were needed
to express the intended characterization of their underlying
conceptualizations that could not be expressed otherwise.
These includes the representation of event-related phenomena
in structural conceptual models [17], the representation of
powertypes [18] (types whose instances are types, not in-
dividuals), as well as the representation of anti-rigid types
(e.g., roles, phases) and non-sortal types (i.e., categories, mix-
ins and role-mixins, whose instances are moments (relators,
modes) [19]. As a follow up of this paper, we intend to
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propose an updated version of the OntoUML pattern grammar
presented here to formally account for new patterns and
constraints related to the modeling of these phenomena.

We would like to highlight that the definition and imple-
mentation of the language as presented here bring several
benefits to this community, namely: (i) the grammar is de-
fined in a formal, Turing powerful, computational method
that circumvents the limitations of the current meta-modeling
approaches for defining the abstract syntax of modeling lan-
guages; (ii) the language is defined in a way that affords its
independence from the UML meta-model and, as consequence,
the results presented here can be ported to other concep-
tual modeling languages and employed by the conceptual
modeling community at large; and (iii) the language makes
explicit its constituting ontology design patterns which, once
more, reflect the ontological micro-theories put forth by UFO.
In other words, in comparison to the current definition of
OntoUML’s abstract syntax (in terms of a UML 2.0 meta-
model with associated OCL constraints), the implementation
of this language in the manner proposed here affords a much
higher ontological transparency for the language, i.e., the
implementation makes much more transparent the ontological
commitments embedded in that conceptual modeling language.

In summary, we believe to have proposed in this paper
what is (to the extent of our knowledge) the first attempt to
produce a general-purpose conceptual modeling language that
is ontologically well-founded, explicitly defined as an ontology
pattern language, and not tied to a particular legacy meta-
model (the UML 2.0 meta-model).
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Abstract—This paper deals with the process of identifying
the parameters of the dynamic equivalent (DE) load model
of an active distribution system (ADN) simulated in RTDS
using mean-variance mapping optimization (MVMOQ) algorithm.
MVMO is an emerging variant of population-based, evolutionary
optimization algorithm whose features include evolution of its
solutions through a unique search mechanism within a normal-
ized range of the sample space. Due to the prominent large-
scale integration of DG in low and medium voltage networks, it
is important to develop equivalent models that are suitable for
representing the resulting active distribution network in dynamic
studies of large power systems. This would significantly reduce
the computational demands and simulation time. Moreover,
only a defined portion of a system is usually studied, which
means that the external system can be substituted with DE
thereby allowing the detailed modelling of the focus area. The
IEEE 34-Bus distribution system was modified and used as
the reference network where measurement data were gathered
for identification of the parameters of its developed DE. An
optimization-enabled simulation involving MATLAB, which host
the MVMO algorithm and RTDS, which simulates the models
was established. The reactions of the detailed network and the DE
were compared upon subjecting them to different disturbances in
the retained system. The effectiveness of the MVMO algorithm in
identifying DE parameters based on its unique mapping function
is reflected through the results of the response comparison.

I. INTRODUCTION

VER the last couple of years, there has been an in-
Ocrease in the level of renewable energy resources in
the electricity grid. Recently, countries such has Germany
and Portugal have reportedly supplied most of their energy
demands using only renewable energy sources. Consequently,
several technical challenges are being faced by utilities with
respect to planning and operations of the modern power
system. The surge in the capabilities of power electronic
devices implies that more large-scale integration of RES such
as Wind, PV, Biomass etc. should be expected, especially in
MV/LV networks. As a result, there is a paradigm shift in the
LV networks from traditionally passive to active networks.

Prior to these technological advancement, power systems
planners and operators have utilized results from power system
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stability simulation studies to make appropriate decisions on
both short and long-term basis. They use simulations to eval-
uate the performance and limits of power system components
in the network upon subjection to several operating conditions
which could compromise the stability of the system. Among
all power system components, the need to model the electrical
characteristics of loads accurately due to their significant
influence on the dynamic behaviour of the power system as
long been acknowledged and documented [1], [2], [3]. Besides,
a working group (WG) C4.605: "Modelling and aggregation of
loads in flexible power networks" was established by CIGRE
Study Committee in 2009 to address cogent issues related
to load modelling. Since then, they have provided critical
and updated overview about the current methodologies and
approaches used in load modelling [4].

Most notable among the results of an international survey
of utilities done by the work group is the lack of aggregated
load models for active distribution networks [5]. Admittedly,
it was realized that very few recommendations for dynamic
equivalencing of ADN and microgrids exist from the in-
dustry. Their preliminary reports suggest that supplementary
development of equivalent models for ADNs and MGs be
investigated. Moreover, the intermittent nature of the DGs in
the active distribution network stresses the need for power
system planners to develop adequate models that efficiently
represent the grid. These models would facilitate reasonable
technical and economic decisions to maintain the stability and
reliability of their network.

However, it is a herculean task to build detailed models for
such large and multifaceted network due to the computational
resources required and the long simulation period. For these
reasons, only the specific region of interest (internal network)
is usually modelled in detail while the rest of the system
(external network) is reduced to equivalent models that provide
similar responses [6]. Dynamic equivalent (DE) models are
simple aggregated representation of large networks, able to
provide similar dynamic responses and behaviours as the
actual network for stability analysis. Although developing
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them can be complex, they significantly reduce the simulation
time and computational resources.

There are two main steps required to develop adequate DE
models. First is to establish the proper structure of the DE
based on the characteristic of the region of the network to
be reduced. Many methods have been implemented and well
documented in literature such as [7]. However, according to
[5], only a few have been deployed for ADNSs in real time
digital simulations. The DE structure that is used in this
research is based on recommendations from [8] as shown in
Fig. 1. Secondly, a means of identifying the parameters of
the defined model is executed such that its responses correlate
with those of the reference detailed system upon subjection to
the same disturbances. There have been many studies done
on developing such aggregate models in several software
like PSSE and DigSilent Powerfactory [9] however, only few
have been done on models developed in Real Time Digital
Simulators. This research contributes to this important field of
load modelling by implementing an optimization-enabled real
time digital simulation of ADN.

External Grid
(TS)

PCC

Equivalent transformer

Equivalent impedance

Induction
Motor

ZIP Model

EERE

Fig. 1. Dynamic Equivalent load model structure

After establishing the DE structure, reference signal data
from the simulated detailed model are used for the identifi-
cation of appropriate DE parameters. To do this, several opti-
mization techniques based on metaheuristics such as Genetic
Algorithms, (GA) [10], Particle swarm optimization (PSO)
[11] and Levenberg-Marquardt algorithm (LMA) [12] have
been proposed. However, these techniques have some common
limitations such as slow convergence, high computational cost,
being trapped in a local optimum or low efficiency, with some
having better characteristics than others. These problems are
due to the non-linear, non-convex and multi-modal nature of
the optimization challenge in attempts to properly identify
parameters. Nevertheless, due to impressive results of these
heuristic-based techniques, this work uses the mean-variance
mapping optimization algorithm (MVMO), with its special
mapping function described in [13], to determine the parame-
ters of the DE model on RTDS.

The rest of this paper is structured as follows: Section
II presents the project approach while the model used are
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discussed in Section III. The MVMO procedure is elaborated
in section IV while the test cases and the associated results
are presented in Section VI. Finally, derived conclusions and

recommendations for further studies are provided in Section
VIL

II. PROPOSED APPROACH

Fig. 2 illustrates the general approach adopted in this
research. The reference signals i.e. active and reactive power,
were measured at the point of common coupling between the
detailed distribution system and the external grid by applying
specific disturbances in the external grid. These signals were
then stored for subsequent comparison with those measured
from the PCC of the DE model. The error between the
signals is fed to MVMO algorithm as an objective function.
Thereafter, the algorithm supplies new parameters, as a vector
X, to the dynamic equivalent model based on its internal
evolutionary mechanism. The optimization process stops when
the termination criteria is fulfilled. Then the best obtained pa-
rameters are updated to the model thus producing a sufficient
dynamic equivalent.

Reference Signals MATLAB
Objective ) @&VMO,
Function T

New parameters [x]

Dynamic }
Equivalent ‘
Model |
\
\

\
\
\
\
| Study Region
\

-

Fig. 2. Research approach

The MVMO optimization algorithm is available as a MAT-
LAB script while the models are built in the RTDS software,
RSCAD and simulated in RTDS/Runtime.

III. DEVELOPED MODELS

The reference detailed model adopted in this research due
to the lack of actual field measurement data is the IEEE
34-Bus distribution system, an actual system in Arizona,
provided by the IEEE Power Engineering Society [14]. It
operates at a voltage level of 24.9KV and includes transform-
ers, voltage regulators, shunt capacitors, overhead distribution
lines as well as distributed and spot loads which sum up to
1.76OMW/1.04MVAR, thus making it an ideal system for this
research. However, the system was modified to become an
active DS by including PV generation on 3 buses as described
in Fig. 3. The modified system was connected to an external
transmission system equivalent grid through a transformer and
a 120km transmission line. In addition, induction motors were
also added at a few nodes to increase the contribution of
dynamic loads in the detailed reference model.
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External Grid

Fig. 3. Modified IEEE 34-Bus reference model

The PV system used for the above modification and also
as an aggregate in the DE was modelled using a PV array
component in RSCAD component library. The voltage source
converter was simulated with small time step in RTDS due
to its high switching frequency. The control blocks and the
interfacing of the PV array to the grid was implemented as
done in [15]. A unique scaling feature is available on the
VSC interface transformer which allows the generated power
of the PV to be increased without changing any variables.
The structure of the DE model was already shown in Fig.
1. The parameters that were chosen for optimization in each
block are: the length of the equivalent line, the scale factor
and reference voltage (Vsdref) of the PV model, the ZIP per-
centages of the load on each phase which totals 18 parameters
(6 parameters per phase), and 6 parameters of the IM model.
In total, 26 parameters were chosen for optimization. These
would determine the accuracy of the DE during the period of
disturbance.

IV. MVMO-BASED SOLUTION PROCEDURE

Fig. 4 illustrates the overall procedure of the MVMO
algorithm as implemented in this research. Firstly, the opti-
mization parameters of the model are initialized with their
upper and lower bounds. Then the numerical configuration
of the algorithm is done. In this case, its settings are as
follows: total number of evaluation is 200, the solution archive
size is 4, number of parameters to be randomly varied is 13
and the scaling factor is set to 1. Thereafter, the automated
phases of the procedure commence with MVMO generating an
initial solution vector by randomly sampling the optimization
parameters within the defined [min, max] bounds.

Since MVMO'’s evolution mechanism operates in the nor-
malized search space, the generated values are scaled to the
[0, 1] range. This search range restricts the algorithm to the
defined boundaries. However, the variables are de-normalized
before sending them to the RTDS for dynamic simulations
and subsequent objective function evaluation. The OF takes
as input, the signals stored from the detailed model and those
from the simulation of the DE model. Its output is evaluated
for fitness and determines the evolution procedure in the inner
loop of the flowchart, shaded in Fig. 4.

The inner loop constitutes the core of the algorithm. The
solution archive is continuously updated based on the previous
outcomes. The best outcome available in memory is chosen as

the parent solution from which new solutions (i.e. offspring)
are generated. The unique mapping function is also applied to
strategically produce new values for an optimization variable
set. This phase is known as the mutation phase. The entire
optimization procedure is concluded upon fulfilling the termi-
nation criterion, which is the specified number of evaluations.
An elaborate description of the MVMO algorithm is addressed

in [13].

Generate random initial solution x
Normalize optimization variables in vector x

to range [0, 1]

Set MVMO [min,max]
bounds of optimization
variables

Denormalize using scaling factor and perform dynamic simulations in
RTDS to obtain P and Q signals

Calculate
Objective Function|

Fitness evaluation by using
de-normalized variables

Termination
criteria satisfied?

No
v

P and Q signals from
dynamic simulation
of detailed model

Fill/update solution archive
Store best solutions found so far and rank
them according to their fitness

I
. Parent assignment
The first ranked solution X, is chosen as parent

Generation of new solutions
Selection: Select m (m<D) dimensions of x. For selected m
dimensions, calculation of h-function variables s;,, s;, and X;
Mapping: Generate new values of selected dimension
based on the mapping function
Inheritance: Use the values of X, for the remaining
dimension of x

Fig. 4. Flowchart of the approach used for identification of parameters of
DE with MVMO

A. Optimization Problem Statement

The desired goal of the optimization is to derive optimal
values of parameters that effect the closest match between the
behaviours of the dynamic equivalent model and the detailed
model. To do this, the active and reactive power signals are
measured at the boundary bus between the external grid and
both models. The comparison is formulated as the objective
function given in 1:

Minimize:

p T
OF = Z an / (P = P, )2+ (Qn — Qn,.,)?] dt
n=1 0
(1)
Subject to:
Tmin < T < Tiax (2)

Where P, and @,, are the active and reactive power signals
of the DE, while P, , , Qn,,, are the corresponding signals
from the detailed model. p is the number of disturbances, «a,
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is the probability of the nth disturbance and 7 is the simulation
period. Also, x is the solution vector that constitutes the set
of DE parameters to be optimized while ., and Z,,., are
the minimum and maximum values defined for each parameter
in x. Equation 1 is based on the Euclidean distance function
which calculates the point to point distance between two signal
vectors. The algorithm aims to reduce this distance error, thus
providing very similar response signals.

B. Dynamic Simulation

Dynamic simulation of the detailed and equivalent models
is implemented in RSCAD Runtime environment. To establish
a link between RTDS and MATLAB which host the MVMO,
a TCP/IP connection is established as described in Fig. 5.
A special Runtime script command called ‘ListenOnPort()’ is
used to open a specific communication port (Runtime becomes
a server) for MATLAB to connect as a client. Once the
connection is established, the port becomes a bi-directional
communication channel. Hence, the P and Q signals derived
at the PCC upon applying a fault in the external grid is
sent through this port to MVMO on MATLAB. The OF is
calculated using equation 1 and new parameters are sent in the
other direction from MATLAB to RTDS/Runtime. Sliders are
used in the Runtime module to accept the new de-normalized
parameters and a push button component is used to initiate the
fault occurrence.

Performs dynamic simulations

RTDS
RSCAD/Runtime

Q¥OVidg
"(

MVMO

MATLAB

g
etex®

Performs optimization

Fig. 5. MATLAB and RSCAD/Runtime Interaction

MATLAB has a jtcp.m program which enables it to send
and/or receive TCP packets. Some of the basic functions used
in MATLAB to communicate with RTDS/Runtime are detailed
below:

e JTCPOBJ = jtcp ( * REQUEST ’, Host, Port) represents
a request from MATLAB to RTDS/Runtime to establish
a TCP/IP connection on the specified port opened by
RTDS/Runtime. The host can be represented by an IP
address string (e.g. ‘192.168.0.10’) or by a hostname.
Since both applications are on the same host, a loopback
address (‘127.0.0.1°) was used. Port is an integer number
between 1025 and 65535 which must be open by the
server to enable connection.

o jtcp ( “writes ', JTCPOBJ, msg) sends the specified infor-
mation contained in the ‘msg’ variable to RTDS/Runtime
through the TCP/IP connection.
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o rmsg = jtcp ( ‘ read ’, JTCPOBJ) reads the information
that is sent from RTDS/Runtime through the communi-
cation port and stores it in a variable ‘rmsg’.

o jtcp ( ° close ’, JTCPOBJ) closes the port thereby
ending the TCP/IP connection between RTDS/Runtime
and MATLAB.

The variable "JTCPOBIJ" stores all the necessary informa-
tion flowing through the communication port which are needed
by the remaining functions of the algorithm.

C. Solution archive

The solution archive is one of the key features of MVMO
algorithm. It serves as the knowledge database which guides
the algorithm’s search direction. Essentially, the n-best solu-
tions that MVMO has derived at any point in the iteration,
with their corresponding fitness value, d factors and shape,
are stored in the archive. The archive size is specified at the
beginning of the optimization through the main script.

Furthermore, the archive is gradually filled up in a de-
scending order of fitness as the iteration progresses. When
the archive is full, it is only updated if a newly generated
solution has better fitness than those already stored in the
archive. After each update, the mean and shape variables of
every optimization parameter x; are calculated using equations
3 and 4 respectively.

_ 1< .
T = szi(]) 3)
Jj=1
si = —In(v;). fs 4)
where the variance v; is computed as follows:
b= LY w6 -a ©
K2 n J:1 7 K2

Initially, z; is the same as the randomly generated value
of z;, and v; is set to 1. The geometric characteristics of the
mapping function is highly influenced by the shape variable
i, thus, the reason for s; being dependent on the user defined
scaling factor f;. Moreover, s; facilitates the control of the
mapping function hence the search process.

D. Evolution of new solutions

The process of generating new offspring solutions distin-
guishes MVMO from other algorithms. After the parent vector,
D is chosen, a subset m out of D optimization variables are
selected for mutation through a random, sequential selection
scheme. The mutation is facilitated by the mapping function
which samples the random selected dimension z; within
the [0, 1] limits. The mean and variance of the selected
dimension is explored by the function to produce new values.
These parameters influence the way the shape of the mapping
function varies. As a result, the algorithm’s control can switch
from a search exploration mode to a search exploitation mode.
The mapping function used in this paper based on [13] is as
follows:
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if 7 < 0.5 if 7 > 0.5
s1=s1/(1—1x) 85 = 82/T (6)
hnL:j_ ’ = (1_$)

P = Ry + he P = hy, — he

where Z is the mean of the selected variable xz;, x}°"
represents the new value of the selected dimension z;. s and
s5 denote the shape factors which vary around measure of
entropy as expressed in 5. The entropy measure is a function
of the selected variable variance v;. The values of Z and v;
are derived from the values available in the solution archive
[13].

V. TEST CASE

A modified version of the IEEE 34-Bus distribution sys-
tem was used in this research. PV generators and induction
motor were connected to different buses to create an active
distribution system and account for industrial dynamic loads
respectively. The PV generation accounted for 40% of the
load while the IM added about 15% additional load. Active
(P) and reactive power (Q) signals were measured at the
point of common coupling (i.e. HV side of the interfacing
transformer) between the external grid and the distribution
grid. The measurements were done after three phase faults
described in table I were implemented in the external TS grid.
Thereafter, these data were stored and used as reference data
for validating the parameters of the developed DE load model
mentioned in the previous section.

TABLE I
FAULT CASES

Fault Voltage | Source Impedance | Fault Duration
(pw) (ohms) (ms)
0.2 1.0 100
0.4 1.0 100
0.6 1.0 100

Three fault scenarios were considered in this study. The
faults were simulated in the external grid by instantaneously
varying the level of the source voltage behind a source
impedance. The three-phase source model that was used to
represent the external grid in RSCAD has a remote fault
feature which allows the faults to be initiated while the
simulation is running. However, only three-phase faults can
be simulated. The percentage drop in the source voltage
during faults represents the occurrence of the faults at various
places within the transmission system equivalent grid. The

fault duration was set to 100ms through the source model
configuration menu. The application of fault during every
function evaluation was automated through a MATLAB script
which sends instruction to RSCAD/Runtime to push the fault
button.

VI. NUMERICAL RESULTS

The simulations were performed on a personal computer
with Intel(R) Core(TM) i7-4510U CPU @ 2.0GHz and 8 GB
RAM. As mentioned previously, the algorithm was imple-
mented by interfacing MATLAB which performs the optimiza-
tion with RTDS/Runtime where the dynamic equivalent model
is simulated. A special scripting feature in RTDS/Runtime fa-
cilitated the communication between both applications. It takes
less than a second for MVMO to generate new parameters.
However, due to time delays included in the script to allow the
model to stabilize in RTDS, it takes approximately 2 minutes
to run one iteration of the optimization scheme.

The termination criterion used for the algorithm is the num-
ber of evaluations which was set to 200. A fault is applied in
the external grid during each evaluation and the error between
the power signals of the detailed and DE model is reduced
as the iteration progresses. Fig. 6 shows the convergence of
MVMO as it attempts to find the least error. It can be observed
that MVMO converges quite fast and obtains a nearly optimal
solution after about 100 evaluations which is reached within
3.5 hours.

S
—_—
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Objective function

o
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L

X:200
Y:0.6987

| S

. . . . . . . . . |
0
0 20 40 60 80 100 120 140 160 180 200

No. of objective function evaluations

Fig. 6. Convergence plot of MVMO

The value of the objective function is based on the cal-
culation of the Euclidean distance between the active and
reactive power signals generated from the detailed and DE
models. Since the timestep used for the dynamic simulation
in RTDS is about 55us, the data points for 1 second simulation
is 18,182. Therefore, the point to point distance is suitable for
determining the difference in the curves. After 200 evaluations,
the objective function value was 0.6987 which implies an
approximate error reduction of about 95%.
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Fig. 7 and 8 show the result of the first and second fault
scenarios. The first fault i.e. 0.2pu was applied during the
parameter identification process while the second fault 0.4pu
was applied to the DE model derived from the first scenario
as a way of validating the model. From Fig. 7, it can be
seen that the DE model produces an identical response to the
detailed model response. Besides, similar responses were also
derived when a random fault not used during the optimization
procedure was applied as shown in Fig. 8.
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Fig. 7. Fault simulation result for 0.2pu retained voltage
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Fig. 8. Fault simulation result for 0.4pu retained voltage

VII. CONCLUSIONS

The application of MVMO for identification of dynamic
equivalent parameters in Real time digital simulation was
presented in this paper. An optimization-enabled real time
digital simulation was implemented by connecting MATLAB
to RTDS. PV models were included in the detailed model to
properly represent an active distribution network. The suit-

ability of the heuristic-based MVMO algorithm was evident
through the close similarity of the DE model reactions to
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those of the detailed model. Through its unique search and
evolutionary mechanism, adequate parameters of the dynamic
equivalent model were generated. Therefore, computational
resources and simulation time can be reduced by replacing a
detailed distribution system with the DE model. The MVMO
exhibits fast convergence which proves its effectiveness in re-
ducing the error between the signals measured on the detailed
model and the DE model. To further reduce computation time,
future research would explore the possibility of implementing
parallel computing with the optimization procedure. The in-
clusion of other DGs to the reference model shall also be
considered in subsequent research.
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Abstract—Recommender systems are software tools and tech-
niques which aim at suggesting to users items they might
be interested in. Context-aware recommender systems are a
particular category of recommender systems which exploit con-
textual information to provide more adequate recommendations.
However, recommendation engines still suffer from the cold-start
problem, namely where not enough information about users
and their ratings is available. In this paper we introduce a
method for generating a list of top £ recommendations in a new
user cold-start situations. It is based on a user model called
Contextual Conditional Preferences and utilizes a satisfiability
measure proposed in this paper. We analyze accuracy measures as
well as serendipity, novelty and diversity of results obtained using
three context-aware publicly available datasets in comparison
with several contextual and traditional state-of-the-art baselines.
We show that our method is applicable in the new user cold-start
situations as well as in typical scenarios.

I. INTRODUCTION

ECOMMENDER systems are software tools and tech-
Rniques which aim at suggesting to users items they might
be interested in. Context-aware recommender systems are a
particular category of recommender systems which exploit
contextual information to provide more adequate recommen-
dations. For example, a restaurant recommendation for a
Saturday evening with your friends should be different from
one suggested for a workday lunch with co-workers [1].

We distinguish three forms of context-aware recommenda-
tion processes: a contextual pre-filtering, a contextual post-
filtering and a contextual modeling [2]. Pre-filtering ap-
proaches use a current context to select a relevant subset of
data on which a recommendation algorithm is applied. Post-
filtering approaches exploit a contextual information to select
only relevant recommendations returned by some algorithm.
Contextual modeling differs from other techniques as it incor-
porates a context into a recommendation algorithm.

During last decades many context-aware approaches were
proposed. But usually they have considered a situation where
a lot of data is available. On the other hand, a recommender
systems research still strives for solving the cold-start problem,
namely where we have not enough information about users and

IEEE Catalog Number: CFP1785N-ART (©)2017, PTI

19

their ratings. For example, matrix factorization methods do not
work well in the cold start scenarios [3].

Different situations described in the literature are called a
cold-start problem. Two of them are well-known and have
also another names, respectively: a new item and a new
user cold-start problem. Both occur when a recommender
system is well-established and a lot of ratings are available.
When we introduce a new item into such system, in many
recommendation algorithms it will not be recommended to
users, because of the lack of its history, i.e. user ratings. The
same happens when a new user registers into the recommender
system. He will not receive interesting recommendations just
because the system does not know his preferences yet [4].

In this paper we introduce a method for generating a list of
top k recommendations in a new user cold-start situations. It
is based on a user model called contextual conditional prefer-
ences [5] which represents user interests in items in a compact
way. We run our experiments on a context-aware datasets
publicly available in the Web, i.e. LDOS—-CoMoDa dataset [6],
Unibz-STS [7] and Restaurant & consumer data
[8]. We confirmed that our method is applicable in the new
user cold-start situations as well as in typical scenarios.

The main contributions of this paper are:

« a new measure of satisfiability to describe how much an
item satisfies a contextual conditional preference,

o an algorithm for context-aware reshuffling of items in
the recommendations list using contextual conditional
preferences.

The advantages of the method are: (I) a possibility to combine
it with existing algorithms for a ranking task, and (II) the
ability to work well in a typical scenario and a new user cold-
start scenario.

The remainder of the paper is constructed as follows.
Related work is presented in Section II. Section III briefly
introduces contextual conditional preferences and describes
our method for generating a list of top k recommendations.
In Section IV the datasets are described. Algorithms and
measures used for the evaluation are presented in Section
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V. Section VI provides our evaluation approach and obtained
results. Conclusions close the paper.

II. RELATED WORK

The idea of modeling user interests with a preference
relation is not new. In [9] a formalism of CP-nets was pro-
posed. CP-nets are intuitive graphical models for representing
conditional preferences under the ceteris paribus (“all else
being equal”) assumption. Preferences presented in this paper
always contain “conditional part” which consists of contextual
parameters only. Another difference is the lack of the ceteris
paribus assumption.

In [10] constraint-based recommender systems were de-
scribed. Since users define their preferences in the form of
requirements for a product, they mainly focus on solving
the constraints satisfaction problem while recommending new
items. Additionally, authors proposed an algorithm that ranks
the recommended items according to their degree of a con-
straint fulfillment. Our approach is slightly similar to this
method, because the contextual conditional preferences could
be seen as constraints. Furthermore, we also rank and reshuffle
items in the primary recommendation list according to a level
of a satisfaction of the CCPs. Nevertheless, we focus mostly
on the context-awareness and learn the CCPs from a users
history.

Contextual preferences were described in [11] as database
preferences annotated with a contextual information, where
contextual parameters take values from hierarchical domains,
allowing different levels of abstraction. While using CCPs, a
generalization of contextual variables is not possible.

Context-Aware Recommender Systems is a well-established
research area and many recommendation techniques were al-
ready proposed. A multi-agent system for making context and
intention-aware recommendations of Points of Interest (POI)
was presented in [12]. The tasks of collecting an information
about POIs and storing a users’ profiles data were divided into
two kinds of agents. The user’s Personal Assistant Agent is
responsible for receiving queries, storing user data, computing
recommendations and updating user preferences according to
his feedback. Authors incorporated not only the context but
also a user’s goal in visit the POI. Besides a context-awareness,
this approach and ours are completely different.

An interesting approach for a context-awareness was pro-
posed in [13]. Authors introduced micro profiles which split a
user profile into partitions depending on the values of context
parameters. They showed that usage of such micro profiles
gives a significant improvement in the prediction accuracy in
the movie domain while considering time as a context variable.
CCPs could be seen as a kind of micro profiling, because each
preference statement consists of user interests and a context
in which it is true.

In [14] a new context-aware music recommender system
was presented. As a main recommendation technique au-
thors used case-base reasoning (CBR). CBR systems store
knowledge in the case base in the form of cases. During
a recommendation task, the cases are compared to the current
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case according to some similarity measure. In the paper, 2-step
case-based reasoning was used. Firstly, to determine similar
context, and then to find similar users to make predictions.
Contextual conditional preferences could be seen as cases, but
in fact they are something different. We chose active prefer-
ences according to a similarity measure so we could position
our work in the CBR research area. However, we do not have
iterations or a relevance verification in the recommendation
process.

One of the possibilities for contextual pre-filtering are
Context-Aware Splitting Approaches (CASA). We could dis-
tinguish three kinds of them, i.e. item splitting, user splitting
and UI splitting which combines the first two [15]. For the
item splitting, we split the item into two items depending on
the contextual factor and its value assuming that the user’s
ratings are significantly different. Analogously, we could split
user into two users based on the contextual condition. The Ul
splitting uses both kinds of splits, for items and for users. It
should be notice that the best contextual factor for splitting
users and items could be, and usually is, different, i.e. we do
not use the same contextual condition to split users and items.
The only two similarities between our post-filtering method
and this approach are incorporating contextual information
into a recommendation process and dependance from other
existing non-contextual algorithms, i.e. both methods cannot
be used alone.

A context-aware extension of the SLIM algorithm, contex-
tual SLIM (CSLIM), was introduced in [16]. Authors used
a binary vector to denote a contextual situation, i.e. context
parameters and their corresponding values. They followed
the idea of an aggregation of users’ ratings on other items,
and add contextual factors into this aggregation. In the case
when no other items were ranked in a certain context, the
rating is estimating based on user’s non-contextual ratings
on this item. Authors showed that the method outperforms
the basic SLIM algorithm as well as context-aware matrix
factorization methods. This algorithm differs from our method
as it incorporates context in the recommendation phase. Thus,
it could be classify as a context modeling method. In contrast,
our method is positioned as a post-filtering technique.

An interesting approach was introduced in [17]. Authors
presented a context-aware system for events recommendation
that addresses the new item cold-start scenario. They identified
many contextual signals and models, and used them as features
for learning to rank events.

A hybrid matrix factorization model for the cold start
problem was presented in [3]. It was shown to work well
with the cold and warm start scenarios. Similarly to our work,
author used both, user and item information.

III. GENERATING TOP k RECOMMENDATIONS

The proposed method can be classified as a post-filtering
technique. We rely on existing non-contextual algorithms
to generate a primary recommendations list which we then
reshuffle as described in Section III-C. For this purpose we use
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the Contextual Conditional Preferences Model whose details
are presented in Section III-A.

A. Contextual Conditional Preferences Model

Contextual conditional preferences (CCPs) introduced in
[5], [18] are a compact representation of user interests in items
in different situations. This model describes relations between
a context related to a user’s ratings and an item content, and
consists of a set of conditional preferences.

We define the Contextual Conditional Preference (CCP) as
an expression of the form:

m=c)N...AN(mm=cn)| (@1 =0a1) = (1 =a}))A... A
(m = am) = (am = ay,)

with 7; being contextual variables and «; item attributes, and
Cly ey Cry G1,0QY, ..y G, al, being concrete values of these
parameters.

The above preference is read as given the context (y; =
)N ... A(yn = ¢n) I prefer ay over ay for ay and a,, over
a, for a,,. An example of the CCP for the Unibz-STS
dataset is shown below.

weather = sunny A companion = with children
| category € {walk and trail,park}
> category € {museum}

It means that for a given context (i.e. a sunny weather and a
companion of the children) a user prefers POIs with categories
like “walk and trail” and “park” to those with category
“museum”.

We distinguish two types of CCPs: individual and general.
An individual CCP (ICCP) represents preferences of a single
user, while a general CCP (GCCP) catches a general trend
of interests for all users in a certain contextual situation, i.e.
we treat ratings from all users like they were made by one
person. The GCCPs are very important for this work, since
we are unable to learn ICCPs for new users (they do not have
any rating history yet).

During our experiments we automatically generated CCPs.
Details are described in the next section.

B. Contextual Conditional Preferences Extraction

An algorithm of a preferences extraction was originally
published in [5].

In order to elicit preference relations we split the dataset
into two parts based on the value of the ratings. Depending
on a rating scale for a dataset we use a different threshold
to divide ratings into positive and negative ones. Then, both
datasets are divided into smaller sets containing all of the
contextual information and one of the movie features. With
such prepared data we computed context-aware individual
preferences for each user by running the Pri sm algorithm[19]
from the WEKA library! (version 3.6.11) to generate rules of
the form

(m=c)A... ANy =2cn) | (a1 =a1) = (a1 = a}).

'http://www.cs.waikato.ac.nz/ml/weka/

Then we compacted preferences with the same ‘“‘conditional
part” into one preference of the form shown below.

season = 3 A weather =1 Atime = 2 A mood = 1
| genre € {18} > genre € {8,12,7}
A director € {5,8} > director € {3}.

It means that for a given context (e.g. season is 3 - Autumn)
a user prefers a genre with id 18 to those with 8, 12 or 7 and
directors from clusters 5 and 8 to those from cluster 3 etc.

If the value of some content parameter was the same on both
sides of a preference relation for some certain user’s context,
then this value was marked as meaningless and not taken into
consideration in this context for the user.

The main difference in the computation of general and
individual preferences is that in the first case all the ratings
from the dataset were treated like they were made by one
person. As a consequence, we removed many contradictory
values during the merging phase. To better understand the
issue, let us consider an example in the movie domain from
Tab. 1. Besides information about rating for an item, we
have also two contextual factors, i.e. companion and day, and
one movie feature, i.e. genre in sample user profiles. For all
three users we could compute ICCPs. We obtained following
individual preferences for Alice:

companion = family A day = Sunday
| genre € {animated} - genre € {superhero} ,

companion = friend
| genre € {thriller} > genre € {drama} ,

day = Saturday
| genre € { fantasy}
> genre € {drama, supernatural} .

We could observe that Alice’s movie preferences vary de-
pending on the company and day. The same applies for Bob
and Carol. General preferences (GCCPs) computed for sample
profiles are shown below.

companion = alone
| genre € {fantasy} - genre € {science fiction}

companion = friend
| genre € {fantasy} > genre € {drama} |,

day = Saturday
| genre € { fantasy} > genre € {drama} .

C. Reshuffling of recommendations list

An algorithm is presented in Algorithm 1. We describe it
and refer to its concrete lines below.

We assume that ICCPs and GCCPs are generated for all
non-new users, since new users do not have any rating history.

For a certain user and his current context, first we generate
a primary list of top 100 recommendations with some existing
non-context-aware algorithm, e.g. User k Nearest Neighbors
(User kKNN) [20] (line 1). Then we have to find the best CCPs
that will be further used in the reshuffling process (line 2).

21
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TABLE I

SAMPLE USER PROFILES OF ALICE, BOB AND CAROL.
User Item (Movie) Rating | Companion Day Genre
Alice | Donnie Darko 1 friend Saturday | drama, supernatural
Alice | Girl Interrupted 2 friend Friday drama
Alice | How To Hook Up Your Home Theater 4 family Sunday animated
Alice | Inception 5 friend Friday heist, thriller, science fiction
Alice | The Imaginarium of Doctor Parnassus 5 friend Saturday | fantasy
Alice | Shrek 5 family Saturday | animated, fantasy
Alice | Spiderman 1 family Sunday superhero
Alice | The Counselor 4 friend Friday thriller
Alice | The Lion King 4 family Sunday animated, adventure
Bob An Unexpected Journey 5 alone Saturday | fantasy, epic, adventure
Bob City Of Angels 2 girlfriend Saturday | fantasy, romantic, drama
Bob Armageddon 2 alone Friday thriller, disaster, science fiction
Bob Inception 1 alone Tuesday heist, thriller, science fiction
Bob Green Mile 5 alone Saturday | drama, fantasy
Bob Hunger Games 2 alone Saturday | science fiction, adventure
Bob Tourist 4 girlfriend Friday thriller, comedy, romantic
Bob Sleepless In Seattle 4 girlfriend Friday drama, comedy, romantic
Bob The Desolation Of Smaug 5 alone Tuesday | adventure, epic, fantasy
Carol | At Worlds End 5 friend Friday fantasy, swashbuckler
Carol | Dead Mans Chest 5 friend Friday fantasy, swashbuckler
Carol | Gangs Of New York 2 friend Saturday | historical, drama, epic
Carol | The Imaginarium of Doctor Parnassus 5 friend Saturday | fantasy
Carol | Return Of The King 5 alone Saturday | epic, fantasy
Carol | The Curse Of The Black Pearl 5 friend Friday swashbuckler, fantasy
Carol | The Fellowship Of The Ring 5 alone Saturday | epic, fantasy
Carol | Two Towers Film 5 alone Tuesday | epic, fantasy
Carol | Cast Away 2 alone Saturday | drama, adventure

In this case, the best preferences are those which are the
most similar to the considered context. In order to count a
contextual similarity between a CCP p and a current user
context ctx(u) we used the following metric:

sim (p, ctz(u)) = Z overlap(ctx(u), (i, ¢;)),

('tht)EP
1 (i, ¢i) € ctx(u);
overlap(ctz(u), (vi,¢;)) =& 05 ¢ =—1;
0 otherwise.

The overlap function returns 1 when the pair (v;,¢;) is
contained in both: the contextual part of p and in the current
user context ctx(u). When the pair (v;, ¢;) is not contained in
neither or only in one set of pairs, O is returned. When it is
uncertain, i.e. when the value c; for the dimension ~; is equal
to —1 (the unknown value), 0.5 is returned. Please note that
the current user context ctz(u) is also a set of pairs (v}, c}),
i.e. the name of the contextual variable and its value.

For each item in the primary recommendations list and each
best CCP we compute satisfiability (line 7), namely how much
an item ¢ satisfies a CCP p:

Daca(p) (51m(VG (), va(i)) — sim(vy,(p), va(i))

sat(i,p) =

la(p)|

where sim denotes Jaccard similarity, « is the name of an
item feature, a(p) is the set of item attributes considered in
the CCP p, v, (7) is the set of values of an attribute « for an
item 4. Similarly v™(p) and v, (p) denotes the sets of values
of an attribute o for a CCP p on both sides of the preference
relation - m stands for more preferred and [ for less preferred.

)

The satisfiability measure represents the difference between
item similarities to the both sides of the CCP’s preference
relation, i.e. the similarity to most preferred part minus the
similarity of the less preferred part. In this way we reward
items that fit the best to user preferences and penalize items
that have features that user does not like, e.g. horror movies.
The size of a set of item attributes serves as a normalization
factor. Thus, disregarding to the number of item features, the
value of satisfiability is always between 0 and 1.

The next step is to order the primary recommendations list
according to the value of average satisfiability of the best
CCPs (line 13). The last part is to cut off unneeded items
from resulting recommendations list to receive top 5, top 10
or other top k ranking (line 14).

Let us consider again an example from Tab. I. We assume
that some traditional recommendation algorithm returned a
following top 10 list for Alice:

Gangs Of New York, The Curse Of The Black Pearl, Cast
Away, An Unexpected Journey, City Of Angels, Armageddon,
Green Mile, Hunger Games, Tourist, Sleepless in Seattle.

We consider a situation when Alice wants to watch a movie
with a friend. With our reshuffling method, using two rules
(ICCP for Alice profile and GCCP) for this contexts, we
obtained the final top 5 recommendations list:

An Unexpected Journey, Armageddon, Tourist, The Curse Of
The Black Pearl, City Of Angels.

Fantasy and thriller movies are higher in the final list, while
drama movies were mostly cut off the list as expected from
the user preferences. At this point, we will not evaluate results
of this example. A comprehensive evaluation of the algorithm
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Algorithm 1 Generating the list of top k& recommendations
with CCPs
Require: alg - a name of a baseline algorithm,
k - a number of recommendations in the final list,
u - a user,
ctx - a user context,
ceps - a list of all CCPs for user u
Ensure: topK - an ordered list of top k& recommendations
list + generateTopl00Recommendations(alg, u);
2: best + findBestCCPs(ceps, u, ctz);
map < empty HashMap;
4: for all item in list do
sum < 0;
6:  for all ccp in best do
sat + satisfiability(item, ccp);
8: sum < sum + sat;
end for
10:  avg <+ sum/sizeOf(best);
maplitem] < avg;
12: end for
rec < order(map);
14: topK <+ cutOff(rec, k);

TABLE 11
BASIC STATISTICS OF THREE DATASETS: LDOS—CoMoDa (COMODA),
UNIBZ—-STS (STS) AND RESTAURANT & CONSUMER (R&C).

CoMoDa STS | R&C
Number of users 121 325 138
Number of items 1232 249 130
Number of ratings 2296 2534 | 1161
Max number of ratings per user 275 175 18
Min number of ratings per user 1 1 3
Avg number of ratings per user 18.98 7.80 8.41
Max number of ratings per item 26 282 36
Min number of ratings per item 1 1 3
Avg number of ratings per item 1.86 | 10.18 8.93

is presented in Section VI.

IV. DATASETS

We performed our experiments with three datasets, i.e. the
LDOS-CoMoDa? dataset (LDOS), the Unibz-STS dataset
(STS) and the Restaurant & consumer dataset’ (RC).
Basic statistics of the datasets are presented in Tab. II.

The LDOS—CoMoDa [6] contains user interaction with the
system, i.e. the rating on a 5-star scale, the basic users’
information, the content information about multiple item di-
mensions and twelve additional contextual information about
the situation when the user consumed the item. According to
[21] the choice of contextual variables to be used is crucial
because of a different amount of information they gain. To
eliminate irrelevant variables we computed correlation coeffi-
cients between context related attributes. We found only two

2The data is available at http://212.235.187.145/spletnastran/raziskave/um/
comoda/comoda.php.

3The data sets are available at https://github.com/irecsys/CARSKit/tree/
master/context-aware_data_sets.

of them to be strongly correlated, i.e. city and country, which
was known before the computation. Thus, we could conclude
that none of the other contextual factors are correlated.

In [21] six variables in the LDOS—CoMoDa were identified
as informative. Since we focus on the cold start problem in
this paper, we want to limit the sparsity of the data as much
as possible. Therefore, we chose two of six most informative
contextual variables, i.e. dominant emotion and end emotion,
to use in our further work presented in this paper. Since we
also focus on general trends, we will use age parameter which
we categorized into 5 groups.

The Unibz-STS [7] dataset was collected by a mobile
application that recommends places of interests (POIs) in
South Tyrol in Italy. The recommender is called South Tyrol
Suggests (STS). The dataset contains ratings on a 5-star scale,
an information about a users’ personality (e.g. extraversion,
emotional stability), a context of visiting a POI (e.g. weather,
season, companion) and a POI’s category.

The Restaurant & consumer data [8] consists of
three types of information: a restaurant data (e.g. cuisine,
smoking, dress), a user information (e.g. smoker, dress prefer-
ence, transport) and a rating that a user gave to a restaurant. In
this dataset ratings are expressed on a 0-2 scale. Contextual
parameters such as an information about a user’s mood or
companion are not available.

V. ALGORITHMS AND MEASURES

We had to choose some existing recommendation techniques
to evaluate our approach since it is designed to work with
any of baseline algorithms that generate a list of top k
recommendations. We used six algorithms from the LibRec*
library [22] that are appropriate for the ranking task, i.e.
User kNN, BPR[23], FISM[24], Latent Dirichlet Allocation
(LDA)[25], SLIM [26] and WRMF [27], [28] to be used in
both scenarios.

To compare our work with other context-aware state-of-
the-art algorithms, we chose two methods, i.e. Contextual
SLIM (CSLIM) [16] and UI Splitting [15], and used their
implementations from the CARSKit® library [29]. Since the
UI Splitting approach is a pre-filtering technique, it needs to
be combined with other existing algorithms. From the methods
proposed in the CARSK:it library, we chose those that overlap
with the algorithms that we already used with our method, i.e.
BPR, SLIM and User kNN.

To evaluate our method we use several measures for the
ranking task available in the LibRec library, i.e. mean average
precision (MAP), mean reciprocal rank (MRR), normalized
discounted cumulative gain (nDCG) and the classical infor-
mation retrieval measures: precision and recall. The latter two
were computed on the top 10 recommendations list. We have
also implemented four additional measures. The first one is
a diversity measure proposed by [30], i.e. Intra-List Diversity

“http://www.librec.net/
Shttps://github.com/irecsys/CARSKit/
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(ILD) that computes the average distance between each couple
of items in the list R:

ILD(R) !

= RI(R =1 > (1—sim(i,j)),

i,jER,i#£]

where 4,7 are items. The sim function is configurable and
application dependent. In our work, we used Jaccard similarity
as a similarity measure for all item attributes.

We wanted to compute the serendipity value for obtained
recommendations lists. But the problem is that there is no one
common serendipity measure. Thus, we decided to implement
two measures, i.e. a simple metric presented in [31] and given
by a formula (2) that we called expectedness and unserendipity
proposed by Zhang et al. [32] and given by a formula (3).

1k
expectedness = Z ZZ_;pop(i),

D

2

where k is the size of the recommendations list, ¢+ denotes an
item and pop(i) is a popularity of an item s.

ﬁ > % > sim(ih),  (3)

h€H, 1€Ryk

unserendipity =

where u denotes a user, h is an item from a user history H,, k
is the size of a user v recommendation list R, ; and ¢ denotes
an item from a recommendations list 12, ;. The sim function
used by Zhang et al. [32] was a cosine similarity. However, in
our work we used the Jaccard similarity as with the previous
measures.

Expectedness is a simple measure which sums up the
popularity of all items in the recommendations list. The
unserendipity measure is more complicated and checks how
much items from a recommendations list are similar to those
from a user history. Both measures are in opposite to the
definition of serendipity. Thus, the lower values of those
measures are, the better the serendipity of a recommendations
list is.

The last measure is novelty [33] which expresses how much
items from the list are unknown for a user. It is given by a
formula: 1
% > loga(pop(i)).

1€Ry

novelty = 4)
Similarly to the formulas presented above, v denotes a user, k
is the size of a recommendations list R,, ;,, ¢ denotes an item
and pop(7) is its popularity.

All of the four measures above were computed on the top
10 recommendations list.

In recommender systems, we provide a list of top k& rec-
ommendations for each user. However, in the context-aware
recommender systems we need to incorporate a context also
into an evaluation. Thus, we generate the top k list for
each pairs of a user and his context. The resulting measures
values are usually much smaller than the ones in traditional
recommender systems, because it is not very common for users
to rate multiple items within a same context. This type of
evaluation has been used in prior research [15], [16].
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VI. EXPERIMENTS AND RESULTS

We performed two experiments on three datasets described
in Section IV. The first, to simulate the new user cold-start
situation. The second, to check if our method works also in a
typical scenario.

To simulate two different scenarios we prepared two sepa-
rate splits of each dataset into training and test sets for hold
out validation. The following procedures were applied on each
datasets.

To be able to check if the method is applicable for a new
user cold-start scenario, we randomly chose 20% of users
and put all of their ratings in the test set. Remaining ratings
were used as a training set. With this construction of the
training and test sets, we were unable to generate ICCPs for
the test users (we do not have any rating of those users in the
training set). Thus, we used GCCPs only. The results obtained
with these splits are presented in the Tables III, IV and
V, for LDOS-CoMoDa, Unibiz-STS and Restaurant &
Customer datasets respectively. Because the unserendipity
measures a similarity with a user profile and we have only
new users in these splits, we omitted it in the tables. In all of
the following tables a prefix ctx- denotes that the list obtained
by the algorithm was reshuffled with our method.

The second splits were to test a typical situation. Thus
we randomly chose 20% of each user’s ratings and put
them in the second test sets, while remaining users ratings
were placed in the second training sets. The results obtained
with these splits are presented in the Tables VI, VII and
VIII, for LDOS-CoMoDa, Unibiz-STS and Restaurant
& Customer datasets respectively. A prefix ctx- denotes that
the list obtained by the algorithm was reshuffled with our
method.

It should be notice, that we did not consider the new item
problem during the splits. Therefore, all test sets contain some
number of items which do not appear in the corresponding
training sets.

It has been shown that the most informative contextual
variables in the LDOS-CoMoDa dataset are those related to
emotions, i.e. dominant emotion and end emotion [21]. Thus,
we decided to use them in all the situations when we could
compute both, ICCPs and GCCPs. For the new user scenario,
when we are able to generate GCCPs only, we found also
user age informative. It was not considered in the work [21],
since it is fixed for a user for a long time (we have an
age categorization), and could not be seen as a user context.
Because of the same reasons, it is a bad contextual candidate
to compute ICCPs.

The most informative contextual variables in the
Unibiz-STS dataset are weather and companion. In
the Restaurant & customer dataset, there are no truly
contextual variables. However, we found smoker, drink level,
dress preference, ambience, transport, personality and color
the most useful for the further work.

We tested our method also with other contextual parameters,
but the results were similar to those obtained by the traditional
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TABLE III
MEASURES FOR THE NEW USER COLD-START SCENARIO FOR LDOS-CoOMoDA DATASET.

algorithm precision recall MAP nDCG MRR  expectedness novelty  diversity
CSLIM 0.0032 0.0117 0.0045 0.0075 0.0077 0.00 Infinity 0.4257
ctx-BPR 0.0026  0.0134 0.0019 0.0049 0.0037 0.0013  9.8509 0.3117
UISplitting-BPR 0.0008  0.0025 0.0022 0.0029  0.0050 0.00  Infinity 0.3979
BPR 0.0013  0.0006  0.0001 0.0006 0.0018 0.0013  9.7731 0.3377
ctx-FISM 0.0218  0.0992  0.0382  0.0615  0.0765 0.0037  8.2339 0.2843
FISM 0.0179  0.0605 0.0298 0.0455  0.0702 0.0051  7.7079 0.2996
ctx-LDA 0.0218 0.1114 0.0383  0.0637 0.0765 0.0039  8.1771 0.2874
LDA 0.0154 0.0471 0.0280 0.0409  0.0682 0.0054  7.6109 0.2997
ctx-SLIM 0.0077  0.0330 0.0086 0.0176  0.0238 0.0016  9.8338 0.3180
UlISplitting-SLIM 0.0032  0.0117 0.0045 0.0074  0.0077 0.00  Infinity 0.4257
SLIM 0.0064 0.0202 0.0085 0.0140 0.0173 0.0019  9.4216 0.3661
ctx-UserKNN 0.0077  0.0330 0.0086 0.0176  0.0238 0.0016  9.8338 0.3180
UISplitting-UserKNN 0.0032 0.0117 0.0045 0.0074 0.0077 0.00  Infinity 0.4257
UserKNN 0.0064 0.0202 0.0085 0.0140 0.0173 0.0019  9.4216 0.3661
ctx-WRMF 0.0077  0.0330  0.0086 0.0176  0.0238 0.0016  9.8338 0.3180
WRMF 0.0064 0.0202 0.0085 0.0140 0.0173 0.0019  9.4216 0.3661

TABLE IV

MEASURES FOR THE NEW USER COLD-START SCENARIO FOR UNIBIz~-STS DATASET.

algorithm precision recall MAP nDCG MRR  expectedness novelty  diversity
CSLIM 0.1121  0.2868 0.0706  0.1571  0.1454 0.00  Infinity 0.1889
ctx-BPR 0.1165 0.3057 0.1836 0.2623  0.3573 0.0417  3.9549 0.2931
UlISplitting-BPR 0.2664 0.6596 0.4328 0.5186 0.5217 0.00  Infinity 0.3748
BPR 0.2055 0.5761  0.3583 0.4397 0.4454 0.0634  4.2905 0.3707
ctx-FISM 0.1174 03103 0.1883  0.2673  0.3629 0.0417 39723 0.2894
FISM 0.2055 0.5728 0.3557 0.4362  0.4358 0.0674  4.1225 0.3667
ctx-LDA 0.1174 03103  0.1903  0.2688  0.3637 0.0417  3.9723 0.2894
LDA 0.2055 0.5728 0.3630 0.4427  0.4498 0.0674  4.1225 0.3667
ctx-SLIM 0.1083  0.2610 0.0790 0.1578  0.1656 0.0465  3.7607 0.1864
UISplitting-SLIM 0.1121 02868  0.0706  0.1571  0.1454 0.00  Infinity 0.1889
SLIM 0.0899 0.2685 0.0582 0.1354 0.1212 0.0551  5.4390 0.1889
ctx-UserKNN 0.1083  0.2610  0.0790 0.1578  0.1656 0.0465  3.7607 0.1864
UlISplitting-UserKNN 0.1121  0.2868 0.0706  0.1571  0.1454 0.00  Infinity 0.1889
UserKNN 0.0899 0.2685 0.0582 0.1354 0.1212 0.0551  5.4390 0.1889
ctx-WRMF 0.1083  0.2610  0.0790  0.1578  0.1656 0.0465  3.7607 0.1864
WRMF 0.0899 0.2685 0.0582 0.1354 0.1212 0.0551  5.4390 0.1889

TABLE V

MEASURES FOR THE NEW USER COLD-START SCENARIO FOR RESTAURANT & CUSTOMER DATASET.

algorithm precision recall MAP  nDCG MRR  expectedness  novelty  diversity
CSLIM 0.0958  0.1233  0.0671  0.1282  0.2472 0.0131  6.7086 0.3339
ctx-BPR 0.2000 0.1962  0.1518 0.2192  0.3444 0.1588  2.7032 0.1325
UlISplitting-BPR 0.1167  0.1437 0.0858  0.1529  0.2903 0.0178 59118 0.3214
BPR 0.1750  0.1703  0.1120  0.1952  0.3869 0.1520  2.7644 0.1753
ctx-FISM 0.2000  0.1897  0.1578  0.2185  0.3304 0.1717  2.5809 0.1684
FISM 0.1714 0.1680 0.1074  0.1859  0.3533 0.1562  2.7093 0.1918
ctx-LDA 0.2071  0.1965 0.1535 0.2209  0.3299 0.1724  2.5735 0.1637
LDA 0.1571  0.1502  0.0965 0.1732  0.3474 0.1569  2.7000 0.1933
ctx-SLIM 0.1571  0.1591 0.1271  0.1833  0.3191 0.1352  3.2177 0.1358
UISplitting-SLIM 0.0958  0.1233  0.0671 0.1282  0.2472 0.0131 6.7086 0.3339
SLIM 0.1179  0.1290  0.0790 0.1558  0.3726 0.0938  3.8699 0.1844
ctx-UserKNN 0.1571  0.1591  0.1271  0.1833  0.3191 0.1352  3.2177 0.1358
UISplitting-UserKNN 0.0958 0.1233  0.0671  0.1282  0.2472 0.0131  6.7086 0.3339
UserKNN 0.1179  0.1290  0.0790  0.1558  0.3726 0.0938  3.8699 0.1844
ctx-WRMF 0.1571  0.1591  0.1271  0.1833  0.3191 0.1352  3.2177 0.1358

WRMF 0.1179  0.1290 0.0790  0.1558  0.3726 0.0938  3.8699 0.1844
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TABLE VI
MEASURES FOR THE TYPICAL SCENARIO FOR LDOS-CoMoDA DATASET.

algorithm precision recall MAP nDCG MRR  expectedness unserendipity novelty  diversity
CSLIM 0.00 0.00 0.00 0.00 0.00 0.0013 0.1980  9.9382 0.4099
ctx-BPR 0.0075  0.0259  0.0075 0.0151  0.0209 0.0015 0.3206  9.7732 0.3103
UISplitting-BPR 0.0014 0.0071  0.0021  0.0041  0.0042 0.0018 0.1980  9.5279 0.4065
BPR 0.0075  0.0235  0.0070 0.0144  0.0213 0.0016 0.3063  9.7312 0.3427
ctx-FISM 0.0123  0.0823  0.0473  0.0601  0.0659 0.0034 0.3304  8.3279 0.2866
FISM 0.0130  0.0897 0.0462 0.0615 0.0675 0.0046 0.3148  7.8182 0.3174
ctx-LDA 0.0130 0.0891  0.0504 0.0641 0.0691 0.0034 0.3301 8.3196 0.2864
LDA 0.0137 0.0965 0.0481 0.0645 0.0686 0.0046 0.3165  7.7995 0.3189
ctx-SLIM 0.0062  0.0377 0.0153 0.0226  0.0204 0.0016 0.3186  9.8028 0.3128
UlSplitting-SLIM 0.00 0.00 0.00 0.00 0.00 0.00 0.1945  Infinity 0.4098
SLIM 0.0055 0.0360 0.0147 0.0217 0.0216 0.0016 0.2968  9.8361 0.3527
ctx-UserKNN 0.0068  0.0438 0.0249 0.0314  0.0322 0.0020 0.3248  9.2998 0.2995
UlISplitting-UserKNN 0.0012  0.0122  0.0030 0.0052  0.0030 0.00 0.1776  Infinity 0.4136
UserKNN 0.0062 0.0386 0.0136  0.0215  0.0206 0.0026 03128  8.8376 0.3247
ctx-WRMF 0.0075  0.0512  0.0281 0.0348  0.0307 0.0020 0.3280  9.4117 0.3020
WRMF 0.0048 0.0324 0.0070 0.0140 0.0101 0.0026 0.3190  8.8903 0.3260

TABLE VII

MEASURES FOR THE TYPICAL SCENARIO FOR UNIBIZz~-STS DATASET.

algorithm precision recall MAP nDCG MRR  expectedness unserendipity novelty  diversity
CSLIM 0.0615 0.5426  0.1927 0.2773  0.2007 0.0237 02353  8.1371 0.4321
ctx-BPR 0.1129  0.7473 04723 04527  0.2938 0.0064 0.6137  7.4848 0.1715
UISplitting-BPR 0.0844 0.7393 0.2714 0.3859  0.2789 0.0553 03122 4.6419 0.3727
BPR 0.0817 0.5448 0.2636  0.3519  0.3306 0.0062 0.6063  7.6027 0.1976
ctx-FISM 0.0538 03082 0.1960  0.1951  0.1400 0.0107 0.6065  6.4944 0.1687
FISM 0.0409 02312 0.1220 0.1630  0.1715 0.0101 0.5906  6.6668 0.2060
ctx-LDA 0.0516 02975 0.1982  0.1927  0.1398 0.0107 0.6070  6.4910 0.1676
LDA 0.0387 02222 0.1222 0.1601  0.1698 0.0101 0.6072  6.6580 0.1854
ctx-SLIM 0.1000  0.6703  0.3490 0.3732  0.2280 0.0060 0.6140  7.5653 0.1722
UlISplitting-SLIM 0.0728  0.6452  0.2787  0.3701  0.2900 0.0365 03211  6.1613 0.3744
SLIM 0.0860 0.5824 0.2469  0.3452  0.2987 0.0058 0.6039  7.7061 0.1985
ctx-UserKNN 0.0452  0.2885 0.1824  0.1795  0.1258 0.0052 0.6063  7.7853 0.1736
UISplitting-UserKNN 0.0095 0.0906 0.0230 0.0385  0.0234 0.0097 0.1678  9.0467 0.4304
UserKNN 0.0366  0.2240 0.0935 0.1397  0.1489 0.0051 0.5872  7.8932 0.2077
ctx-WRMF 0.0892  0.5502  0.2931 0.3418  0.2720 0.0061 0.6107  7.4968 0.1706
WRMF 0.0828 0.5287 0.2376  0.3298  0.3108 0.0057 0.6009  7.6870 0.2004

TABLE VIII

MEASURES FOR THE TYPICAL SCENARIO FOR RESTAURANT & CUSTOMER DATASET.

algorithm precision recall MAP  nDCG MRR  expectedness  unserendipity  novelty  diversity
CSLIM 0.0581 0.4068 0.1413 0.2173  0.1806 0.0091 0.3225  7.0568 0.3393
ctx-BPR 0.1129  0.7473  0.4723  0.4527  0.2938 0.1001 0.6137  3.5661 0.1715
UISplitting-BPR 0.0720  0.5000 0.1869 0.2781  0.2411 0.0110 0.3281  6.7637 0.3352
BPR 0.0817 0.5448 0.2636  0.3519  0.3306 0.0971 0.6063  3.6413 0.1976
ctx-FISM 0.0538 03082  0.1960  0.1951  0.1400 0.1671 0.6065  2.5757 0.1687
FISM 0.0409 02312 0.1220 0.1630  0.1715 0.1568 0.5906  2.7055 0.2060
ctx-LDA 0.0516 02975 0.1982  0.1927  0.1398 0.1673 0.6070  2.5723 0.1676
LDA 0.0387 0.2222 0.1222 0.1601  0.1698 0.1575 0.6072  2.6967 0.1854
ctx-SLIM 0.1000  0.6703  0.3490 0.3732  0.2280 0.0939 0.6140  3.6465 0.1722
UISplitting-SLIM 0.0194  0.1165 0.0524 0.0758  0.0824 0.0081 02930  7.2665 0.3593
SLIM 0.0860 0.5824  0.2469  0.3452  0.2987 0.0907 0.6039  3.7447 0.1985
ctx-UserKNN 0.0452  0.2885 0.1824 0.1795  0.1258 0.0806 0.6063  3.8666 0.1736
UlISplitting-UserKNN 0.0183  0.1022 0.0302 0.0543  0.0505 0.0086 0.3027  7.1533 0.3520
UserKNN 0.0366  0.2240  0.0935 0.1397  0.1489 0.0789 0.5872  3.9318 0.2077
ctx-WRMF 0.0892  0.5502 0.2931 0.3418  0.2720 0.0943 0.6107  3.5781 0.1706

WRMF 0.0828  0.5287 0.2376  0.3298  0.3108 0.0884 0.6009  3.7256 0.2004
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baseline algorithms. It could be seen as a constrain for the
proposed method - it is strongly context dependent.

As could be seen in Tables III, IV, V, VI, VII and VIII,
the method is also algorithm dependent. It is impossible to
identify one algorithm that is better than others in all of the
cases for all of the datasets.

For the new user scenario with the LDOS—CoMoDa dataset,
our post-filtering method works the best with FISM and
LDA algorithms. They improves all of the measures besides
diversity. The improvements vary for different measures but
they are greater than 35 % in comparison with traditional
baselines for the first six measures. The reshuffling with other
algorithms also gives slightly better results than the traditional
baselines in the new user scenario. Surprisingly, baseline
context-aware algorithms perform pretty weak according to the
accuracy measures. However, they obtained the best values for
expectedness, novelty and diversity measures, which is shown
in Tab. IIL

Interesting is the fact that different algorithms which we
combined our method with, are good for a typical scenario in
the LDOS-CoMoDa dataset. In this case, the best algorithm
to work with our approach is WRMEF, which improves all
metrics besides unserendipity and diversity. As seen in Tab.
VI, all other algorithms combined with our reshuffling method,
improve at least some measures - mostly nDCG and MRR,
which means that good recommendations are usually higher
in the ranking than without reshuffling, even if the number
of good recommendations in the top 10 list is the same or
smaller.

For the new user scenario with the Unibiz—-STS dataset,
the UI Splitting method with BPR algorithm outperforms
all other methods according to all of the measures. For the
reshuffling method, the best algorithms are SLIM, User kNN
and WRMEF, which improve all of the accuracy measures and
expectedness and only slightly decrease diversity, which is
presented in Tab. IV.

As could be seen in Tables VII and VIII, our reshuf-
fling method performs the best in the typical scenario
when combined with BPR and SLIM algorithms for the
Unibiz-STS and Restaurant & customer datasets.
For the Unibiz-STS dataset, our method with BPR algo-
rithm gives better results for the novelty measure than Ul
Splitting with BPR, which is surprising, since UI Splitting
improves novelty for almost all of the cases for all of the
datasets.

For the new user scenario with the Restaurant &
customer dataset, our reshuffling method outperforms all
other algorithms according to the accuracy measures when
combined with BPR, FISM and LDA algorithms, as shown in
Tab. V. Thus, we could conclude that there is no one algorithm
which always performs the best with our reshuffling method.
It depends on the scenario and the dataset that the experiments
are performed on.

From Tables III, IV and V, we could observe that CSLIM
and UI Splitting with SLIM and User KNN give exactly the

same results for all of the datasets in the new user cold-start
scenario. However, this never occurs for the typical scenario.

CSLIM and UI Splitting almost always give better val-
ues of the expectedness, unserendipity, novelty and diversity
measures. Nevertheless, they received the worst precision and
recall values for all of the cases beside the new user cold-start
scenario for the Unibiz~-STS dataset, when UI Splitting with
BPR performed the best.

The value of diversity measure always decreases after
reshuffling the primary recommendations list with proposed
method. It seems to be the price for improving the accuracy
of the recommendation process.

VII. CONCLUSIONS

In this paper we introduce a method for generating a list
of top k recommendations, which works well also in the new
user cold-start situations. The method is based on user interests
model called Contextual Conditional Preferences and it also
relies on existing non-contextual algorithms for a ranking task,
since it could be classified as a post-filtering technique. We
performed experiments on three publicly available datasets,
i.e. LDOS—-CoMoDa, Unibiz—-STS and Restaurant &
customer, which contain user ratings, contextual informa-
tion and item features. The experiments confirmed that our
method is applicable in the new user cold-start situations as
well as in typical scenarios, which is the main advantage of
proposed technique. In the first case, when we do not have
any test user’s rating in the training set, we use only General
Contextual Conditional Preferences, while in the second, we
use both types: individual and general ones. We identified
different algorithms that work the best with the proposed
method for different usage scenarios, e.g. BPR and LDA for
the new user situation, and WRMF for a typical scenario
in the LDOS-CoMoDa dataset. The main constraints of the
proposed reshuffling method are the context and the algorithm
dependence.

We also compared our reshuffling technique with other
context-aware methods, i.e. contextual SLIM and UI Split-
ting combined with BPR, SLIM and User kNN algorithms.
We showed that our method outperforms them according to
accuracy measures like precision or recall, but obtains worse
results when considering measures like novelty or diversity.
However, it seems to be the price for improving the accuracy
of the recommendation process.

The next step that needs to be taken is a comparison with
other cold-start methods. We also plan to automatize the
process of a selection of appropriate contextual features, which
is crucial to improve our method.
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Abstract—This paper describes the use of a new swarm-based
metaheuristic, namely Krill Herd Algorithm (KHA), in computer
gaming. In this work, KHA is employed to find a bots movement
strategy in a computer racing game. The complete algorithm is
implemented using a Unity Engine in C# language. Herein, the
triggering of the metaheuristic optimization task was conducted
by the way of a KHA internal parameter investigation. In this
approach, the goal of the race (the KHA evaluation function) for
both the human and computer player is to finish a lap in the

shortest time possible.

He goal of any artificial intelligence algorithm is to
T create a mechanism that can learn, conclude, and solve
problems like a human. In computer games, this creates a form
that mimics human behavior, and computer games provide an
excellent environment for implementing and even testing arti-
ficial intelligence procedures. Developers of computer games
are increasingly turning towards creating projects based upon
artificial intelligence. Instead of crafting their product through
employing predictable algorithms, whose results are identical
inside each successive game world, artificial intelligence meth-
ods are used to dynamically adapt the behavior of a computer
opponent to the player’s level of competence.

One of the first games using artificial intelligence tools was
released in 1999 by id Software, a first-person shooter game
called Quake III Arena. In the production of this, the behavior
of the computer player (the so-called bot) was based on an
artificial neural network [1]. The bot was able to learn the
behavior of its opponents, both the computer generated, and
the genuine human player, so as to develop winning strategies.

Swarm intelligence is one of the more important domains
of computational intelligence. This group of algorithms is

I. INTRODUCTION
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applied in optimisation tasking. Herein, natural environmental
processes and behaviours are the main inspiration [2]. Com-
monly used metaheuristics are: the Genetic Algorithm [3],
the Gravitational Search Algorithm [4], Cuckoo Search [5],
Earthworm Optimization Algorithm [6], Harmony Search [7],
the Firefly Algorithm [8], Particle Swarm Optimization [9],
[10], Ant Colony Optimization [11], the Bat Algorithm [12],
the Differential Evolution [13] and the Autonomy-oriented
computing methodology [14]. Newer algorithms, have been
recently introduced for this tasking. These are: the Krill Herd
Algorithm [15], [16], [17], Animal Migration Optimization
[18], Wolf Search Algorithm [19], The Dragonfly Algorithm
[20], Monarch Butterfly Optimization [21] and the Flower
Pollination Algorithm [22]. Such bio-inspired metaheuristic
algorithms are able to tackle very hard combinatorial opti-
misation problems [11] as well as, they can be applied for
solving optimization problems in continuous space [23].

In this paper, we decided to test the utilization of the KHA
within a computer race game. In this type of game, the user
competes with computer generated opponents. Titles of such
games currently on the market are: Test Drive or Need for
Speed. During the project, interesting concepts were developed
for the use of swarm intelligence.

The content of this paper has been divided into two main
parts - theoretical and implementation. In the first, (Section
II), the problem of utilizing artificial intelligence in the imple-
mented computer game was discussed. Above all, the problem
of optimization is delved into, as this issue affects the character
and behavior of the computer generated opponent. It is to
this that the artificial intelligence tools have been applied.
We then thoroughly describe the chosen artificial intelligence
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Section IV), aspects of both the implementation and, above
all, the details related to the adaptation of individual elements
as swarm bots, is described. Following this, we present of the
results of selected tests of the proposed algorithm. The article
ends with a chapter devoted to the summary and towards o
further plans for the development of this algorithm.

algorithm. In the second part of the article (Section III and
( START >

Initialization

II. OPTIMISATION BASED ON KRILL HERD ALGORITHM

KHA is an iterative heuristic procedure inspired by the nat-
ural phenomena of krill herd behaviour. This method is mainly @ Fitness evaluation
applied for solving optimization problems in continuous space.
Here, the solution of this problem is defined as finding such
an argument 2°, included in the space under consideration
S C RN, which fulfils the following formula

Motion calculation

Motion induced by other
o individuals

f(z°) = min f(x) (1

zeS

N - . (4] Foraging activity
The KHA was proposed by Amir Hossein Gandomi and

Amir Hossein Alavi in the article [15], and is based on imi-
tating the behaviour of the individual krill moving together as
a herd. Individual krill, and the herd itself, move accordingly
to diverse environmental factors. Among these are proximity
to neighbours (defined by herd density), dispersion of the @ ——————F ———— —
animal group, food location and several other biological and I
environmental phenomena. :
In order to solve the optimization problem, we introduced |
the KHA non-deterministic procedure. Herein, particular ele- I
I

I

I

|

|
|
|
|
|
|
|

where f(z) describes the value of the cost function. [
|
|
|
|
| |@Random diffusion
|

ments z; = },...,x)¥ are proposed of an N dimensional

solutions space, in the form of P individuals. In the kth
iteration, the best solution of the this problem as represented
by the pth members of swarm is given alternatively by these
two equations: L ———— -—

(@]
~
o
7]
[%]
[e]
<
0]
=
—— —— ——— — — ]

CEO(]C) =arg I{linpf(xp(k)) /for minimalization task/  (2) Update krill position
p=1,..,

or

O Evaluate quality

z°(k) = arg HllaXP f(zp(k)). /for maximalization task/  (3)
p=1,...,

The above best solution corresponds with the minimal or
maximal value of cost function f° = f(z°) given as (2) or
3).

The full KHA procedure as a flow chart description is shown
as Figure 1. This procedure begins from an initialization of
all its internal parameters, and positions of all P individuals
are generated randomly @. In next stage @, the cost (or
fitness) function values are computed for all initial P swarm
members using (2) or (3). The subsequent step ® is of great Output: the best krill
importance and is characterized by this technique. It consists position
of formulas describing the movement of particular individuals.

Such motion viv-a-vis each individual krill is determined by

three main components. They are: Fig. 1: Flowchart of KHA
* movement induced by other krill individuals,

Stop condition
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« foraging activity,

* random diffusion.
In subsequent iterations, in the KHA technique, a vector of
movement for the ¢th krill is based on the Lagrangian equation:

dx i
dt

where N; is the motion induced by other krill individuals, F;
denotes the foraging motion and D, is the physical diffusion
of the krill individuals.

The first element @ is a reflection of the social inspiration
of the individual members of the herd. In the swarm, members
are maintained at a high density. Hence, the velocity of
each individual is influenced by the movement of others. In
consequence, the direction of movement by the «; parameter
is induced by the presence of other herd individuals. This
parameter is determined on the basis of the following parts:
local effect and target effect. The individual fractions of
motion can be notated as:

= N;+F + D, “)

Ninew _ Nma:cai +WnNiOld. (5)

Here N™™?" represents the maximum possible speed that can
be induced, w,, belongs to the interval [0, 1], and is defined as
the inertia weight of a particular krill and finally N?'¢ is the
motion induced in the previous time step. The «; parameter
is introduced in following way:

at-arget’ (6)

local
a; :OLiOCG—F :

where al°¢@! describes the local influence of the neighbours
of any particular swarm member, whereas o}""9°" is the
target direction. The latter is determined by the position and
movement of the best individual in a swarm.

The al°°® parameters are computed according to the for-

mula:

NN
alet = N fiy X, )
j=1
where v
X = —4 (8)
! lzj — il + €
and
; fi— 1
Fis = Jaorst = foest- ®)

In equation (9), f in provides the cost value (1) of any
investigated krill. Consequently f“°"s* and fb¢*! represent,
respectively, the worst and the best fitness of individuals in
swarm. Additionally, NN describes the identification of the
number of reachable krill neighbours, and € is a positive
number introduced to avoid singularities in the denominator
of formula (8).

For determination of distance between particular krills and
their neighbours, a parameter designated as being the sensing
distance ds, is proposed. Its value may be formulated as:

1 P
dy; = E;Hxi — . (10)

What is more, each swarm member incorporates its own
target vector. This is formulated as follows:

target __ best f -
Q; =C fi,bestxi,besta

an

where

chest — 2<mnd+ Kiam). (12)

Herein, k, K™*" designate, respectively, the current iteration
number and the maximum number of iterations. Morqover,
a rand is a random value between 0 and 1, whereas f; pest
is the best value of fitness function, while Z; pes+ provides the
location of the best ith individual from the previous time steps.

In the equation (4), the symbol F; is connected with the
food foraging issue. Herein, F; is defined in the following
way:

F; = ViBi +wsF (13)

where V; is the food foraging speed and wy describes the
inertia of the movement. In equation (13), the food fitness of
the ith krill is designated as follows:

Bi _ 5Zfood+ﬁ§;est'

The aforementioned food aspect is defined by way of its
location. Therefore, the centre of food concentration is defined
via KHA as a virtual point. This conception by the "centre of
mass" approach is interpretable. Hence, the food concentration
in each iteration is calculated according to formula:

P
>ie1 %xz
L
Zi:l fi

Here, the food attraction for the ith swarm member is de-
scribed via:

(14)

xfood = (15)

BZ‘fOOd = CfaOdfi,foodXi,food- (16)

The food coefficient in (16) expresses the global attraction of
the food centre (15), and may be calculated as:

k
food __ _
cloot = 21— o). (17)
The second part of equation (14) is as follows:
Bt = fibesti best- (18)

In this equation, f; ..+ expresses the best fit achieved by a
given ith individual so far. This is determined by its position
i‘i,besb

The last element of the Lagrangian equation (4) is connected
with random physical diffusion @, represented as D;. In
essence, this component has a fully random character. This
part of movement is focused upon the diversity in the swarm;
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it allows the individual krill to position itself inside the krill
swarm so as to be within a situation of local optimum. This
part of equation (4), hence, represents a trade-off between
exploration and exploitation. The following equation shows
these aspects as a random diffusion:

oz )

where, D™ is the maximum diffusion factor and § expresses
the random directional vector.

The motion aspect of krill activity can now be fully de-
scribed. Herein, all the aforementioned effective parameters
are applied. Thus, the position of the ¢th individual during the
interval ¢ to ¢t + At is determined by the following equation:

D; (19)

pmaz (1 _

(20)

Here, it should be underlined that parameter At is very
sensitive to the speed and accuracy of the optimisation task.
In this respect, the At may be interpreted as being a scale
factor of krill movement, and can be obtained by way of the
following equation:

N
Z (UB;j — LB;) 21

In the above equation, C; is an empirically found constant
number from the interval [0, 2]. What is more, UB; and LB;
constitute, respectively, the upper and lower bounds of the jth
feature (j =1,...,N) of data set X = z1,...,zp.

The subsequent step of the heuristic algorithm is an im-
plementation of two genetic or evolutionary operators. In
step ®, the crossover function is considered. This operator is
controlled by the Cr parameter referred to as the ’crossover
probability’. In this approach, this operator is defined ran-
domly, and the crossover is revealed in the change of the mth
coordinate of the sth individual. This comes about by applying
the following formula:

- _ ) xpm for y<Cr
Tim = { Zim for y>Cr ’ (22)
where Cr = O.QKi,best; re{l,2,..,i—1,i+1,..,P} and

< is a random number drawn from the interval [0,1), which
is generated via uniform distribution. In this solution, the
crossover operator is calculated by way of a single individual.

Finally, the mutation operator @ is applied within the last
stage of the main loop of the KHA. This changes the m-
th coordinate of the i-th individual, as shown below by the
formula:

Tim = {

wherein Mu = 0.05/K¢7best;p, ge{L,2,.. i—
and p € [0,1).

- xq,m) for Y S Mu
for v> Mu ’
(23)
1,i+1,..., P}

Tgbest,m + ,u(xp,m

Ti,m
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This operation completes all evolutionary procedures. Sub-
sequently, we can now obtain individuals that can be used
within the next iteration. In so-doing, in the last step © of
the main loop, the cost function for all the swarm members
is calculated. Now, the algorithm’s termination condition @
decides whether the next iteration is to be entered into or the
optimization algorithm is to be completed. The form of stop
condition applied could be that of a time limit, or the reaching
of a desired fitness level or a combination of above two.

More information about this metaheuristic algorithm can be
found in [15]. Regarding the procedure’s internal parameters,
the tuning of the KHA is described in papers: [24], [25]
and [26], while publications [17] and [16] introduce some
modifications into the algorithm. The KHA procedure has been
verified for application within optimization problems in the
case of discrete input data [27], while a parallel version of
this procedure is put forward in [28]. Furthermore, it has been
applied in medical tasks [29], for data base domains [30], in
mechanism and machine theory [31], in clustering tasks [32],
[33], and also in neural learning processes [34]. Extensive use
of this algorithm has been collected in the article [35].

III. IMPLEMENTATION AND OPTIMIZATION OF GAME

The Unity engine [36] is now employed in order to complete
the task and to implement the game. This is a tool that allows
the creation of games for Windows, Linux, Mac OS, Xbox
360, PlayStation 3, Wii U, iPad, iPhone, Android, Windows
Phone 8 and BlackBerry environments. Unity has rapidly
gained popularity thanks to its user-friendly interface. It allows
for fast development of the game, along with the ability to
test existing progress. In optimising Unity for creating cross-
platform games, the programmer can use any of three program-
ming languages: C# for the Mono platform, JavaScript, or the
Boo-inspired language, Python. All implementations described
in this work have been written in C#.

Swarm intelligence is applied in our study application
for optimizing the travel time by way of adjusting driving
performance. Firstly, the track was divided into sectors that
consist of curves of similar characteristics. In doing so, a
racing line was formed along which the bots are to move.
Figure 2 shows the waypoints which are densely distributed
throughout the route.

In completing this task, some parameters are introduced.
These are considered as being the same parameters that affect
the coordinates of individual krill within the herd. The most
important parameter is undoubtedly the maximum speed in the
sector. If a bot is currently located in a straightaway or where
steering arcs are long, and where the steering input angle is
low, a high maximum speed is desirable. In turn, if the bot
enters within a twisting and winding section of the track or
where the curves are tight and steering input is intense, then
the speed must be properly limited, otherwise the car loses its
grip, resulting in drift, a wider line of travel and, consequently
slower travel times. The second parameter is related to the
angle between the car and the next point of the race line. If it
is greater than the value for a given sector, then the computer
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Fig. 2: Race line with waypoints

player starts to understeer or oversteer and must accelerate or
decelerate. This value should be greater for straightforward
sectors as it reduces the gliding effect of the car on the track.
The third and last parameter of the driving characteristic is the
time it takes to make a turn. For winding sectors, the value is
less than that for simple sectors, because a faster response is
needed. The above parameters are transferred to the algorithms
for bots controlling in the game engine.

In presenting the implementation of swarm intelligence,
the passage time within a particular sector of the track is
optimized by adjusting the driving parameters of a given
computer player. Therefore, the algorithm should be run only
when all the computer players overcome the sector. Detecting
the moment when players finish the passage of a given sector
takes place using the so-called ’collider’ (Fig. 3). Thus, when
the last computer player completes a subsequent sector, the
Run(int) function is called up for the sector identifier that it is
responsible for when executing one iteration of the algorithm.

A. Application of KHA to game

For the implementation of the KHA, each computer-based
object was coded as a MKrill class component representing
one individual in the population.

Each object has the following attributes: an identifier in the
form of an integer, of times in the current round; sector records
which store the performance characteristics of the computer
player used in the current lap; the parameters described above
(maximum speed in the sector, angle between the car and
the next point and time to make a turn); best parameters
array; induced vectors, foraging vectors and diffusion vectors
as components of KHA; and, finally, lower bounds and upper
bounds. All the aforementioned are used to store the lower
and upper limits of the respective main driving parameters.

Another important element is the determination of the value
of the cost function (1). This is the first step in executing each
iteration of the KHA. In this implementation, however, cost

function is not calculated explicitly, because the value of this
function is the passage time within the sector for which the
algorithm is being executed at the moment.

Now, the individual designated Lagrangian (4) components
are calculated (see Section II). Firstly, the determination of the
motion induced by other krill individuals is accomplished by
applying the formulas (5)-(12). In this part of the algorithm,
the displacement vector for each individual in the population
is generated. In doing this, in each iteration, o/°** and a/f®79¢*
based on equations (7) and (11) are first calculated, and
then summed according to equation (6). Thereafter, in each
iteration, the appropriate vector (5) is determined, taking into
account the following parameters, N™*" and w,,.

In the next step of the algorithm, the food foraging move-
ment is ascertained as per notation (13). In this part of
the iteration, equations (14)-(18) are applied. This process is
similar to that of the IV; calculation. Due to the optimization of
travel time in the presented version of the algorithm, it is not
possible to easily determine the value of the cost function for
food (the value appearing in equation (16)). Thus, the solution
is to assign to its value, the activity adapted by an individual
closest to the food.

Finally, with regard to moment computing, a random phys-
ical diffusion, notated as D; , is performed. In this case,
equation (19) is used.

After all the above effective motion parameters are calcu-
lated, the change of each i-th krill position can be ascertained
through employing equation (20) and applying notation (21).

Finally, it is worth observing that basic KHA utilizes
several other evolutionary operators such as mutation (23) and
crossover (22) for swarm member modifications. In the present
iteration of the paper, these were not applied.

In summation, it should be noted that utilizing KHA is, in
a sense, a way of optimising the computer game activity. The
presented implementation of the KHA has its advantages and
disadvantages. The disadvantage is the inability to explicitly
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Fig. 3: A collider located at the end of the sector

calculate the value of the cost function. This value is the
time of sector passage, and it can only be known when the
computer player has overcome the sector through applying
the parameters specified. Therefore, only the estimation of the
effect of food position for the krill movement was applied.

The advantage of this implementation is, undoubtedly, its
scalability. When needed, it is easy to take into account
additional factors that can influence the nature of the player’s
computer. Moreover, this implementation is not computation-
ally demanding, because each one iteration takes place when
the last competitor crosses the boundary of a given sector. In
the case of a track, as used in the game, and assuming that the
players are moving close together, this means that one iteration
every 1.5 — 2.0 seconds is performed.

IV. NUMERICAL SIMULATIONS

While researching the effectiveness of the proposed method,
we analysed the impact of KHA internal parameters on quality
of solution. Herein, we saw that the quality of the solution can
be greatly influenced by the impact of internal parameters [24],
[37].

The enclosed figures show the results of the tests that were
applied to assess the quality and speed of the solution accord-
ing to KHA parameters. In this case, the subject quantities
were Cy, wy, wy and N.

In the test of the first parameter, C}, the remaining parameter
values are w, = 0.5, wy = 0.5 and N = 5. The results have
been visualized in Figure 4. Here, each line shows the best
results (i.e., the shortest time of the lap of the bot-car) for the
investigated C; value.

From the above tests, it can be inferred that an increase
in the value of the variable Ct resulted in an increase in the
difference between the times gained by the individual players
in the first phase of the test. This indicates that even the far-
fetched points in the solution space are represented. Finally,
the best time was reached at C; = 1.5. This was 93.27 s.

130 7
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time of loop
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100
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Fig. 4: Convergence of the optimisation procedure with various
C'; parameters

In the next test, the w,, parameter is modified through the
application of a number in the range (0.0;1.0). This action
represents the influence of neighbors in the creating of the
movement vector. The obtained results are shown in Figure 5.

In this case, increasing w,,, slowed the computer players in
achieving better results. This means that through introducing
the calculated influence of the neighbors, a larger value of w,,
results in a more accurate search within the krill environment
while reducing its pace of approaching the global minimum.
The best time passed in the test was for the case of w,, = 0.2.
Herein, the time value of 92.30 s was achieved.

In our study, the parameter w; was modified (Figure 6).
This is a number in the range of (0.0;1.0), and it represents
the effect of the phase of the food search on the movement
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Fig. 6: Convergence of the optimisation procedure with various
wy parameters

vector value. Increasing the value of wy, therefore, resulted
in better player performance. For wy = 0.1, the best time is
93.69, while for wy = 0.9, this increased to 95.02. However,
it is important to take into account that in this implementation,
the approximate value of the cost function of the food is one
that was calculated to reduce the efficiency of the entire phase
of the food search.

The last test was to change the size of the krill population.
In this research, a limited amount of the swarm are employed
as bots. The main reason for this is that each krill represents
one car on the race route. So a large number of bots in one
place holds the implication that their collective movement is

similar to that of a krill herd, and a great number of collisions
will take place. The results of racing 3, 5 and 7 bots are shown
in Figure 7.

One can observe from Figure 7 that increasing population
numbers, increases the speeds in which better lap times are
acquired by the computer players. When the population had
three individuals, it was only after 10 laps that all players
started to regularly achieve lap times less than 100 seconds. In
the case of a population of five, this came about on the 7th lap.
The main reason for such results is that the parameters for each
krill are generated according to a uniform distribution. In other
words, increasing the population, increases the probability that
one of the individuals will be closer to the global minimum.
The second reason is the development of synergies between
the herd participants.

In conclusion, the modification of the studied parameters
can influence the behaviour of the KHA. Increasing the C}
parameter speeds up the exploration of the solution space, but
at C; > 1.0, the incremental value of the movement vector
may be too large, which in turn, can lead to better solutions.
Increasing the value of variables w,, and w; clearly slows
the pace to gaining better results. Increasing the size of the
population, in addition to having impact on the speed of the
solution, also affects the quality of the solution, as more agents
can better search for better solutions.

V. SUMMARY

Experimental results indicate that the proposed solution can
be used in a professional computer game, but only for one
of low and medium difficulty. Thus, the level of computer
opponents in this approach could be a challenge only for
lesser and intermediate players. In order to streamline the
implementation, a number of modifications would have to be
made. Among these are the incorporation of target users’ game
results, as this would help improve the performance of the
computer players. In order to eliminate the fluctuations of the
final travel times, it would be useful to include the current
best path, which would have an impact on the routing of the
car. An alternative to improving the algorithm is to reduce the
random factor generated through the method of determining
a new food distribution, by replacing it with a deterministic
algorithm or by manually selecting a developer designated
fixed location during the game design. The implementation
of the game presented in this paper can be further developed
in many different ways. The most interesting directions are to
find a better selection of krill algorithm parameters in order
to be more efficient; to implement an improved version of the
KHA, ie Lévy-flight KHA [37]; or to implement a learning
mechanism based on human player experience.
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Abstract—In this article, the problem of determining the
significance of data features is considered. For this purpose the
algorithm is proposed, which with the use of Sobol method,
provides the global sensitivity indices. On the basis of these
indices, the aggregated sensitivity coefficients are determined
which are used to indicate significant features. Using such an
information, the process of features’ removal is performed. The
results are verified by the probabilistic neural network in the
classification of medical data sets by computing model’s quality.
We show that it is possible to point the least significant features
which can be removed from the input space achieving higher

classification performance.

LOBAL sensitivity analysis (GSA) embraces a group of
Galgorithms which determine the influence of the input
of the model to the model’s output. This gives the possibility
of estimating how the model output variance is influenced by
relative impact of a single input variable and the interactions
between them. In GSA, the influence on the output of the
model can be assessed by means of regression methods,
screening approaches [1], and the variance-based techniques,
e.g., Sobol method [2], [3], the Fourier amplitude sensitivity
test (FAST) [4], or the extended (EFAST) [5].

In literature, we can find a lot of contributions devoted
to applications of GSA to feature selection. For example,
in [6], the Sobol method is applied in optimization of shell
and tube heat exchangers; the non-influential geometrical
parameters which have the least effect on total cost of tube heat
exchangers are identified. In turn, in [7], a new GSA based
algorithm for the selection of input variables of neural network
is proposed. The algorithm ranks the model’s inputs according
to their importance in the variance of the network output.
In reference [8], one can find the use of the standardized
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The work was supported by Rzeszow University of Technology, Department
of Electronics Fundamentals Grant for Statutory Activity (DS 2017).

IEEE Catalog Number: CFP1785N-ART (©)2017, PTI

39

Maciej Kusy*
*Faculty of Electrical and Computer Engineering,
Rzeszow University of Technology,
al. Powstancow Warszawy 12, 35-959 Rzeszow, Poland,
Email: mkusy @prz.edu.pl

regression coefficients, Morris screening and EFAST methods
in assessing the most relevant processes occurring in waste-
water treatment systems. The aforementioned methods are
applied to a complex integrated membrane bioreactor where
various interactions among the input factors are detected. The
authors of current work utilize the GSA methods in the domain
of neural network structure reduction. In [9], we present how
the structure of the probabilistic neural network (PNN) can be
optimized by means of Sobol, FAST and EFAST methods.

It is important to note that, in addition to GSA based
techniques, many other approaches exist which can be uti-
lized for feature selection. For example, ReliefF algorithm,
proposed by Kira and Rendell in [10], computes the weights
for data set features. This shows how well the feature values
distinguish among patterns which are near to each other,
taking into account the output class. On the basis of the
weight values, the feature significance can be established.
Similarly, Breiman’s random forest algorithm [11], within
its training process, invokes variable importance procedure.
This procedure provides a ranking of the overall relevance of
features. On the other hand, the extended version of Naive
Bayes classifier, presented in [12], determines the importance
of features in classification process by means of weights of a
normalized neural network. The weights are obtained by the
backpropagation-like technique applied to the model training.
The appropriate connection between the network and the
classifier is implemented. The attribute clustering algorithms
are also utilized to construct informative subset of available
features from high dimensional data. The authors of [13]
propose such a solution along with an attribute similarity
measure which is useful for identifying groups of features that
are likely to be selected for reduction purposes.

In this study, we propose the algorithm for determining the
significance of input features. This significance is obtained us-
ing Sobol method. For the analysis, the UCI machine learning



40

repository (UCI-MLR) data sets [14] are used. The algorithm
is tested in the classification problems conducted using PNN;
the correctness of operation is verified by computing the
learning and test qualities.

This article is organized as follows. In section II, the Sobol
sensitivity analysis fundamentals are provided. Section III,
introduces the PNN model highlighting its architecture and
training algorithm. In section I'V, the algorithm for determining
the significance of input features is proposed. Section V
presents numerical verification results achieved by the pro-
posed algorithm. In section VI, we shortly summarize our
work.

II. SOBOL SENSITIVITY ANALYSIS

Sobol method is based on decomposition of the model
output variance into summands of variances of the input
parameters in increasing dimensionality [2], [15]. It establishes
the contribution of each input variable and the interactions
between them to the overall variance in the output of the
model. This is achieved by computing the first-order, second-
order, higher-order and the overall sensitivity indices. Below,
we show how to determine this contribution of variables
according to the Sobol approach.

Let x = (z1,%2,...,2n) be the set of mutually in-
dependent input parameters in which x; € IV where I
denotes [0,1] interval and IV is the N—dimensional unit hy-
percube. The model output, whose sensitivity to the parameters
T1,T9,...,TN 1S to be determined, is an integrable function
f(x) defined in IV

N N
f(X):f0+Z Z

s=1 4y <ip<---<lis

z;,). (1)

filiz---is (xiuxizv LR

It can be seen that the overall number of summands in (1) is
2N Equation (1) can be rewritten in the following form

N
Fx) = fo+ > filzi)+
=1

2)

o+ fioen(m, 22, . TN).

,»Z _Z ii(zi, ) +

Formula (1) is called ANOVA-representation of f(x) if the
integral of each summand over each of its own variables is
Zero

1
/ Fivias, (0 2y )y, = O 3)
0

for k = i41,42,...,4s where both {i1,is,...,is} and s run
from 1 to V.
Some important remarks can now be inferred. First of all,

the integration of (1) over IV yields

1
/0 Fx)dx = fo. 4)
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which allows for computing the term fj. Further, after inte-
grating (1) over all variables excluding z; one obtains

/ 769 T dow = fo+ filwa), )

k#1

which provides

fiwi) = / 76 [T dee — o ©

k#1i

Similarly, integrating (1) over all variables excluding x; and
x; defines the term f;;(z;,z;) as follows

Jij xz,x])—/ J(x) H day— fi(xi) = fi(xj)— fo. (7)

k#{i,j}
The  procedure is  performed until last term
f12..n (21, T2, ...,z N) is determined.

Assuming that f(x) is square integrable over IV, all terms
fiyig-i. in (1) are also integrable. Thus

/f2 i =3 3 /f2 i, o da,.

s=111<ip<--<ig

(®)
The left side of (8) is called the total variance of f(x)
1
D= / FA)dx — fg ©)
0
while .
:t/‘fﬁjrngdxh---dxu (10)
0

are the partial variances for each term in (1). Using (8)—(10)

we receive
N N
D= > Di., (1)
s=1 iy <ig<---<ig
which means that

=1 j=i+1

The sensitivity indices are defined as the following ratios

Di g
Siyviy, = IT’ (13)
where
1 /!
&:Bﬁﬁmmg (14)

are the first-order sensitivities computed for the variables z;,
i =1,...,N; the sensitivities S; measure how particular x;
variables affect the output of the model, i.e., the variance of
f(x). Similarly, the second-order sensitivity

1 1 1
Sij = —/ / f%(:ri,xj)dxidxj
D Jo Jo

15)
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is used to determine the second-order contribution from inter-
action between x; and x; to the output variance. The sum of
all sensitivity indices for x; defined as

St =8+ Sij+...

J#i
measures the overall effect of this parameter on the output of
the model. All S;,...;. indices are nonnegative and their sum

is equal
N N
> Sy =1

s=111 <ig<--<ig

+ Si2..N (16)

a7

A Monte Carlo algorithm is used for an estimation of global
sensitivity indices.

III. PROBABILISTIC NEURAL NETWORK

PNN is a feedforward network initially proposed by Specht
in [16], [17]. It is very popular with the scientists in the
field of machine learning. PNN is frequently utilized in many
applications, e.g.: medical diagnosis and prediction [18], [19],
[20], [21], image classification and recognition [22], [23], [24],
multiple partial discharge sources classification [25], interval
information processing [26], [27], phoneme recognition [28],
email security enhancement [29], intrusion detection systems
[30] or classification in a time-varying environment [31].

The operation of PNN is based on a Bayes decision rule.
In this section, we shortly highlight the structure of the model
and its training algorithm.

A. Structure of the network

PNN is organized into four layers. The input vector variables
x = [z1,...,xn] form the neurons in the first input layer. All
given training data, after some activation, are used to create the
neurons in the second layer, called the pattern layer. Pattern
neurons forward produced output to the next summation layer,
where each summation neuron acquires inputs from the pattern
neurons representing the same class. In particular, in the
summation layer, there exist ¢ = 1,..., G neurons and each
gth neuron sums the signals from the neurons of the gth class.
The last output layer yields the classification outcome on the
basis of the highest value obtained from all G summation
neurons.

Different approaches may be utilized to activate pattern
neurons of PNN. In this paper, the product kernel involving
all input variables is considered

K(x) = K(z1) K(z2)-...-K(zn), (18)
where each multiplicand takes the following Cauchy form
2
)= ———. 1
K@) m(z? 4+ 1)2 (19

Such a form of kernel function allows us to define summa-
tion neuron output as follows

T
Py 1 K (X*Xép)) h_1 20
1) = 7 ew) POl e B

where: P, stands for the number of cases in the gth class
(9 = 1,...,G); h = diag(hq,...,hn) denotes the vector
of smoothing parameters; s, is the modification coefficient;
xP) = [z _E;Ij ). x(p J)V} is the pth training vector of the gth
class. The formula (20) is also referred to as the kernel density
estimator (KDE) for the gth class in the context of PNN
operation.

Using (18) and (19), the gth summation layer neuron
produces the following signal

Py

1 2
folx) = Pdet(h ZS_H

p=1

@2

21
The final output layer of PNN determines the class assignment
for the sample vector x based on the Bayes decision rule [17]
for all f, KDEs

G(x) = argmax fy(x),

g=1...G

(22)

where G(x) provides the predicted class label. The structure
of the PNN model is illustrated in Fig. 1.

B. Training algorithm

The training algorithm of PNN consists in the appropriate
choice of the smoothing parameter h; and the computation of
the modification coefficients.

For N-dimensional data sets, when the product kernel is
used for KDE estimation, one recommends to compute h; by
means of the plug-in method [32], [33]. The h; parameters are
then determined independently for each dimension

= [ %

(23)

where ¢ denotes the estimator of the standard deviation and
for the Cauchy kernel in (19), R(K) =1 and U(K) = 5/4.
The calculation of & is solved iteratively using second-order
level approximation [34], [33].

As presented in both (20) and (21), KDE for the gth class
depends on the value of the modification coefficient s,. For
PNN, it is computed separately for each class and is related to
the pth training vector. The modification coefficient is defined

as follows [34]
O
sp = (f ( = )> ,

(ﬁf (p))>

where c is the non-negative constant used to determine the
modification intensity. In literature, one usually assumes ¢ =
0.5 [33].

(24)

where

o=

(25)
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fe

G(x) = argmax fy(x)

9=1...G

Fig. 1. The architecture of probabilistic neural network.

IV. ALGORITHM FOR DETERMINING SIGNIFICANCE OF
FEATURES

This section describes the proposed algorithm for determin-
ing the significance of particular features in data set, which
in turn, entails the reduction of the PNN’s input layer. All
components of the this algorithm are set out in Fig. 2 in form
of the flowchart. As it can be observed, the flowchart is divided
into two parts. The upper part (over the dashed line) concerns
a description of PNN topology with all stages of learning
process. The bottom part (under the dashed line) shows the
application of Sobol method for providing a sensitivity indices
what results in establishing the order of data features.

In the first stage of the algorithm, we start from data
acquisition @. Since the PNN model is utilized, it is assumed
(step ®) that data are distinguished between particular classes.
In step @, the topology of PNN is created. For this purpose,
the number of records, features and classes of the considered
data are acquired. Then all training patterns are copied into
appropriate neurons (stage @) preserving class membership,
as it is shown in Fig. 1. This results in obtaining the required
structure of PNN ready for training process. Now, as it
is presented in subsection III-B, in step @, the smoothing
parameters h; are computed for each of regarded classes
separately. As a result N smoothing parameters are obtained
in each class (which gives IV - G in total). In step ® of the
algorithm, for every gth class, the modification coefficients s,
p=1,..., P, are determined.

In the second stage of the algorithm, the global sensitivity
analysis takes place (@). The application of Sobol method
allows us to obtain required information about influence of
individual elements of the input vector on particular KDEs
f4(x). Based on the Sobol approach described in Section II,
for each input element z; and each class estimator f,(x),

the first order sensitivity index ng]) (14) for the pth training

pattern is computed. After determination of Si(";) for all P
training patterns, one can calculate aggregated parameters by
applying mean square average sensitivity norm

(26)

mean __
Szyg -

Finally, it is required to define the maximum value S; in
ith row of the matrix S™®" with the elements aggregated
according to (26)

S; = max {S/e
g=1,....G ’

}. 27
In the last step @, the algorithm returns the sorted vector with
S; coefficients and the vector which contains the indices corre-
sponding to the sorted coordinates. The first algorithm output
item informs us about the aggregated quantitative sensitivity of
individual inputs in the PNN’s class estimator. These inputs
are associated with the features of the considered data set.
The second algorithm output item gives us the possibility to

indicate the order of features’ significance.
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Fig. 2. Flowchart of the proposed algorithm.

The steps @ and ® as well as the PNN learning stages
@-0® constitute the complete algorithm for determining the
significance of particular features of data set.

In the current paper, we do not focus on providing a priori
general criterion to decide what is the right number of features
to remove. Such a criterion could, for example, be based
on finding explicit difference between two neighboring S;
elements in the matrix S™“", as shown in [9]. On the other
hand, determining a general threshold of feature significance is
difficult to establish since it is dependent on classifier applica-
tions. However, if we assume the use of PNN in classification
tasks, some solution could rely on iterative reduction of the
least significant feature along with simultaneous assessment
of the network quality.

V. NUMERICAL RESULTS

In this section, numerical verification results of the proposed
algorithm are presented. In the first part, we focus on Sobol
sensitivity method applied to determine the significance of
input features. The second part considers the evaluation of
the introduced algorithm in the classification tasks. To make

our study more representative, three UCI-MLR medical data
sets are taken under consideration. Table I characterizes these
data sets. In particular, we present: the number of records with
class distribution (M;), the number of features (/N), and the
number of classes (C'). In the last column of the table, the
bibliography reference of each data set is provided.

TABLE I
CHARACTERISTICS OF EXPERIMENTAL DATA SETS

Data set Abbrev. M; N C Biblio.
Wisconsin Breast Cancer WBC 239 — 444 9 2 [35]
Statlog Heart SH 150 - 120 13 2 [36]
Parkinsons Data PD 48 — 147 22 2 [37]

A. Significance of data features

This part of paper examines the application of the Sobol
method used to determine the significance of the individual
features for all data sets presented in Table 1. The results of
the numerical verification of the algorithm presented in Section
IV are shown in three drawings for each data set separately. In
particular, for the WBC data set, Fig. 3 contains the sensitivity
values S; for each data feature, Fig. 4 displays the sorted
values of S; in descending order while Fig. 5 illustrates the
difference between the particular bins presented in Fig. 4, i.e.
dS; = S;—1 — S; for i = 2,3,..., N. Figures 6, 7, and 8
depict respectively: S;, sorted S; and d.5; for the SH data set.
Finally, in Fig. 9, Fig. 10, and Fig. 11, we show S;, sorted .S;
and dS; for the PD data set, respectively.

0.5 4
0.4 +

0.3 1

Sensitivity Si

0.2 +

0.1 4

0.0 T T
1 2

Fig. 3. Sensitivity coefficients for the WBC data set.

=

T
3 4 5 6 7 8 9

N

In the case of the WBC data set (Fig. 3 and Fig. 4), we
can see that the 9th feature is the most dominating since
its sensitivity is equal Sg9 = 0.3998. Then, two features
can be distinguished, i.e., z¢ and z7 for which S; ~ 0.2.
The next distinctive group of features constitute z; and x3
where S; € (0.05,0.1). The remaining features, i.e., {2,4,8,5}
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Fig. 4. Sorted sensitivity coefficients for the WBC data set.
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Fig. 5. The differences between sorted sensitivity coefficients for the WBC
data set.

comprise the collection of less significant inputs because all
their sensitivities are less than 0.025. In Fig. 5, one can clearly
notice two distinct values for the first and third bar. This
indicates the border between the most important feature xo,
two elements group of xg, x7, and further features x; and x3.
These visible bars may contribute to discovering the cutoff
between significant and negligible features for this data set.
This fact will be explained in subsection V-B.

In the case of the SH data set (Fig. 6), it is possible to point
out two significant features z¢ and x5 for which S; equals
0.2751 and 0.2434, respectively. The next group of features
create the inputs z13 and z3 with .S; ~ 0.1150. Then for the
features {x12, 211,210} (What can be observed in Fig. 7), we
can remark linear decline of the sensitivity. The remaining
features are characterized by a similar value of S; ~ 0.02.
Only the last feature z; is the least significant what results
from S; = 0.0047. Analyzing Fig. 8, one can see a noticeable
peak at 13th feature and much smaller one at x15. These
observations indicate two potential borders where the input
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Fig. 6. Sensitivity coefficients for the SH data set.
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Fig. 7. Sorted sensitivity coefficients for the SH data set.

reduction may occur.

Finally, for the last PD data set considered in this study,
which consists of 22 features, one observes that the most
important feature index is 10; here S19 = 0.1602 (see Fig.
9 and 10). Subsequent group of features is characterized by
S; ~ 0.1 which includes inputs {z13, x¢, 23, x12}. Analyzing
the indices of features from the set {1, 5, 4, 15} we can see a
linear decrease in the sensitivity coefficient values. The next
two peaks in the figure belong to features 11 and 14 with
similar sensitivity (approx. 0.028). The last group of features
comprises the ones for which S; < 0.02.

B. Verification of data features significance in classification
task

The results presented in subsection V-A are verified in
the classification problems. Firstly, we apply Sobol method
globally on the entire data set and determine the order of
features’ significance. Sorted sensitivity coefficients for the
considered WBC, SH and PD data sets are presented in
Figures 4, 7 and 10, respectively. Then, the PNN classification
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Fig. 8. The differences between sorted sensitivity coefficients for the SH data
set.
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Fig. 9. Sensitivity coefficients for the PD data set.

performance is evaluated using a 10-fold cross validation (CV)
procedure. Single classification task is performed by removing
the least significant feature. The entire procedure is conducted
until a single feature is left. The whole experiment is repeated
30 times. As the result, we provide classification quality
computed as the ratio of the number of correctly classified
input patterns to the data set cardinality.

For all analyzed data sets, the obtained results are set out in
tables and figures. The tables present the following indicators:
the current number of features (/V), the least significant feature
index (LSF), average learning quality along with standard
deviation—denoted as g% and std(qL), and average test quality
with standard deviation-denoted as ¢ and std(gl). In the
case of figures, the plotted bars depict ¢ (painted gray) and
gL (painted white) determined at particular set of selected
features.

Table II and Fig. 12 represent the results for the WBC
data set. Analyzing the reduction of individual features, the
following is observed. First of all, the inequality ¢% > ¢Z
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Fig. 10. Sorted sensitivity coefficients for the PD data set.
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Fig. 11. The differences between sorted sensitivity coefficients for the PD
data set.

holds in the entire range of feature indices. The sensitivity
to the reduction in the test set is higher than the one in
the learning set. Secondly, by reducing the least significant
feature (no. 5) we notice an improvement in the quality of
the classification for the test set. However, within the removal
of the next least significant features (i.e., 8,4 and 2), a slight
quality decrease is noticed: ¢ drops from 0.9987 (for full
data set) down to 0.9946 (data set with 6 features) while qCTV
— from 0.9677 down to 0.9458. Let us proceed further: by
removing x3 and x1, we achieve the decrease of the test quality
to 0.9311. Now the tendency in quality decrease becomes
stronger and stronger since discarding the next two features (7
and 6) results in a sudden ¢Z, decline (0.8912). Finally, leaving
only the most significant 9th feature causes a drastic worsening
of the test quality (down to 0.7861). The above conclusions
strongly refer to the groups of features with similar sensitivity
values.

For the SH data set, the results are presented in Table III and
in Fig. 13. Here, the effect of simultaneous features’ reduction
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TABLE II
SIMULATION RESULTS FOR WBC DATA SET

N LSF  q¢f  stdlgr)  qf  std(gr)
9 5 0.9987 0.0001 0.9677 0.0023
8 8 0.9973 0.0001 0.9697 0.0019
74 09972 00002 09589  0.0024
6 2 0.9946 0.0001 0.9458 0.0032
5 3 0.9861 0.0002 0.9421 0.0030
4 1 09691 00005 09311  0.0026
3 7 0.9245 0.0004 0.8918 0.0019
2 6 09079 00008 08912  0.0046
19 07876 00008 07861 00015
Hon 5 A o
0.5 1 IR

_ _

E 0.9 1 —

3 ,

o

on

=

g 0.85

=

£

£

§ 0.8 -

0.75
0.7 T T
5 8 4 2 3 1 7 6 9

Indices of features

Fig. 12. Simulation results for WBC data set.

and the increase of the classification quality can be discerned.
This phenomenon occurs when first two features (i.e., 6 and
2) are deleted from data set. The test quality grows form
0.7781 for original data set up to 0.7819 for the reduced
one. The removal of four least significant features leads to
0.0155 decrease of g2, index. The rejection of the subsequent
features results in a significant deterioration in the data set
representativeness, therefore the obtained outcomes keep on
worsening. The smallest value of test quality is obtained for
N = 2. However, for the data set with the single feature
(N = 1), the value of ¢Z, is over 7% higher than the one
determined when N = 2.

Finally, Table IV and Fig. 14 present the results achieved
for the PD data set. As shown, discarding ten least significant
features yields a slight fluctuation in classification outcomes,
since the overall level of quality varies by about 2% here. The
reduction of 11 features makes qZ, decrease below 0.84. The
removal of seven subsequent features results in ¢, changes
in the range of 0.87 to 0.83. Discarding 17 least significant
features results in a substantial drop in test quality down to a
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TABLE III
SIMULATION RESULTS FOR SH DATA SET

N LSF  qf  stdqr) ¢  std(qr)
13 1 1.0000 0.0000 0.7781 0.0083
12 4 1.0000 0.0000 0.7859 0.0087
115 10000 00000 07819  0.0077
10 7 1.0000 0.0000 0.7478 0.0083
9 8 1.0000 0.0000 0.7626 0.0081
8 9 09967 00002 06763  0.0091
7 10 0.9968 0.0004 0.6726 0.0127
6 11 09966 00002 0.6419  0.0100
S 12 10000  0.0000 0.6041  0.0083
4 3 0.9801 0.0012 0.5537 0.0126
3 13 09460 00012 05807  0.0164
2 2 07503 00021 05500  0.0195
1 6 0.6429 0.0012 0.6204 0.0064
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Fig. 13. Simulation results for SH data set.

value of 0.7197. At last, when we get rid of N — 1 features,
the worst outcome is provided, i.e., ¢.y = 0.7015.

VI. SUMMARY

In this work, the complete algorithm for determining the sig-
nificance of input features in medical data sets was proposed.
It was based on the definition of the global sensitivity indices
generated according to the Sobol method. The correctness of
the algorithm was verified on the UCI-MLR data classifica-
tion tasks using the PNN model by computing learning and
testing qualities. We showed that it was possible to obtain
higher classification performance of PNN after removal of the
least significant features. According to medical feedback, the
proposed algorithm exhibited proper functioning. Based on the
numerical verification, the algorithm had advantageous prop-
erties in high-dimensional case (N = 22) since no increase
in data set cardinality was required to achieve satisfactory
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Fig. 14. Simulation results for PD data set.

TABLE IV
SIMULATION RESULTS FOR PD DATA SET

N LSF  q&  stdgr)  qf  std(gr)

22 16 1.0000  0.0000  0.9027 0.0046
21 18 1.0000  0.0000  0.9000 0.0065
20 2 1.0000  0.0000  0.8968 0.0090
19 20 1.0000  0.0000  0.8860 0.0069
18 9 1.0000  0.0000  0.8993 0.0082
17 3 1.0000  0.0000  0.9000 0.0050
16 7 0.9954  0.0003 0.8905 0.0075
15 21 0.9962  0.0005 0.8918 0.0075
14 19 0.9912  0.0007 0.8972 0.0084
13 22 0.9911 0.0005 0.8775 0.0093
12 17 0.9919 0.0006  0.8410 0.0092
11 14 0.9582  0.0006  0.8278 0.0069
10 11 0.9620  0.0011 0.8345 0.0069
9 15 0.9636  0.0009  0.8420 0.0112

4 0.9638 0.0013 0.8285 0.0091

7 5 0.9720  0.0008 0.8348 0.0110

6 1 0.9767 0.0008 0.8777 0.0062

5 12 0.8058 0.0023 0.7197 0.0105

4 8 0.8077 0.0019  0.7120 0.0121

3 6 0.8525 0.0019  0.7477 0.0110

2 13 0.7793 0.0039  0.7392 0.0176

1 10 0.7519 0.0032  0.7015 0.0118

results. This, in turn, saved us from well known “curse of

dimensionality”.

The future work will focus on application and simplifica-
tion of the proposed algorithm on high-dimensional data set
classification problems. Other global sensitivity methods will
also be considered.
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Abstract—The paper is devoted to the problem of automatic
geometry evaluation of the log moving through the conveyor.
The video sequence obtained from the single camera is used as
the input data. The principal restrictions of the target objects
described for the given task, and the requirements to the video
recording of the manufacturing process are formulated on the
basis of datasets from more than .SM video images. The
authors’ method for the video sequence segmentation in respect
to the log tracking is presented. The algorithm is based on the
combination of background subtraction techniques and
probabilistic methods. Next part of the paper is devoted to the
log geometry estimation methods. The authors’ algorithm for
the log geometry structure recovery is based on the detection,
isolation and approximation of log boundaries. The results of
the research are implemented in the development of the
conveyor-tracking system for automatic log sorting.

1. INTRODUCTION

HE recent problem of solid body geometry

determination by using machine vision techniques is
connected with development of the fast and precise methods
for object form and dimension measurements by its two-
dimensional images. The peculiarity of the given task is logs
volume measurement during their passing through the
conveyor. The input data for the measurement algorithm is
digitalized video sequence obtained from the camera which
is mounted over a conveyor. It should be mentioned that
such a problem can be rather successfully solved with 3D
scanning by using an expensive laser scanner and particular
methods for its output data processing [1]. This paper
presents another approach which is least expensive in the
view of required technical equipment: data on objects of
interest is obtained from one video camera (Fig. 1).

Log geometry determination is a complex task. On the one
hand it involves development of the mathematical algorithms
for video processing which can sufficiently represent in real
time the processes related to the observed objects. This
group includes segmentation, detecting and tracking
methods. On the other hand it is necessary to investigate the
methods for geometry estimation and 3D structure recovery
of the object of interest. Implementation of the 3D structure
recovery is the principle requirement for the successful
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development of the machine vision system for the round
timber automatic sorting.

This paper presents a log detection algorithm, which
develops the previously suggested approach based on
combination of background subtraction and probabilistic
methods. The filtering of the false positives at pixel or region
of connected pixel levels is presented. The method of log
video tracing is considered, thus the method of efficient
detection and tracking of several observed logs by predicting
of the object position in consecutive frames is developed.
Finally, method of an object boundaries search and
approximation to restore the geometry of logs is given.

The paper structure is the following. The related works are
analyzed and discussed in the Part 2. In the Part 3 an
overview of the authors’ method for segmentation, detection
and isolation of the geometric features of logs is given. The
results of experiments and their discussion are given in the
Part 4. The Part 5 is the findings of the research performed.

II. RELATED WORK

First stage of the image sequence processing is the
isolation of the moving objects in the scene from the
background. The well-known methods performing this
operation can be roughly divided into three main groups:
background subtraction methods [2,3], probabilistic methods
[4-6,12-14] and frame difference methods [11,19]. Each
group has its own advantages and disadvantages, so it is
necessary to select method or combination of methods
obeyed the given task in order to achieve the optimum
efficiency of the system. The specifics of the isolation of
logs passing through the conveyor are the following:

— Strict restrictions to the algorithm speedup (real time
mode);

— Background dynamic changing (due to the moving parts of
the conveyor)

— Flat contrast of the scene;

— Probable overlap of the objects of interest which
discourages their separation.

The next stage is determination of a direction and velocity
of the objects of interest. The problem-solving techniques
considered in the research are cross-correlation function,
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Fig. 1 Sample images from the video sequence of the logs passing through the conveyor

phase correction and Lukas-Kanade method [10,11,19].
These methods are widely used for movement analysis in
real-time surveillance and control systems.

The large amount of methods is developed for the purpose
of analyzed scene recovery. They permit estimation of the
3D objects properties by 2D projections with sufficient
precise depending on the restrictions for the objects in the
scene and recording conditions. All the observed methods
can be divided into several groups according to the data
source on analyzed scene. This is about features which
permit the structure recovery by motion [11,16], texture and
silhouettes [26], contours of the objects of interest [15] or
data on scene luminosity [19,25]. Structure recovery by
motion [18] involves search in the image the key points
regions in the form of angles or spots [16,17], determination
the correspondence between detected regions, computation
of their location and forming the surface of the objects. The
approach based on form determination by scene luminosity
data is presented in [25]. It means the surface form
determination through the calculation of correlation between
intensity (luminosity) of the surface element and direction of
the normal to the surface by the Lambert’s cosine law.
Lambertian reflectance method determines the correlation
for light source power, surface albedo and distance between
surface, sensor and light sources; it can be successfully
implemented in tasks where mentioned parameters are priory
known or determined by calibration procedure.

Analysis of the video sequence of the given technological
process shows that image features suited for making
hypothesis about geometry and dimension of the object
cannot be implemented in the given task in general as far as
they are subjected to the many factors, such as luminosity,
form distortion, reflectivity of the objects’ surface, etc. For
example the surface of a log can be texturized or machined,

which is influence on reflectivity of logs. This restriction
does not permit implementation of the motion or scene
luminosity methods for object form recovery in the given
task. Thus the surface recovery method based on the
silhouettes of the object [15,26] was selected for
implementation in the given task.

III. MATERIAL AND METHODS

A. Image segmentation and object detection

Literature data and log movement video sequence analyses
show that the most appropriate for log segmentation are the
background subtraction and statistics-based methods. The
former group of methods assumes the extraction of the
foreground objects by subtraction of the pattern called
background model from the current frame of the video
sequence, therefore the subtractive image is formed. The
subtractive image of two images can be defined as following:

1) Bl i
D(i’j):{f”“eJ (i,/)-BG, j)|>p

false, otherwise

where p — preset threshold, D(ij) —subtractive (binary)
image, I(i,j) —video frame, B(i,j) —background model in each
pixel (i,j) of images.

In order to consider the background alteration it is to be
periodically estimated and updated. For this purpose the
Gaussian smoothing method which assumes the sequential
calculating of frame pixel deviation from pixel value of
periodically updated background model. It is expected that
each pixel of the background model is described by
expectation value and dispersion. The randomized processes
can be described by using the Gaussian distribution; however
the expectation value and dispersion can be determined

(1
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without probability distribution law by averaging the finite
number of measurements:

n
p==>10,J) (2)
n t=1
S A S T
c :—ZII (l,])—(—zl,(la])j 3)
n =1 n t=1

where I,(i,j)-randomized process for pixel (ij) at the
instant ¢.

That is how the background model initialized during first
n frames, so the expectation value and mean square deviation
are calculated over n frames. The belonging of the pixel to
the foreground object is confirmed when the difference
between mean square deviation of the background pixel and
dispersion of the current pixel exceeds the threshold p:

|, (i, j)= LG, ) —o, (i, ) > p @)

The background is updated with the infinite impulse
response for the purpose of the scene changes accounting:

w, (i) =(1—a) (i, j)+al, (i, ) (5)

o, (i,j)=0-a)o, (i,j)+a|l (i,j) - (i, /) (6)

where o defines the background model sensitivity to
external condition alteration. The problem of the optimal
threshold p and parameter o selection is considered in Part 4
of this paper.

That way, the segmentation algorithm implements the
following procedure for background and foreground
separation (Fig. 2):

— preliminary formation of the background model;
— background model updating in real-time mode;
— log isolation at the pixel level.

Next stage is a log detection. It is possible to extract noise
from the obtained foreground image by using fast and simple
morphology methods such as dilatation and erosion [11].
Then remained connected components are combined into
blobs and the minimal bounding rectangle is calculated [21]
for each region, by doing so the small regions are excluded
from the consideration. After the foreground objects were
isolated they should be matched with the objects in the
previous frame. At this stage the problem of log tracking

a) b)
Fig. 2 Log segmentation a) background expectation value b) background mean square deviation c) input frame d) background model subtraction result (log
sithonette)

among sequential video frames should be solved. It can be
reduced to the assignment problem if the matching of a pair
of contiguous frames is formulated as optimization problem
with characteristic function which minimum provides the
best matching. The assignment problem can be solved by
using combinatorial optimization apparatus [22]. In general
this problem is stated as following:

Let there be given two sets U u V of the same size and a
cost function C. It is necessary to correspond each element
of one set to exactly one element of another f:l/ =V in
such a manner that the cost function ¥, € (u, f(u)) would be
minimum.

In the context of the given task the sum of the Euclidian
distances between log images of two contiguous frames is to
be minimum. Hence the algorithm output in terms of
bipartite graph is a list of edges with minimum weight
matching directed from U to V. Such parameters as shape
similarity and location of blobs as well as dimension and
location of their bounding rectangles are implemented as
metrics in the given task.

Two common cases are possible during the objects
matching:

1. The one-to-one correspondence for the objects in current
and previous frames is specified.

2. The full or partial correspondence for the objects in
current frame to the objects in previous frame cannot be
recognized. This case corresponds with disappearing of the
object from video sequence, appearing of the new object,
overlapping of two or more objects or splitting object into
several blobs.

The separation of the objects by using prediction of the
object location from previous frame in the current one is
implemented to avoid their overlapping or merging [23].

B. Contour extraction and parameters estimation

The main parameters of a log that should be determined
are diameter and length. The length of the log is defined as
integral sum of its shifts determined for each pair of
contiguous frames in video sequence as far as log moves.
The magnitude and direction of the shift is determined by
matching contiguous frames. The idea of matching is in the
determination of the spatial g:S—7 and brightness f:R—R
transformations which permit transformation of the image 7,
towards image /,.; in such a way that points belonging to the
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object in one frame are coincident with the points in another
one:

L(x)=7(1,,(2(x))).xS.g(x)T (7

In the given task the magnitude and direction of the log
movement is determined in real-time mode by using group of
methods based on the phase correlation [19,20].

For the purpose of log diameter determination the log
boundaries detection algorithm by line-to-line image
scanning was developed. In assumption that the object is
stretched and linear, with vertical orientation, the search of
points mgandm; belonging to the right and left boundaries
of the log respectively is applied to each line of log binary
image (Fig. 3). As a result two sets Mzand M; containing
points of right and left probabilistic boundaries of the log are
obtained after processing each line of the current frame.
Mabhalanobis distance [7] is implemented to determine
diameter (distance between points of the right and left
boundaries) which is define as following:

d(m,,m )= \j(mk —m,) §"(m —m,) )
cos’ 0

= Q)
0 1

Matrix S can be explained as correcting coefficient which
considers slope angle 6of the log towards vertical projection,
if S is a unity matrix the Mahalanobis distance is equal to
Euclidian distance, the log is straight up and down. In order
to calculate this coefficient the mathematical tools of inertia
moment theory [6,11,19] is implemented.

Obtained sets of the diameters for each frame with a
binding to the log movement are stored in the resulted log
accumulator D. The accumulator D is defined as a set of
ordered pairs (x,y) eXxY, where Y is a set of diameters and X
is a set of lengths. The diameters’ set Y might contain not
only the required points of log boundaries but also the points
of other objects, such as conveyor parts, knots or bark, which
are distort the log form. In order to exclude these elements
three methods for adjustment the noisy data to the log
geometry were observed: Random sample consensus
(RANSAC) method [9], non-parametric locally weighted
scatterplot smoothing LOWESS [8] and polynomial
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(-
Fig. 3 Result of the log boundaries detection

regression [24]. The results of the method comparison and
discussion are presented in Part 3.

C. Log model reconstruction

The unequivocal reconstruction of the object 3D shape by
its contour in 2D image is impossible [19]. However, the
reasonable approximation of the objects of interest can be
developed in presence of an appropriate model and suited
recording conditions. Some assumptions which hold true in
practice and simplify the algorithm development should be
introduced for this purpose:

1. Log is a generalized cylinder which surface is induced by
the movement of cross-section area along the symmetry line;
radius of the cross-sectional area can have smooth variations.
2. Internal and external calibration parameters for the camera
are given.

3. Camera is downward directed to observe log in such a
way that image plane is parallel to the conveyor plane and
the distance between the latter and camera is given.

The 3D coordinates of the points which projections in the
image are located at the silhouette boundaries are to be
determined for the purpose of observed object 3D structure
recovery. The photo and video cameras used in technical
systems generate image according to the central projection
law. This projection of 3D space into plane is not
unequivocal as far as all 3D points along the line are reduced
into one point of 2D image. The authors’ method for log
structure determination is based on the assumption that the
physical dimensions of the log presented in the image as a
silhouette can be determined by using the fact that the
rotation body section perpendicular to the symmetry line is a
circle. The description of the method is given below.

Fig. 4 illustrates the process of log capturing into image P
at a height Z over a conveyor plane E. Points a and b are the
images of the boundary point 4 and B of the circle cross-
section of the conic surface of a log. These points are located
at the distances ao = r and bo = r from the central point.
Intervals S4, SB are tangents to the circle of radius R. The
problem is to find a real radius R of the object by given value
r.
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E

£

Fig. 4 Result of the log boundaries detection

The radius R can be determined as following by using
well-known trigonometric expressions:

(10)

where focal distance f is known after calibration
performance, distance to the conveyor Z can be determined
at the stage of installation and start-up work.

b)
Fig. 5 Video sequence segmentation. a) input image b) ground truth c) algorithm output d) algorithm output after noise filtration (morphological filter)

Thus the 3D structure of a log can be recovered by
determination of all the radii forming the generalized
cylinder. The log volume in this case can be defined as a sum
of the volumes of frustum cone sections along the log length.

4 ’ 2 2
=—D> (R +Rr+1)

i=0

(11

where R;and r; — upper and lower radii of the log section,
li-section length.

IV. RESULTS AND DISCUSSION

Some experiments on real data while changing input
parameters of the algorithms and analysis methods were
carried out in order to estimate the quality of logs detection
and accuracy of their dimensions determination. First
experiment was dedicated to the log segmentation quality
estimation. The idea of the experiment is in the following.
For all images in the sample the standard location of the
object of interest is marked out within the accuracy of a pixel
(Fig. 5b) and recorded in database. Then the same images
(Fig. 5a) are inputted to the detection algorithm at various
values of threshold p and background model sensitivity
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Fig. 6 Detector adjustment. a) binarization threshold p b) background sensitivity parameter o

parameter o. Resulted binary images (Fig. 5c) are also
recorded in database for the purpose of the further
comparison with standard images and calculation of the
algorithm performance quality.

The F-score index which based on the concept of
precision and recall is implemented for algorithm estimation:

Precision - Recall

F, =1+ ") (12)
( g+ Preczston) + Recall
where
P
Precision=———; Recall = (13)
TP+ FP TP+ FN

TP — true-positive predicted condition, 7N — true-negative
predicted condition, FP—false-positive predicted condition
and FN —false-negative predicted condition.

Parameter S lies in the range of 0<f<1 if the priority is
given to precision, otherwise A>1. In the given task the
priority is given to the recall as far as the accuracy of the log
silhouette boundaries detection relies on the minimum rate of
the type II error. Thus the /=2 was implemented.

The metrics of segmentation algorithm applied to the test
video set are illustrated in Fig. 6. The resulted charts
demonstrate how the algorithm characteristics vary
depending on variations in threshold p (Fig. 6a) and
sensitivity parameter ¢ (Fig. 6b). The F-scores in both charts
have clearly defined global maximum. In this case the
algorithm provides permissible compromise between the
precision and recall for the log segmentation. For this reason
the further investigations implement the detector with
threshold p=8 and parameter a=0,004.

Second experiment was dedicated to the problem of the
real log boundaries recovery from noisy input data. This
problem can be formulated in terms of regression analysis as
following. The set of objects X and set of possible response
Y are given. The relevant connection y'-X—Y exists, which
true values are known for the test sample only. The
transformation y:X—Y which provides minimum mean
square error for test sample is to be found:

n

Z(y* (x,_)—y(xi))2 — min y

i=1

(14)

For the task of the log boundaries approximation the set Y
determines the set of diameters and set X determines the set
of lengths. The results of the observed regression methods
implementation are shown in Fig. 7.

The noise rate in the input data is high (Fig. 7d, blue
column) because of the low contrast of some logs and
adverse impact of the conveyor elements and bark. The main
disadvantage of the polynomial regression is sensitivity to
the spikes in the input data. The sufficient deviation of the
approximation function from the real boundary of the log
near the minimum and maximum x values (edge effect) is
evidenced by using the polynomial of degree k > 1. The
methods based on locally weighted smoothing and random
sample are less sensitivity to the problem of spikes and edge
effect. The average results of the regression algorithm
implementation are shown in Table 1. The approximation
error is calculated according to the formula:

n

MsE =31 )
n

15)
i=1

where ¥i—diameter obtained by the observed algorithm;
¥ —diameter nominal value. Diameter nominal values were
founded manually for each test log.

TABLE L.
MEAN SQUARE ERROR FOR THE REGRESSION METHODS

Method MSE(GwmsE)

Initial data (before smoothing) 1,781(0,153)

LOWESS 0,115 (0,097)

RANSAC 0,045(0,041)

Polynomial (1 degree) 0,271 (0,107)

Polynomial (3 degree) 0,395 (0,139)

Polynomial (5 degree) 0,585 (0,065)

Polynomial (7 degree) 0,726 (0,041)




ARTEM KRUGLOV ET AL.: DETECTION AND DIMENSION OF MOVING OBJECTS USING SINGLE CAMERA

28 25 40
A 24 A 1 lﬂ
E H ﬂ ] 23 f NJ\ i Uﬁ 35
el 0 O T WA ) T
O T I e | Sa A e 8. I [
a) iz A R i S = w N el I
g | o ‘}Y g 20 TV \ l \ £ 2
32 ¥ 819 L 3
18 - _ . 18 [ 20 } |
[— true — LOWESS — data| 7H — true — LOWESS — data f{ [— true — LOWESS — data
16 T T T T 16 T T T T 15 T T
50 100 150 200 250 300 50 100 150 200 250 300 50 100 150 200 250 300
Length, cm Length, cm Length, cm
28 40
; 1 A :
g § B o
b) JPs] H < !
T k] T
5 5 52 T
820 U a a
18 20
[— tue — RANSAC — data [— true — RANSAC — data|
6 T I I I 15 T T
g 0 50 100 150 200 250 300 50 100 150 200 250 300
Length, cm Length, cm
28 40
. I !ﬂ ’ !
£ 24 n 2 \l ﬂ ﬂ 2 E E M
5 5 S 3 Y
S N ] | ¢ o e S
o Eati : 5 5 /
: - £ £ - -
o 20 1 a a
i | 20 ! ! !
— true— 1-- 3 5. 7 — data Ul— tue— 1-- 3-- 5 7 — dataf [— tue—1--"3--"5- 7 — data
16 T T T T 16 T T T T 15 T T
50 100 150 200 250 300 50 100 150 200 250 300 0 50 100 150 200 250 300
Length, cm Length, cm Length, cm
2.0
1.5
w
w 1.0
d) =
0.5
0.0 0.0 0.0
Initial LOWESS RANSAC 1 3 5 7 Initial LOWESS RANSAC 1 3 5 7 Initial LOWESS RANSAC 1 3 5 7:
data degree degree degree degree data degree degree degree degree data degree degree degree degree
e)
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Analysis of the Table 1 allows us to conclude that the
RANSAC has the best performance among the observed
methods. The RANSAC method is tolerant to noisy input
data and provides the relevant connection approximation
with minimum mean square error 0,045 + 0,041.

The log detection and dimension algorithm introduced
within this paper was programmed in C++. It was tested on
the PC Intel Core i7, 2800 Mhz, 6Gb DDR RAM, GeForce
GTS 450. The operation speed of the algorithm provides
processing of the video sequence of 384x288 frame size at
25 frames per second. Thus the algorithm meets the
requirement for the implementation in the real-time machine
vision system for round timber sorting.

V.CONCLUSIONS AND FURTHER WORK

The problem of logs dimensions and form determination
during their passing through the conveyor was observed
within this paper. The principal feature of this task is that the
input data in the form of digitalized video sequence is
obtained by using single camera. The results of logs
segmentation allow us to conclude that the image can be

separated into background and foreground regions by using
quite simple subtraction methods. These methods have
successful performance for the cases of the static
background. When the global changes of the scene, i.e.
movement of the conveyor parts, bark or as a result of the
camera vibration, are happened the impropriate image pixels
non-related to any log can be selected even with periodically
updated background model. The implementation of the
morphological operations partially solves this problem. The
result of the segmentation can be recognized as satisfactory
as far as algorithm provides quality of the detection at the
rate of 96,9% true positive rate with 2,9-107 false positive
rate.

The results of the regression and log surface
reconstruction experiment show that the RANSAC has the
best performance among the observed methods. Moreover
the implementation of RANSAC allow eliminating effects of
improper segmentation.

The further development of this project is in the
adaptation of the system to the two-camera mode for the log
surface reconstruction with higher accuracy. This approach
also provides an opportunity to estimate not only quantity
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(volume, length) but the quality characteristics of logs, such
as crook, ovality and buttswell.
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Abstract—This paper is on a new approach to mathematics
of the notion of algorithm. We extend the higher-order, type-
theory of acyclic recursion, i.e., of typed, state-dependent algo-
rithms, which was originally introduced by Moschovakis in [1].
We introduce the concept of recursive \-binding of argument
slots across a sequence of mutually recursive assignments. The
primary applications of the extended theory are to computational
semantics of formal and natural languages, and to computational
neuroscience. We investigate some properties of algorithmic
equivalence of functions and relations that bind argument slots
of other functions and relations across the recursion operator

acting via mutually recursive assignments.

HE IDEAS of the new approach to the mathematical
Tnotion of algoritm, by a theory of formal languages of
functional recursion, were introduced by Moschovakis [2]. The
initial steps for extending the approach in [2] to a typed theory
L. of acyclic algorithms, were introduced by Moschovakis
in [1]. The theory L}, and its formal language, also denoted by
L}, use terms formed under an acyclicity condition restricting
the theory to acyclic algorithms that always terminate their
calculations after finite number of steps. In addition, L;. uses
currying coding of functions and relations that have multiple
arguments, via sequences of unary functions and correspond-
ing terms denoting them. The idea of such coding was initially
given by Gottlob Frege. Later, Shonfinkel re-introduced it
by mathematical precision. Then, Curry [3] developed the
coding into a fully formalised technique, nowadays popularly
named as currying. The type theory L of algorithms with full
recursion, i.e., of algorithms that are not necessarily acyclic,
is under development along with L),

The type theory L7, including its sub-theory L\, extends
Gallin A-calculus and its logic TY5 (see Gallin [4]), in various
aspects. Similarly to traditional A-calculi, L} and L}, employ
function application and A-abstraction for construction of com-
plex terms that denote composite functions with components
that can involve other functions. E.g., if f is a constant
denoting a unary function, then \(z)f(z3) is a term denoting
another unary function. The theories L} and L}, extend
traditional A-calculi, by adding a specialised recursion operator
designated by the constant where. E.g., the formal terms (1b)
and (lc) are constructed by using the constant where. The
L;\ terms (la)—(1c) denote the same function. The term (1c)
represent the algorithm for computing the denotation of these
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terms stepwise. At first, the function that is the denotation of
the term \(x)(23) is computed, e.g., as a table of argument
values and corresponding function values, and saved in the
memory slot p. After that, the denotation of A(z)[f (p(x))] is
computed by using the data saved in the memory slot p.

A(x) f(2?) (1a)
A(z)[f (p) where {p := 2% }] (1b)
Az)[f(p(x))] where { p := A(x)(2”) } (1c)

In this way, L} and L), extend the expressive power of \-
calculus. Actually, L is a mathematical theory of the notion
of algorithm, which is equivalent to modelling the notion
of algorithm, e.g., by Turing machines. The sub-theory L,
models acyclic algorithms, i.e., computations that always end
after a finite number of steps. Importantly, this is achieved
by the recursion operator where, at the object level of L for
modelling algorithmic computations. The formal theories L}
and L) have reduction calculi, in various versions. By using
the standard reduction calculus of Lf‘ and L;‘r, the term (la)
can be reduced to (1c¢) (and even to a more basic term).

The type theory L represents crucial semantic distinctions
in formal and natural languages. We have demonstrated that
L. has major applications to computational semantics and
computational syntax-semantics interfaces of human language.
The work in this paper is on development of the mathematics
of the notion of algorithms by targeting broad applications to
Artificial Intelligence and robotics. In Section II, we give an
overview of related work on type-theory of situated algorithms
and situated information. Primary applications of L. have
been achieved for computational semantics and computational
syntax-semantics interfaces of human language. Development
of computational syntax-semantics interfaces, by using L),
offers significant steps forward to computational representation
of context-dependency and ambiguities in human language.
In particular, recursion terms with free recursion variables,
i.e., memory variables, represent parametric information and
parametric algorithms.

This paper is on theoretical development of L} and L.
Section IV presents the syntax of an extended version L7, of
L., which has terms with components for restrictions. In the
major Section V, we focus on some properties of generalised
binding operators in the type theory of acyclic recursion
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L),.. We point out that the results presented in Section V,
about the binding operators, hold for the language LJ\,,
too. We target applications to computational neuroscience for
modelling computational power of neural networks, e.g., as

described in Section VI.

II. RELATED WORK

By providing the technical notion of binding accros recur-
sive assignments, this paper is directly related to and extends
the work in Loukanova [5]. For some more explanations, see
the beginning of Section IV.

Terms with restrictions, as in Section V, were originally
introduced for the first time in Loukanova [6]. That work is on
the formalisation of major notions of algorithmic granularity
and algorithmic underspecification defined inherently, at the
object level of the languages of the typed theory of recursion
L) and L),. Closely related to the work here, the paper [6]
introduces two kinds of constraints on possible specifications
of underspecified recursion variables by: (1) general acyclicity
constraints, and (2) constraints that arise from specific applica-
tions. The theory of acyclic recursion is employed to represent
semantic ambiguities in human language, which can not be
resolved when only partial knowledge is available, even in
specific contexts, with specific speakers and their references.
The work in [6] takes the direction of formalisation of the
notion of algorithmic underspecification carrying constraints,
and fine-granularity specifications via syntax-semantics inter-
faces. For more details on representation of underspecification
in semantics of human language, by using the type theory of
acyclic recursion L;‘r, see Loukanova [7], [8], [9], [5].

The idea of generalised, restricted parameters were origi-
nally, for the first time, introduced by Barwise and Perry [10].
An early, more precise mathematical introduction of restricted
parameters was given by Loukanova and Cooper [I1], and
then by Loukanova [12], [13], [14], [15]. Restricted param-
eters, as semantic objects, in relational semantic domains
of mathematical structures, were presented more officially,
i.e., mathematically, in Loukanova [16]. The first introduc-
tion of formal language of restricted parameters is given
by Loukanova [!7], which introduces a higher-order, type-
theoretical formal language of information content that is par-
tial, parametric, underspecified, dependent on situations, and
recursive. The formal system is extended by Loukanova [18].
While the formal syntax of that language is relational and
semantically designates relational semantic structures, it is
the first, original formalisation of the semantic concept of
generalised, restricted parameters and parametric networks.
The terms of that formal language represent situation-theoretic
objects. The language has specialised terms for constrained
computations by mutual recursion. It introduces terms repre-
senting nets of parameters that are simultaneously constrained
to satisfy restrictions. The restricted terms presented here in
Section V are close in their formal structure to corresponding
terms in the formal languages in [17], [18]. In this paper, we
limit the formal language and theory to functional structures
of typed functions, via Curry coding, see Curry [3].
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III. OVERVIEW OF THE TYPE-THEORY OF ACYCLIC
RECURSION

Here we give a brief overview of L. to facilitate the expo-
sition in the rest of the paper. For details, see Moschovakis [1].
and Loukanova [5], [19].

A. Syntax of L)),

a) The set Types;» of L),.: is the smallest set defined
recursively by the following rules in Backus-Naur form (BNF):

@

The type e is for primitive objects that are entities of the
semantic domains, as well as for the terms of L), denoting
such entities. The type s is for states consisting of context
information, e.g., possible worlds (situations), time and space
locations, speakers, listeners; ¢ is the type of the truth values.
The type (11 — 72) is for functions from objects of type 7 to
objects of type 12. The type (3) is for functions on n-arguments
of corresponding types 7, ..., 7, that take values of type o,
by currying coding.

Ti=el|t|s]|(m1— )

3

The formal language L7 has typed vocabulary. For each
type T € Types:
Constants K: denumerable set of typed constants

(11 == (1 > 0)) 0,7 € Types, n >0

KT = {COT,...

K:UTKT

Pure variables PV: denumerable set of typed pure variables

(4)
(4b)

e}

PV, = {vo,v1,...} (5a)
PV=[J PV, (5b)
Recursion (memory) variables RV: denumerable set of
typed recursion (memory) variables
RV, ={ro,r1,...} (6a)
RV = UT RV, (6b)
Variables:
Vars, = PV.URV. (7a)
Vars = PVURV (7b)

In addition to the terms the typical A-calculi, the language
L), has new ones formed by using the facility of the re-
cursion, i.e., memory, variables and a new operator for term
construction, which we call recursion operator, designated by
the operator constant where, in infix notation.

The recursive rules for generating the set of L)), -terms are
given in (8a)—(8e), by using the extended, typed Backus-Naur
(TBNF) form, with the assumed types given as superscripts.
We also use the typical notation for type assignments: A : 7,
to express that A is a term of type 7.
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Definition 1. The set Termsy of the terms of L)\, consists
of the expressions generated by the following rules, in Typed
Backus-Naur Form (TBNF):

A= 1 (8a)
| 27 @71 (8b)
| BO=1(Co) : 1 (8c)
| A(@WI)(BT) : (o = 7) (8d)
| A7 where {p7* := AT', ..., p0" := A%} : 0 (8e)

where Ay : o1, ..., Ay : o, are in Terms,; p1 : o1, ...,

Dn : On (n > 0), are pairwise different recursion variables
of the types of the assigned terms, such that the sequence
of assignments {p7* := AJ',...,p%~ = A%} satisfies the
following Acyclicity Constraint (AC):

Acyclicity Constraint (AC): the sequence of assignments

{p1 == A1,...,pn = A,} is acyclic iff there is a function
rank : {p1,...,pn} —> N such that, for all p;,p; €
{ph e >pn}’

if pj occurs freely in A; then rank(p;) < rank(p;)  (9)

Types.. is the set of the terms of type 7, For each 7 € TYPE.
We call the terms of the form (10) recursion terms, or
alternatively where-terms:

[Ap where {py := Ay,...,p, = A}

We say that a term A is explicit if the constant where does
not occur in it.

(10)

Notation 1. We shall use the abbreviation (11a) for stated-
dependent types sigma, and (11b) for state-dependent truth

values:
0C=s—o0o (11a)
t=s—t (11b)

We may use the following abbreviations and similar vari-
ants:

Notation 2.

?::ZE pri=A, ..., ppi=A4, (n>0) (12a)
Notation 3.

H(Z)=H(x)...(x,) (13)

)\(’U_;) = )\('Uj,la N ,’Uij) = )\('Uj,l) e )‘(’Uj»lj) (14)

We use the typical notation N of the set of the natural
numbers.

Definition 2 (Immediate terms). The set of the immediate
terms, which we denote by ImT, is defined as follows:

Definition 3 (Immediate Terms ). The set ImT of immediate
terms is defined as follows:

ImT"™ := X | (15a)
Y(v1)...(vm) (15b)
ImT@1 =27 = N(ug) . A (un)Y (v1) - .. (Um) (15¢)

where n > 0, m > 0; u; € PV, fori=1,...,n; v; €
PVTj,forj =1,....,m X € PV, Y € RV(.,-lﬁmﬁ(Tm%T)).

Definition 4 (Proper terms). A term A is proper if it is not
immediate, e.g, the set PrT of the proper terms of L)\ consists
of all terms that are not in ImT:

PrT = (Terms — ImT) (16)
B. Reduction Calculus
a) Reduction Rules:
Congruence: If A=. B, then A= B (con)

Transitivity: If A = B and B = C, then A = C (t)
Compositionality:

If A= A’ and B = B/, then A(B) = A'(B’) (c-ap)
If A= B, then A(u)(A) = A(u)(B) (c-N)
If A; = B;, fori=0, ..., n, then
Ag where {p1 := Aq,...,pp =4, } (c-r)
= Bo where {p1 = Bl, vy Pp = Bn}
Head rule:
(Ao where {7 = A }) where (¢ = ?} M)
= Ay where{? = X, q ::?}
given that no p; occurs freely in any Bj, for ¢ = 1, ..., n,
j=1 ..., m.
Bekic-Scott rule:
Ao where {p := (By where { 7 := B }.
7 =41 (B-S)
= Ap where {p := By, q = ?, 7= Z}
given that no ¢; occurs freely in any A;, fori =1, ..., n,
j=1...,m
Recursion-application rule:
(Ag where { 7 := A }(B)
(rap)
= Ay(B) where { 7 := X}
given that no p; occurs freely in B fori =1, ..., n
Application rule:
A(B) = A(p) where {p:= B} (ap)

given that B is a proper term and p is a fresh recursion variable
A-rule:

Au)(Ag where {p1 :== A1,...,pn = Apn })
= A(u) Ay where {p} = A(u)A, ..., \)
P = Au) Ay, }
where for all ¢ = 1, ..., n, pj is a fresh recursion variable

and A/ is the result of the replacement of the free occurrences
of p1,...,pn in A; with pj(u),...,p, (u), respectively, i.e.:

Al = A pr=pi(u),. ..
forallie{1,...,n}

s Pn 1= P (u) } 20)
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Definition 5 (Reduction Relation). The reduction relation in
L, is the smallest relation, denoted by =, between terms that
is closed under the reduction rules.

Definition 6 (Term Irreducibility). We say that a term A €
Terms is irreducible if and only if

for all B € Terms, if A= B, then A=; B 20

Here we shall present some of the major results that are
essential for algorithmic semantics and which have direct
relevance to this paper.

Theorem 1 (Canonical Form Theorem: existence and unique-
ness of the canonical forms). (See Moschovakis [1], § 3.1.) For
each term A, there is a unique, up to congruence, irreducible
term C, denoted by cf(A) and called the canonical form of
A, such that:
1) cf(A) = Ag where {p1 :=Aq,...,pn = Ay },
for some explicit, irreducible terms Ay, ..., A, (n > 0)
2) A= cf(A)
3) if A= B and B is irreducible, then B =, cf(A), ie.,
cf(A) is the unique, up to congruence, irreducible term
to which A can be reduced.

Theorem 2 (Referential Synonymy Theorem). (For the orig-
inal theorem, see Moschovakis [1]) Two terms A and B are
algorithmically synonymous, i.e., algorithmically equivalent,
A = B, if and only if there are explicit, irreducible terms of
corresponding types: Aq : 0q, ..., Ap :op, and By : oy, ...,
B, :0, (n>0), such that:

A% = AJ° where {p; := A", ...
B = Bj° where {py := B}',...

7pn = Azn } (223)
,Dn = B2} (22b)

and for all 1 =0, ..., n,

den(4;)(g) = den(B;)(9),

Thus, A and B are algorithmically synonymous, A ~ B, if
and only if

for all g € G (23)

1) either A and B are proper terms that have the same
denotations computed by the same algorithm

2) or A and B are immediate and have the same denotations

When A =~ B, we also say that A and B are referentially

synonymous, in case we refer to the algorithms they designate.

Theorem 3 (Compositionality Theorem for algorithmic syn-
onymy). For all A € Terms,, B,C € Terms,, z € PV,
such that the substitutions A{x := B}, and A{x:=C} are
free, i.e., do not cause variable collisions:

Br(C = A{z=B}=A{z:=C}
Proof. See Moschovakis [1], § 3.22. O

(24)

Corollary 1. For all explicit, irreducible terms A : o and

B:o,
A~DB iff den(A)(g)=den(B)(g),

25
for all g € G (2)
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AxB
A= B @7
- Bx A A~ B BxC
Axa A~ B AxC %)
A1 ~ Bl A2 ~ B2 AxB
A1(As) ~ By (Ba) M)A ~ A(u)B (29)
AQ%BO A1%Bl An%Bn
Ag where { P := X} ~ Bo where { ¢ := B} (30)
C=D .
E (%) (Cei)
C~D (Aw)C) (v) = C{u := v} (31

where:

“e.i.” abbreviates “explicit, irreducible”;

(*): C, D are both e.i. terms;

E=C=D <= forall g € G,den(C)(g) = den(B)(g).
u,v € PV and the substitution C{u := v} is free.

TABLE I
THE CALCULUS OF ALGORITHMIC SYNONYMY

Corollary 2. For every explicit, irreducible term A : (0 — T)
and v € PV,, x : o, such that x does not occur in A:

A(z) (A(z)) = A (26)

IV. SEQUENTIAL BINDERS

Loukanova [5] renders sentences of human language, which
contain several quantifiers with multiple scope interpretations,
into underspecified L, terms. These terms contain quantifier
expressions @;, e.g., for i = 1,2, 3, that can have multiple
scope distributions over a joint core relation h, depending
on context. The common characteristics of such terms is that
regardless of the specified scope distribution of the quantifier
subterms ();, each @; binds a fixed argument slot of h, i.e.,
i-th argument of h.

Recursion terms in canonical forms provide a very sophis-
ticated and elegant representation of scope distributions. They
display the common factors across multiple scope distributions
corresponding to a given sentence A with several quantifiers.
By factoring out the differences, the canonical forms of the
L)\ terms representing different scopes give a common under-
specified term that represents the set of all scope distributions
for A. Such a term has free recursion variables that can be
instantiated to specific scope distributions. The technique is
based on formal linking of each of the quantifiers @); with
the corresponding i-th argument slot of % that it binds, across
A-abstractions, recursion assignments, and reduction steps.

The details of the formalisation of linking the quantifiers to
the respective argument slots that they bind across recursive
assignments are left open In [5].

The rest of this paper elaborates the formalisation of bindig
concepts for a broad class of terms that bind argument slots.
The class of these terms include terms denoting quantifiers
and other binding relations and functions.

For sake of rigour and clarity, in Theorem 4, we provide
detailed assumptions, the formal types (33a)—(33h), and extra
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subterms in (32a)-(32¢) and (34b)—(34i). These details are
important for the proof. They can be ignored for understanding
the essence of the theorem. Similarly, we provide such details
in other theorems and results presented in this paper.

Theorem 4 (Reduction of Strong Binders 4). Let T),4+1 be
the term (32a)-(32e):

Tt = Qi [Axiin(mﬂ) I:Axi(7nfl)Qi(mf2)[
A Li(m_2) Qi(m—3) P‘ Li(sg) Qi(m—4) [

(32a)
(32b)

)\ xi(j+l) Qij [)\ xij 6224(]‘—1) [)‘ Ii(]’—l) Qi(j_z) [ (32C)

A2y, Qi [Awi H(z1) ... (%)HH]]H]] (32e)

where we assume that:

emneN, mn>1
xn € PV are pure variables of types oy, i.e.,
(x; : 0;), for o; € Types, i =1,...,n
s T3, € PV are pure variables of types o}, i.e.
(w4, 1 04;), for o, € Types, i; €N, j=1,...,m

® T1,y...,

® Tjyy..n

e Qiy, ..., Qi,,, H are terms of the corresponding types
in (332)—(33h):

H: (01— = (op_1 = (0 = 0))) (33a)

Qi, : (04, > 0) = 1) (33b)

Qiy : (04 = iy) = Tiy) (33¢)

Qi;y (o4, = Ti,_y) = Ti,y) (33d)

Qi; : (o3, = 7i,,) = 73;) (33e)

Qiyyy : (04, = Tiy) = Tijyy) (330

Qi y (04, s = Tiy 0) = Tir 1) (33g)

Qi+ (03, = Tifey) = 7iy) (33h)

(The types are such that T, 1 in (32a)-(32e) is a well-formed
term.)

In addition, assume the following:
(1) H is a proper, i.e., not immediate, term
(2) m<n
(3) L1y

x,, € PV are pairwise different, pure variables

(4) xiy,...,xz;, € PV are pairwise different, pure variables
(5) {xiy, - vwi, } C{@1,...,zn }, e,
{it,.yim }C{1,...,n}

Then, the term T,, 11 in (32a)-(32e) can be reduced to the
term R,,11 in (34b)—(341):

Tmy1= Rpyp1 = (34a)
Qi [RY ] where { (34b)
R) = A(xim)Qi(m)[R}(m o @), (34¢)

1
Rz(m n T )‘<xim))‘(xi(m_1))Qi(m_2)[ (34d)

Rzz(m,z) (xim)(xi(m,fl) )L

2
Rz(m 2) A('Tim))‘(xi(mfl))A(xi(m,z))Qi(m,g,)[ (34@)
3
Rl(m 3)('Z‘im)(xi(my—l))(xi(m—2))]7
,m?f” = A@i,) - A@ig )@ | 4
RZL j(xlm) ce (xi(j+1))]’
RZI J._ = Mzi,,) - - /\(xi(j+1)))‘($i,-)Qi(J_1)[
R™ (7—1) ) (34g)
1(] 1) ( Zm)"'(xlj)L
| forj=m,...,2,
R(m 2) =\ Li,, ) - A Ty, Q’h
((m)l) (2iy) Qi [ (34h)
Ry (@i,,) - (@),
RY"Y = Mas,) - Me) M@ )H(T) Y (34D

for some fresh recursion variables Rfc € RV of the types
(35a)—(35f):

RV (o, = = (05, = (03, = 0))...) (35a)
RE;”_Q) 2oy, == (00, > T,) ) (35b)
R:—Tvli‘j : (Uim — ...
J (35¢)
— (oij+1 - (Uij — Ti_7'71)) c )
m—(j+1
P (i, o (04 2 ) ) (35d)
iyt O = (Ti s = Ty ) (35e)
Ry (G = Tiy) (35f)

Proof. The proof is by induction on the number of the terms
Qiy» ---» Qi,,. Tt uses the reduction rules of L, (and L) and
verifies the types. ;

The superscripts of the variables R;"~“ are counters of the
number of the applications of the \- mle (). For sake of space,
we do not include the proof here. O

Note 1. The types of the terms Q;,, ..., Q;.,, H do not need
to be such that Qi,, ..., @i, can denote quantifiers over
arguments of a range denoted by H, which are in the focus of
the work in Loukanova [5]. In this paper, we investigate the
broader class of terms Q;,, ..., Qi,, H, such that Q;,, ...,
Qi,, can bind argument slots of the term H.

Note 2. The requirements (4)—(5) in Theorem 4 guarantee
that there is binding of existing argument slots of H. Le.,
the bindings in the term Ty, 1 in (32a)-(32e) are strong, not
vacuous. Therefore, the chained bindings by R, 1 in (34b)—
(341) are strong too. The term H may still denote a function
that does not depend essentially on some of its arguments,
including such that are bound by some Q;;. The requirements
(4)—(5) in Theorem 4 can be removed in a general term T, 1
of the same form (32a)-(32¢), while the reduction to the term
Ry41 in (34b)—(341) holds.
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Theorem 5. The term R, 11 in (34b)—(34i) is algorithmically ~ Thus, the terms R,,+1 and R, 11 are algorithmically equiva-

synonymous (equivalent) with the term R, 11 in (36b)—(36i).  lent. ]
Rpp1 = R;n+1 = (36a)  Definition 7 (Recursive Distance). Let T' be the a term of the

Qi [Mwi,, )R, (x5,,)] where { (36b)  form:

0 ._ , ,

R, = )‘(‘rhn)len—m[ (36¢) T = Ap where {p,, := A4, ..., (41a)
/\(xi(m_l))Ri(m,l) (:'Eim)(zi(m—l))]7 Di+1 = Air1, i == A, o, (41b)
Ril(m,l) = A(l‘im))\(xi(mfl))Qi(m,—z)[ pri= A, (@lc)
)\(xi(m,z))Rim&) (i) (@i ) (36d)  The recursive distance Rdist(p,,, H, A1) = Rdist(p,, H,p1) =

Rdist(A,, H, A1) = Rdist(An, H,p1) of A, (or its py), from

(xi m— )]’ K R R
(=2 a subterm H of a term Ay (or its recursion memory p1), in a

R?(,,,HZ) = )\(xim)k(ﬂﬁi(m,l) )>\(96i(m,2) )Qi(m%)[ re.cursion term T of the form (4la)—(4.lc) (modul(.) congruence
)‘(xi<m_3))R?<m_3) (xim)@i(m_l)) (36e) v'vn‘h r?spect to the order of the assignments), is defined by
induction:

Xy Zq,, )
@in2) @i} Rdist(p;, H, A;) = Rdist(A;, H, A;)

o = Rdist(p;, H,p;) =0 (42a)
m—(j+1) ._ _ _ ) ’
Ri(jﬂ) = Ali,,) o /\(xl<j+1))Qlj[ (36f) if H occurs in A;
Mg, )R (24,,) - - (2 i)l
(@) R @) - (@i ) @3, Rdist(pir1, H, A) = Rdist(Ai1, H, A1)
RZ’-L?] = )‘(l‘lm) e )\(l‘i(jJrl) ))‘(1‘13 )Qi(jfl) [ = RdiSt(pi+17 H7p1) = RdiSt(Ai+1: H7pl) (4’2b)
A(xiu»fl))R?Z-i_(lj);l)(xim) I (36g) = min{ Rdist(p;, H,p1) | pi occurs in A;y1}+1,
(@i;)(@ig; )]s Note: Rdist(p,, H, A1) is a partial function.
| for j=m,...,2, Theorem 6 (Binding Across Recursion 6). Let R,,+1 be a
N term of the form (43b)—(43h). as in Theorem 5.
R = Maa,) - M@sy) Qi M (24,) G Ry = (43a)
Rl(»infl)(xim) o (@iy) (4], Qi M@, )RY (4,,)] where { (43b)
R} = N@i,) Qi |
R™ Y = Nay, ). Mai, ) H(Z (36i) " me ey (43c)
i1 ( m) ( ) ( )} A(Ii(yn,—l))Ril(.m/_l)(Iim)(xi(m—l))]’
Proof. For every i; € {41,...,im }, from (35¢c), we have that .
R?;ij € RV: Ri(m,l) = A('rinl,)k(xi(anl))Qi('rn—Z)[
) ) 2 ) )
RZ%J (Tin) - (Tiy ) 2 (00, = Tiy,) (37a) M@t ) By (@) (i) (43d)
R @) @) (@,) T (37b) (@icna)}
N )R (a,) - (i ) (@) (04, — T, ,) (370 N
Y v R = Nai,) o M@, )@ |
Since R;; € RV, the terms R (x;,,) ... (zi;,,) (@) oy o VR (43e)
and A(z, )RZ_J(IZ) oo (i, )(wi;) are immediate, and (@i, )Ry (@) - (i) (@3]
thus explicite, 1rre§umble. Furthermore, for all g € G: R = N, ) - M@ ) ) A @) Qi |
m—j (.. , e (—
den(R;” (x::i) e (Tig;11)))(9) (38) )\(xi(j—l))Ri(J_(l‘]) 1)(96%) o (43f)
= den(\(wy, )R] (w,,) - (@i, ) ) (@1,))(9) (@i,) (@i, )],
By Corollary 2, it follows that: .
i | forj=m,...,2
Rij J(Iim)...(l’i(j+l))%
Mwi )R (i) - (@i ) (@3)) (39) R = Maa,) - M@sy) Qi M (24,) 43g)
for every i; € {i1,...,%m m— g
forevery iy € (i) | R Ve, ) o () o)]
From (39), by using the rules for algorithmic synonymy in
Table T, it follows that RV = Nai,) . M@ H(z1) ... (zn),  (43h)

Rps1 ~ Ry (40) 7=4) (430)
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Then, for every ij € {i1,...,im }, (1) the term Q;, binds
the ij-th argument slot of H, and (2) RZ_H is A-abstraction
Mi,,) - M@0 )N (@3,) over the i -th, ..., ij-th argument
slots of H in this specific order.

Proof. The proof is by induction on j = 1,...,m, i.e., on the
recursive distance of R;?_J from H in RZ]_I. O

Theorem 7 (Binding Across Recursion 7). Let R,,+1 be a
term of the form (44b)—(44h), as in Theorem 4:

Rpi1 = (44a)
Qi [R] ] where { (44b)
R?m = )\(mim)Qi(m—l) [Rzl(m_l) <xim)]7 (44¢)
Ril(mm = /\(x;m))‘(xi<m—1>)Qi<m—2>[ (@4d)
Ri(m,2> (xinz,)(xi(m—l))]’
RZ,Z;(IJ;‘H) = )\(szm) .. )\(‘Ti(j+1))Qij[ (44e)
RZL_] (Ilm) “e (‘ri(j+1) )},
R i= M) - Aig )M @) Qi [
m—(j-1) (440)
Ry (@) ()]s
| for j=m,...,2,
R(»m72) = A i A io i1
iz (m(;zl) (i5) Qi [ (44g)
Ril (xim) cee (xiz)]v
RV = Mai) - My )\ (w4, ) H(T) (44h)
7o=4) (44i)

Then, for every ij € {i1,...,im }, (1) Qi binds the
ij-th argument slot of H, and (2) RZHJ is \-abstraction
Mi,,) - M@0 )N (@3;) over the i -th, ..., ij-th argument
slots of H in this specific order.

Proof. The proof is by induction on j = 1,...,m, i.e., on the
recursive distance of R;?_J from H in RZ’_I. O

Now, we show that Theorem 4 holds by weakening the
requirement (3).

Theorem 8 (Reduction of Strong Binders 8). Let 1,41 be
the term (45a)-(45¢e):

Tm+1 = Qim [Axithi(mfl) [A$i(mfl)Qi(m—2)[
A Lii (1, ) Qi(m—s) P‘ Li (1 —3) Qi(m—4) [

(45a)
(45b)

)\ xi(.’iJrl) Qij [)\ xiJ C2i(jfl) [)‘ l‘i(jfl) Qi(]-,z) [ (45C)

Awi, Qi [A i H(vy) ... (vk)]]]}]]]]]} (45e)

where we assume that:
emneN mn>1
.., @y, € PVare pure variables of types (z;; : 0y;),
for o;, € Types, i; €N, j=1,...,m
e Qiy, ..., Qi, H are terms of the corresponding types
in (332)—(33h):
In addition, assume the following:
(1) H is a proper, i.e., not immediate, term
2) m<n
(3) vi,...,v € PV are pure variables, not necessarily
pairwise different.

® Ty,

(4) ziy,...,xi,, € PV are pairwise different, pure variables
(5) {xi,--ymi, } S{v1,..., 0}, e,
{2177/Lm}g{157n}

Then, the term T,,11 in (45a)-(45e) can be reduced to the
term R, 1 in (462)—(461)

Tmt1 = Ry = (46a)
Qi,, [R;, ] where { (46b)
R) = N, ) Qi [Bi,_, (%i,,)], (46c)
1 o
R’L‘(mfl) T A(xi7n))\(xi(m71) )Q’L‘(mfg) [ (46d)
2
Ri(m_z) (Iim)(xi(nl—l))]’
RiQ(m,z) = A(xim,)k(mi(n;—l))A(xi(an?))Qi('rn—S)[ (46¢)
3
Ri(m_'_;) (a:im)(xi(m_l))(xi(m_g))]7
m—(j+1) ._
Ri(jﬂJ) '_ )‘(xim)_' o )‘(xiuﬂ) [ (46f)
R?;ij (xlm) te (xi(j+1))]v
R = Maiy) - M)A ®@,) Qi) |
J m;(jil) (G+1) (3—1) (46g)
Ri(j71> (Izm) e (Iij )L
| forj=m,... 1,
R,(m72)::)\ i) Mz i
27 = ) )l o
R (wq,,) - (20,)s
RV = Mai) o M@y )M ) H(T) } (46i)

for some fresh recursion variables ng € RV of the types
(352)—(351).

Proof. The proof is similar to that of Theorem 4. O

Similarly, Theorem 5 holds by weakening the requirement
(3), but we do not present it here for sake of space.

Theorem 9 (Reduction of Strong Binders 9). Let T,,4+1 be
the term ' (47a)-(47e):

Trt1 = Qi | A T4, Q":(vn—l) [ )\l‘i('m—l)Qi(Tn72)[ (472)

IThe difference from Theorem 8 is that now H is immediate, i.e.., not
proper
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A Li (1) Qi('m—B) [/\ Li (1 —3) Qi(m—4) [ (47b)

A Qi A2y Qi A i Qi oy [ 470)

Awi, Qi [A i, H(v1) .. (vk)]]]ﬂ]]]]] (47¢)

where we assume that:
emneN mn>1
o Tiy,...,x;, € PVarepure variables of types (x;; : 0y;),
for o, € Types, i; €N, j=1,...,m
e Qiy, .., Qi , H are terms of the corresponding types
in (33a)—(33h):
In addition, assume the following:
(1) H is an immediate, term
2) m<n
(3) vi,...,ux € PV are pure variables, not necessarily
pairwise different.

(4) xiy,...,xz;, € PV are pairwise different, pure variables
(5) {ziy,...,xi,, } S{v1,...,01 }, Le,
{it,--yim }C{1,...,n}

Then, the term T,,11 in (47a)-(47¢e) can be reduced to the
term Rp,11 in (482)—(48h):

Tnt1 = B = (48a)
Qi [RY ] where { (48b)
R} = Mi, ) Qi [Ri,, ) (@3], (48¢)
1 o
R’i(m,l) T )\(xim))\(xi(m,fl))Qi(m—Z)[ (48d)
2
Ri(m,z) (xiﬂz)(%i(m—l))}’
2 —
Ri(m_2> = )\<xim)A(Ii(m—l))A(xi(m—Z))Qi(Tn—S)[ (48¢)
3
Ri(m,s) (xim ) (xi(nz —1) )(xi('anZ) )]’
m—(+1) ,_
Ri(jﬂj) " )\(%m)‘- o )‘(wi(ﬁl))Qij[ (48)
RZL_] (i) o (@i )]s
R;’;_j = My, ) o M@ ) )AN@) Qi [
m—(-1) (48g)
R U0, ) (),
| for j=m,... 1,
m—2
R = M) - M) Q| 45h)

M ) H(vy) ... (vi)]
} (48i)

for some fresh recursion variables Rfc € RV of the types
(352)—(351).

Proof. The proof is similar to that of Theorem 8. O

A result as in Theorem 5 corresponding to Theorem 9
can be obtained for any immediate term H, but we do not
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present it here for sake of space. Theorem 4, 8, 9 still hold
after removing the requirements (4)—(5), by allowing vacuous
binding.

V. ALGORITHMIC COMPUTATIONS WITH RESTRICTIONS

In this section, we give a very brief introduction of an
extension of the formal language L7, to a formal language L),
of Type Theory of Restricted Acyclic Algorithms (TTofRAA).
If the acyclicity constraint AC (1) is dropped out, L} is
extended to a language L7, of typed, restricted algorithms with
full recursion. The language and theory L), is a mathematical
model of the notion of algorithm, while L7, models the
notion of acyclic algorithm. In this paper, we focus on giving
the syntax of L}, with some intuitive explanations, for an
introduction to potential applications of the results in the
previous section to model neural connections as result of
binding functionality of receptors.

The denotational and algorithmic semantics of L7, (L),
the reduction calculus, and various theoretical results are
subject of other, forthcoming work. The language L\, (L2,) is
the result of extending L), by adding a constant such that and
corresponding terms having a component for restrictions, i.e.,
constraints. Such terms with restrictions designate a restrictor
over computations as an operator. The restrictor operator,
in combination with the recursion operator designated by
where-terms, model algorithmic systems that are equipped
with memory cells. Results of computations are storred in the
memory cells. Memory cells are typed, i.e., they can hold
only data of the respective type. In addition, some of the
computations and the memory cells are restricted by proposi-
tional conditions. The propositional restrictions can represent
properties of objects that have to be fulfilled. Our purpose is
to use L, and L, for modelling functionality of biological
entities that have valences or receptors for binding across
sequences of structural entities with binding connections, such
as neurons and neural networks.

The formal language L), has the same set of types as L,
defined in (2), i.e., TypeerAaa = TypesLér. The vocabulary
of L}, is the same as that of L}, ie., L), has typed
constants and two kinds of typed variables: pure variables,
for \-abstraction operator; and, memory (recursion) variables,
for storing information. The set Termsy,» of the terms of L.
are defined by adding one more structural rule for the operator

constant such that to (8a)—(8e).

Definition 8. The set Termsy of the terms of L), consists

of the expressions generated by the following rules in TBNF:

A=c":1 (49a)
|2 o7 (49b)
| BO=7)(Co) : 1 (49¢)
| A7) (B7): (0 = T) (49d)
| (AZ° where {p{* := A7", ..., 49)

b = AT ) oo
| (Ag° suchthat {CT",...,Clm }) : o9 (491)
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given that: c¢ is a constant; x is a variable of ether kind;
Ay oy, .., Ay cony, G, G s T € Termspy ;
pi:o, i =1,...,n (n>0)in (49¢) are pairwise different
recursion variables of respective types, such that the sequence
of assignments {p7* = AJ',...,po" = AI" } satisfies the
Acyclicity Constraint (AC); and each T; is either the type t of
truth values, or the type t of state dependent truth values (see

(11b)).

By extending the reduction calculus of L7, with a rule for
reducing terms with restrictions of the form (49f), the results in
Section I1T and Section IV hold for the extended language L)\,
of restricted algorithms. These properties are not in the subject
of this paper because they require extensive mathematical
work. They will be in a forthcoming paper devoted to them.

The rules (49a)—(49f) applied recursively provide very ex-
pressive formal terms that represent algorithmic computations
that end after finite number of computational steps, because
of the Acyclicity Constraint (AC).

In particular, combination of the rules (49¢) and (49f), gives
terms of recursion and restrictors of the forms (50a)—-(50b) and
(51a)—(51b):

([AZ° where {p]* := AT",. ..,

! 1 (50a)
pnn = Ann }]
suchthat {C]*,...,Clm }) (50b)
([Ag° suchthat {CT',...,C]r }] (51a)
h 7= AT, ...
where {p] T, (51b)

= AT )

n
VI. MODELLING ALGORITHMIC NEURAL NETWORKS
A. Procedural and Declerative Neural Networks

We present the use of the recursion terms with constraints
for modelling neural networks.

Neural systems (in peripheral and central nervous sys-
tems) of living organisms, even as simple as Drosophila
melanogaster, have innate faculty of both procedural and
declarative memory, see, e.g., Kandel et al. [20] and Squire
and Kandel [21].

a) Neural Networks of Procedural Memory: Here, we
propose to model procedural memory by terms having recur-
sive assignments of the form (49¢), while employing the entire
range of term forms (49a)—(49f).

The systems of assignments in terms of the form (49e)
represent mutually recursive computations of the denotations
of the terms AJ?, which are saved in the corresponding
memory cells p;. Procedural memory is modelled via the
assignments pJ’ := A7’. The system of mutually recursive
assignments (52b) models the following fundamental phenom-
ena of functional, procedural neural networks:

1) The collection (52a) is a recursively linked network of

memory cells p; : o; of corresponding types

2) The system (52b) has algorithmic, i.e., procedural, nature

of a network of memory cells p;:

Under completion of the computation of the data A]’,
i.e., of the denotation of A‘i”, it is saved in the designated
memory cell, i.e., in the neuron p;.

3) The rank function, in according to the Acyclicity Con-
straint (AC), by (9), guarantees that the network (52b)
has memorised the corresponding data pieces, after com-
pleting the algorithmic computations

(52a)
(52b)

P1:01,.-.3Pn 0n
01 .__ A01 On . AO0n
(P00 i= AT, pon = ATn )

b) Declarative Information: Declarative information is
modelled by terms of the form A : 7, where 7 is either the
type t of truth values, or the type t of state dependent truth
values (see (11b)).

c) Neural Networks of Declarative Memory: Here, we
model declarative memory by the specialised networks, or sub-
networks, of systems of assignments of the form (53a):

=Pt =P (53a)
for P; : 7;, where (53b)
T; is either the type t of truth values, or (53¢)
the type t of state dependent truth values (53d)

Declarative memory is innately integrated into networks of
procedural memory. That is, neural networks of declarative
memory (53a) are typically integrated as recursive subsystems
of more general procedural assignments (52b):

{tliTl,...

B. Algorithmic Binding of Functional Neuro-Receptors

7tn:7-k}g{pl:0'17~~~7pn:0'n} (54)

A term T;,41 of the form (552)—(55f) represents a neural
network. The head term (55a)—(55¢) is a neural sub-network of
sequentially bound neural cells (55c¢), which are sequentially
linked by binding functionality. Each subterm Az; Q;_,
models a neural cell. Its neural body Qi , : ((os,_, —
Ti,_,) — Ti;_,) has a receptor represented by its argument
slot of the corresponding type (o, , — Ti,_,).

The A-abstraction Az;, in )\CEijQz‘(j_1> represents the
axon of the neural cell Ax;, Qi(rl). Similarly, the -
abstraction )\xi(j_l), in )“Ti(j—l)Qi(j—z)’ represents the axon
of A in(j,l)Qi(j,z). In the subsequently bound (linked) neural
cells, represented by the subterm of the form (55c), Qi(j_l)
binds the axon Ti_y of )\mi(,.,l)Qi(,.,z), for each j =
3,...,(m—23).

Tm—‘rl = Qim )\xiin(mfl) [Axi(mfl)Qi(m—Z)[
A Lii (1 2y Qi(m—:s) P‘ Vi1 —3) Qi(m—4) [

(55a)
(55b)

Aigy ) Qi [N wiy Qi @iy Qi) [ (550)

Ny Qu Ny H(a) . ()] (550)
where {7 == A} (55f)
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The term 715,41 of the form (55a)—(55f) represents a neural
network in its ‘encapsulated’ form, where the algorithmic steps
of binding axons by the corresponding receptors are ‘hidden’
below encapsulating membranes.

In the canonical form cf(7),+1), the head term of Ty,41
representing the head neural sub-network, i.e., (55a)—(55e), is
reduced to a subterm R, that have the structural form of
R,,+1 in (34b)—(34i). The term R,,4, represents the innate,
inner algorithmic structure of the same neural sub-network
of 1,41, inside its encapsulating membrane. On the other
hand, the neural network R, is algorithmically synonymous
(equivalent) with the term R/, 41 in (36b)—(361), while they are
structurally different.

VII. FORTHCOMING AND FUTURE WORK

The recursion assignments in Section IV include A-terms
binding argument slots of the “innermost” subterm, sequen-
tially by recursion within the scope of the recursion operator
where. We have started the exposition by reducing the term
(32a)-(32e). That resulted the specific variables for the A-
abstracts. However, these terms are congruent to terms by
renaming variables bound by the A-operator. There are more
interesting results related to linking of the bindings related
to these A-terms and renaming variables abstracted away
with A-operator. Such properties of the binding operators @,
introduced in this paper are in our forthcoming work.

Other forthcoming work is to relate the results in this
paper with the reduction calculus in Loukanova [19] and
rendering expressions of natural language, e.g., similar to the
underspecified quantification presented in Loukanova [5], as
well as with other extensions of L7,.

Questions whether the approach presented in Slezak et
al. [22] is comparable with the type theory of Moschovakis
algorithms extended in this paper, and if yes, how, remains
open work. Studying the shared ideas and differences in these
approaches may provide mutual enrichments and develop-
ments.
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Abstract—Currently used motion estimation is usually based
on a computation of optical flow from individual images or short
sequences. As these methods do not require an extraction of the
visual description in points of interest, correspondence can be
deduced only by the position of such points.

In this paper, we propose an alternative motion estimation
method solely using a binary visual descriptor. By tuning the
internal parameters, we achieve either a detection of longer time
series or a higher number of shorter series in a shorter time.
As our method uses the visual descriptors, their values can be
directly used in more complex visual detection tasks.

I. INTRODUCTION

OTION ESTIMATION can be considered one of the

basic tasks in video signal processing. The detection
of object position changes is fundamental for areas such as
robotics and video surveillance. Generalisation to the tracking
of interest point positions is then used in many fields of image
processing, including image stitching (to acquire panorama [1]
or super-resolution [2]), tracking of facial features (for emotion
detection [3]) or image stabilisation [4].

Many other methods can utilise a tracking algorithm to
reduce the complex payload computation. Processing (based
e.g. on Deep Convolutional Neural Networks [5]) could be
limited to only several “best” frames. The extracted features
would be then extrapolated to the rest of the video segment if
needed [6]. Therefore, the motion estimation approach could
present a lightweight counterpart to an expensive processing
of all frames in new Video to Text (VTT) tasks.

An important motivation for our interest in motion estima-
tion is the search for suitable meta-features in multimedia, as
the extracted motion can be used either directly as a meta-
feature or as a basis for obtaining other meta-features.

In the next section, we present state of the art in video
motion estimation, including the traditionally used Kanade-
Lucas-Tomasi (KLT) algorithm, and its drawbacks. In II-B we
also briefly discuss other feature point selection and descrip-
tion algorithms. Moreover, in II-C we provide a summary of
our previous experiments. Section III discusses a proposal of
Oriented FAST and Rotated BRIEF (ORB) feature descriptor
use for interest point registration between two consecutive
frames. Section IV introduces the use of registered key points
for the deduction of continuous motion time series. Section V
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provides the preliminary results and compares our approach
with the KLT feature tracker. We will discuss possible exten-
sions of the herein presented method in Section VI.

II. STATE OF THE ART

A naive motion estimation algorithm could be, in theory,
constructed by the selection of a patch from one video frame
and its convolution with the next frame. An area of the frame
containing similar intensities would give a strong response.
However, with transformations other than translation, such a
method would be prone to many errors. Therefore, more so-
phisticated motion estimation algorithms are commonly used.

A. Kanade-Lucas-Tomasi

One of the widely adopted approaches to point tracking is
the Lucas-Kanade algorithm [7] combined with feature point
selection of Shi-Tomasi [8]. This point tracking algorithm
exploits the assumption that motion in video sequences with
sufficient frame rate can be estimated by a smooth optical
flow function. Therefore, the new position of a feature point
is expected to be in a relatively small proximity.

For computation of the new feature point position, a corre-
sponding spatial intensity gradient of a window around a given
point of interest (typically 31 x 31 pixels) is to be found. The
iteratively discovered displacement of the intensity gradients
is then considered as the optical flow vector and translated to
motion vectors of the nearby points of interest. To ensure scale
invariance and faster detection in a larger neighbourhood, the
Lucas-Kanade algorithm uses a pyramidal approach, where the
optical flow is computed on the coarsest level of the pyramid
and then refined on the lower levels, ultimately in the full
resolution. Backwards tracking is used to assess the error of
the point tracking. Feature points with a bidirectional error of
more than 3 pixels are usually considered as lost.

As Shi and Tomasi stated in [8], the point tracking algorithm
will yield insufficient results if unsuitable feature points are
selected in the first frame. However, “good features to track”
should be based only on the ability to track them, not an
a priori quality. This definition is rather unfortunate, as we
cannot use a multi-pass approach in the real-time environment.
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Requirements on the feature points stated by Shi and Tomasi
are however widely accepted.

The Kanade-Lucas-Tomasi (KLT) is a powerful and fast
keypoint tracker. However, it has several drawbacks:

(i) Lost feature points are not reconnected if they reappear.
(i) New feature points should be added in place of lost ones.
(iii)) The feature points are described only in the first frame.

The point replacement, mentioned in (ii), should favour an
ability to track new objects as soon as possible. Detection
of new features, however, slows down the motion estimation.
Omitting the feature point regeneration, on the other hand,
degrades the quality of tracked points throughout time.

If opposed to (iii), the description of feature points is
available in all frames, it can be passed directly to more
complex image processing methods.

B. Feature Points and Visual Descriptors

The Harris-Stephens Combined Corner and Edge Detector
[9] uses linked edges from the Canny detector [10]. The corner
candidates are then filtered by the Harris response function
which is still widely used for an assessment of corner quality.

The above mentioned Shi-Tomasi detector [8] directly com-
putes the minimal eigenvalue. If it is close to zero, the
considered point is not added to the set of corners.

Some corner detectors compare the intensity of the proposed
corners to the intensities of points in a circular mask. If the
area with similar intensities is small enough, SUSAN [11]
detects a corner. FAST [12] makes this method faster by
selecting the pixels for comparison in a pre-trained order.

Other feature point detectors search for scale-space extrema
in the Laplacian of Gaussians [13] (or a box filter [14]) on each
octave. This introduces the possibility of a multi-scale feature
that is considered more stable regarding detection repeatability
under various deformations. Modifications of FAST (Oriented
FAST [15] and AGAST [16]) also use the scale pyramid to
provide the scale information.

For the use in image registration and other tasks, detected
points are passed to a visual descriptor. To enable scale and
rotation invariance of the description, dominant direction and
scale are used from the interest point detection. Therefore, the
descriptor is usually connected with a particular point detector.

SIFT [13] and SURF [14] are based on a histogram of
neighbouring gradient orientation (or wavelet response, re-
spectively). The local texture information is scale and rotation
invariant due to information passed from its detector.

ORB [15] and BRISK [17] (Binary robust invariant scalable
keypoints), both binary feature descriptors, use the pixel
intensity differences to the detected corner. Order of pixels in
the descriptor is based on the gradient orientation (and scale
in BRISK).

In the following sections, we will consider only the use
of ORB, for several reasons: According to both [18] and
our experiments [19], ORB provides the same or even better
results on approximately registered features than SIFT and
SURF. The computation time of both corner detection and
description is however significantly reduced. The principles
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of our motion estimator can be, however, used in combination
with any point detector and appropriate descriptor, only with
a slight compromise on the speed of feature detection.

C. Our Previous Research

In our previous work [19], we have shown that interest point
registration across consecutive frames is a feasible solution for
motion estimation. The resulting motion vectors were grouped
by hierarchical clustering to propose objects on the scene.
Then we utilised an extended min-cut algorithm to acquire
subpixel precise segmentation boundaries.

The main caveat of this approach was, however, the speed
of feature registration. Each feature descriptor was matched
in a high-dimensional space (especially for SIFT and SURF).
The Approximate Nearest Neighbors [20] approach was in
some cases even slower than a brute-force search. Also,
spatially distant feature points were commonly misregistered.
However, this can be (under assumptions of smooth optical
flow, discussed in [21]) eliminated by considering only the
neighbourhood of the key point in the next frame. We elaborate
on this idea further in this paper. Mainly with a requirement to
speed up the process of key point registration. Our approach
is discussed in the next section.

Another issue is that we use hierarchical clustering on a
relatively large number of not very distinct motion vectors
(represented by position, length and direction). To provide
more information for future clustering, we propose in Section
IV to gather time series of key point position history.

III. VIDEO SEQUENCE POINT OF INTEREST REGISTRATION

Key point registration describes a process through which
the points with similar visual neighbourhood are mapped onto
each other. Instead of actual pixels, feature descriptors are used
to both speed up the method of matching and to introduce
invariance to common deformations.

The search for a matching descriptor is then usually carried
out with the nearest neighbour operator. A point of interest
is represented as a vector in feature space, and an appropriate
measure is used to find its distance to other points. To eliminate
a majority of unpromising comparisons, vectors are usually
indexed in a k-d tree [22] or a PCP tree [23]. FLANN [20] is
a widely used framework for approximate nearest neighbour
search in a k-means tree structure.

A video sequence consisting of a single shot with sufficient
framerate presents only minor changes between consecutive
frames. Points of interest are therefore spatially almost regis-
tered, and detected motion is to some extent smooth. Hence, it
is beneficial to index the key points by their location as well.
Only the adjacent key points are then checked for descriptor
correspondence. Because such index is only two-dimensional,
k-d tree indexing is chosen as the approach with the fastest
query time and the smallest overhead [20].

Our approach uses a k-d tree for indexing of the interest
points by their position. Only points closer than a given
radius (by default 2%) and with the Hamming distance of its
descriptor smaller than 64, as proposed in [15], are considered
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as candidates. The point with the lowest Hamming distance is
considered a match and excluded from the k-d tree.

For k-d tree indexing and search, we used a header-only
implementation nanoflann [24], which allowed us to con-
trol the indexing of points fully. The time required for the
construction of the index is negligible — O(nlogn), where n
is the number of points indexed. The radius search is, however,
significantly improved. Instead of comparing distances to all
points and sorting in O(n +n logn), the search in the k-d tree
takes only O(n2 +m), where m is the number of results. We
can also estimate the feature position from the previous frame,
as we discuss in the next section.

IV. DEDUCTION OF OPTICAL FLOW

After processing the first two frames and with an assumption
of smooth motion, the approximate position of the key point in
the next frame can be estimated. Such an assumption enables
us to provide a more likely query point for the radius search
as well as a possibility to reduce the radius to increase the
speed of registration.

To this end, we keep a list of active tracked features with
current position and ORB description, position delta, radius
and history of positions. Each successive frame is then regis-
tered by the algorithm presented in the previous section and
matched features are updated accordingly. Unmatched features
increase the radius and can, therefore, recover for some time.
When radius exceeds a threshold, the feature becomes lost.
The rest of the newly detected points of interest is appended
to the set of active points with default uncertainty value and
zero position delta, as no history is presumably available.

As aresult, we obtain a list of features with their description
and history of positions. This information can be used during
the processing of multimedia content for online recognition
and detection scenarios, or offline for multimedia content
classification and deeper analysis.

V. MOTION ESTIMATION RESULTS AND PERFORMANCE

Figure 1 presents a comparison of the original Kanade-
Lucas-Tomasi algorithm with our proposed method based on
matching ORB descriptors. The test sequences were captured
just for this experiment by Lumix FZ80, as it provides a
4K video recording. The camera moves downwards during
the shot and continuously tilts upwards. The background is
therefore visually moving downwards, and the tap with the
marble fountain moves up throughout the considered sequence.

Figure 1(a) presents a result of feature detection on the
first frame and tracking by the Lucas-Kanade algorithm with
recommended settings, yet without filtering. As can be seen,
the fountain presents many points that are considered as con-
venient for tracking, whereas the Shi-Tomasi detector proposes
no key point in the background, even though visually good (but
unsharp) edges are available on the bench and lamppost. From
the visual perspective, several severe misdetections accumulate
during the processing.

The result of our method, presented in Figure 1(b) shows
features tracked in this frame with rather short history lines.

(a) Kanade-Lucas-Tomasi on all frames without cross
checking and feature renewal

(b) Active motion vectors detected by ORB matching
with history, proposed by our algorithm

Fig. 1: Visual comparison of motion estimation. For full
resolution, please refer to http://github.com/petrpulc/orb-flow/
tree/master/img

We assume that this is mainly caused by the overly precise
matching of the point descriptors, which is however crucial
for the stability of the registration algorithm. When all gath-
ered timelines are overlaid, the combined history length is
comparable. Our proposed algorithm is, however, capable of
considering new points of interest as soon as they appear
without a need to wait for lost features. Due to that, several
good features are detected on the bench, providing at least
some information about the background movement.

Our other goal was to make the motion estimation possible
in a higher resolution video in real time. According to the
results presented in Table I(b), we are currently able to detect
motion on circa 350 newly detected interest points for each
frame in 1440p resolution. Higher parallelism (e.g. in the
feature point matching stage) would lead to higher utilisation
of available resources and possibly even better results.

The processing time of Kanade-Lucas-Tomasi (see Table
I(a)), is dependent almost only on the resolution, which
indicates a slow detection of key points. If the detection is not
carried out on every frame, the time required for processing
is appropriately reduced. However, the problem of connecting
segmented motion time series emerges.

In our implementation, the motion detection speed can
be increased by decreasing the lost point threshold. This,
however, results in detection of many shorter sequences that
would need to be reconnected in further processing.
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TABLE I: Comparison of elapsed time [ms] required to
process a single frame

Darker green represents processing above 30 fps, lighter green above 25fps.

(a) Kanade-Lucas motion estimation with Shi-Tomasi point of
interest detection in each frame

Vertical resolution

Points | 180 360 540 720 900 1080 1260 1440 1620 1800 1980 2160
100 286 80 1601 278 43.03 6279 843 10687 13756 1676 203.23 246.07
200 327 847 1683 2825 4398 63.57 8461 10706 13376 16499 201.39 24536
300 36 878 1686 28.62 4394 63.03 848 10933 13598 16548 201.85 246.09
400 358 9.16 17.53 2898 4472 6406 846 109.88 13455 169.59 2024  245.68
500 356 959 1793 3023 4535 64.08 8347 108.63 13525  164.1 205.1  242.84
600 356 995 183 3038 4546 64.67 8481 109.08 13997 167.74 20141 243.62
700 357 903 184 3041 4502 6477 87.1 10772 136.34 16745 20232 24848
800 358 9.03 19.08 30.64 4646 6512 86.88 108.62 136.68 167.77 207.38 24443
900 359 906 1736 3077 46.62 655 86.66 11148 1387 16893 20652  247.6
1000 | 3.56 9.05 17.57 3171 4634 669 8777 11243 13508 17198 203.19 25353

(b) Our algorithm with the detection of interest points by ORB on
each frame and descriptor matching

Vertical resolution

Points 180 360 540 720 900 1080 1260 1440 1620 1800 1980 2160
100 242 454 762 1143 1824 2444 3267 3983 4592 55.08 69.95 77.39
200 2.65 5.74 9.61 14.18 194 2692 3286 41.63 51.48 60.62 68.93 78.53
300 287 675 1193 1732 2353 3086 38.1 47.13 5438 65.07 77.42 84.01
400 3.02 8.14 1448 2027 28.07 3491 4086 51.47 60.89 68.53 80.15 86.53
500 30 921 1719 2395 333 392 4642 57.09 6717 78.61 89.89 95.32
600 3.01 10.18 19.85 28.85 39.74 46.02 5278 6424 75.12 87.28 95.61 103.02
700 299 1125 2248 3284 4271 5223 5947 7097 8452 95.67 10625 116.92
800 2.99 hils) 2423 3637 49.08 57.02 6623 7834 95.32 104.19 121.68 126.52
900 30 1192 2653 4093 5426 6553 7412 829 97.13 11492 130.15 14647
1000 2.99 122 28.65 4652 5858 7227 8401 9225 111.85 127.17 144.6 152.49

TABLE II: Number of detected features by our algorithm
during a 120 frame long sequence

Vertical resolution
Points 180 360 540 720 900 1080 1260 1440 1620 1800 1980

2160
100 4186 6690 6369 7773 8098 7766 8034 7983 8089 8186 8141 8185
200 4117 9211 10774 14691 15692 13477 16084 15980 16559 16465 16605 16645
300 4614 9901 15577 20011 23007 18790 22798 23117 24293 24402 24810 25031
400 4504 11447 17824 21768 28857 23195 26167 29449 31814 31952 31897 32821
500 4544 13646 21827 24138 35209 28372 26089 35675 38383 39437 39369 40825
600 4544 15303 23188 27623 36086 33597 29883 39590 44788 46700 46878 48054
700 4544 16125 24480 28197 36883 36693 33786 39441 50117 51451 51938 55420
800 4544 16645 24374 31692 40790 40678 38020 41938 55291 58064 58996 60780
900 4544 17225 26527 34282 40792 43610 42742 44220 53890
1000 | 4544 17811 29024 37062 40665 45416 46872 47854 54732

In Table II, we present the number of detected sequences
with an arbitrary history length in a sequence of 120 frames.
With increasing resolution of the frame, the key point detector
is less likely to select the same point and the more likely the
feature becomes lost. Also, such features may be based on
noise or not very robust image areas.

VI. CONCLUSION

In comparison to the baseline in real-time feature tracking,
Kanade-Lucas-Tomasi algorithm, our approach is able to pro-
vide a sufficient number of tracked points of interest even on a
FullHD or higher resolution without utilising GPU. The time
sequences gathered from our motion estimation are, however,
relatively short and may require additional processing.

Our future research will be, therefore, aimed mainly at
improving the matching capabilities of our algorithm, resulting
in longer time sequences. These sequences will be then more
suitable for clustering of the gathered time sequences for the
purpose of faster object segmentation and ultimately object
detection and description.
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Abstract—Dividing a dataset into disjoint groups of homo-
geneous structure, known as data clustering, constitutes an
important problem of data analysis. It can be solved with broad
range of methods employing statistical approaches or heuristic
procedures. The latter often include mechanisms known from
nature as they are known to serve as useful components of
effective optimizers. The paper investigates the possibility of using
novel nature-inspired technique — Grasshopper Optimization
Algorithm (GOA) - to generate accurate data clusterings. As
a quality measure of produced solutions internal clustering
validation measure of Calinski-Harabasz index is being employed.
This paper provides description of proposed algorithm along with
its experimental evaluation for a set of benchmark instances.
Over a course of our study it was established that clustering based
on GOA is characterized by high accuracy — when compared with
standard K-means procedure.

I. INTRODUCTION

ECENT years brought significant advances in the field
Rof nature-inspired optimization. Several new algorithms
have been proposed — aimed at tackling both continuous,
combinatorial and multiobjective optimization problems. To
illustrate this fact: Evolutionary Computation Bestiary website
lists over 120 optimization techniques, with almost 30 of
them being developed during last three years (that is between
2015 and 2017) [1]. The emergence of diverse techniques
mimicking natural phenomena brought attention — due to
their efficiency — but also criticism arguing that relying on
metaphors is potentially leading the area of metaheuristics
away from scientific rigor [2]. Most of studied algorithms
however offer high performance on known set of benchmark
instances — which makes investigating their performance in
real-world optimization tasks worthwhile.

Grasshopper Optimization Algorithm (GOA) is an optimiza-
tion technique introduced by Saremi, Mirjalili and Lewis in
2017 [3]. It includes both social interaction between ordinary
agents (grasshoppers) and the attraction of the best individ-
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ual. Initial experiments performed by authors demonstrated
promising exploration abilities of the GOA — and they will be
further examined in the course of our study.

The goal of this contribution is to evaluate clustering method
which uses GOA as the optimization strategy — aimed at
minimizing the value of Calinski-Harabasz index [4] — one
of internal clustering validity measures.

Cluster analysis constitutes a data mining problem of
identifying homogeneous groups in data. Clustering can be
perceived as combinatorial optimization problem — which is
known to be NP-hard [5]. It is the reason why diverse heuristic
approaches have been already used to tackle it [6], [7]. As
a point of reference classic K-means [8] algorithm can be
named. It is founded on minimizing the within-cluster sum
of squares (WCSS) and its main drawback is a convergence
to a local minimum of WCSS value — without a guarantee
of obtaining the global one. That is why more up-to-date
approaches are based on using metaheuristic techniques to
solve clustering problem in the alternative way. Previous work
in this area involve the use of — for instance — Flower
Pollination Algorithm [9] and Krill Herd Algorithm [10]. The
importance of clustering manifests itself through a variety of
disciplines where its instances appear, e.g. in agriculture [11],
automatic control [12], marketing [13] or text mining [14].

The paper is organized as follows. First, in the next Section,
the general description of data clustering is given along with
its formulation within the field of optimization. It is followed
by the brief introduction to the Grasshopper Optimization
Algorithm which is the most important component of the
technique described in this paper. Section 3 explains the
details of the clustering approach and subsequent part of
the paper covers the results of numerical experiments along
with comparative analysis. Finally general remarks regarding
algorithms’s features and planned further studies are under
consideration.
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II. METHODOLOGICAL BACKGROUND

A. Data Clustering and Its Formulation in the Optimization
Domain

Let us to denote Y as a data matrix of M x N dimen-
sionality. Its NV columns represent features describing objects.
They in turn correspond to matrix rows, referred to as dataset
elements or cases. The goal of clustering is to assign dataset
elements ¥, ..., yas to clusters C'Ly,CLs,...,CLc.

Clustering remains an unsupervised learning procedure,
frequently with known number of clusters C' being the only
information available. Cluster validation constitutes a task of
assessing if obtained solution reflects the structure of the data
and natural groups which can be identified within its records
[15]. So called external validation consists of using correct
cluster labels and comparing them directly with the results
of clustering whereas internal validation uses only partitioned
data. Calinski-Harabasz index is representative technique of
the latter. It can be written as:

Voo S D)
C-13y3, >a,ecr, Uxs,ui)

wheras u; € R for non-empty cluster C'L; corresponds to
cluster center defined by:

1 .
Ui =T Z yj, 1=1,...,C 2)

v y; €CL;

6]

Icy =

with M; being cardinality of cluster ¢ and — likewise — U
corresponds to the center of gravity of the dataset:

1 M
U:M;yj. (3)

Clustering solutions which describe the dataset structure
will result in high value of Ioy index. The choice of this
index was motivated by our successful experiments on other
heuristic algorithms using Iy value [10] as a key component.
Also recent studies on clustering indices demonstrate its sound
potential to validate clustering solutions [16].

B. Grasshopper Optimization Algorithm

GOA represents a population-based metaheuristic which is
aimed at solving continuous optimization problems, that is
finding argument (solution) x* which minimizes cost function
f S — R. It can be formally written as:

" = argmin f(z), “
€S

with S C RP. Population based heuristic algorithms solve
(4) using a swarm of P individual agents, in iteration k
of the algorithm represented by a set {z,}]_,, with 2, =
[Zp1, Tp2, -..Zpp]. The important concept for the construction
of this class of procedures is also a measure of closeness
between two swarm members p; and py, denoted here by
Euclidean distance dist(zp,,xp,). The best solution found
by the swarm within k-iterations is stored as z*(k). It is
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also assumed here that search space S is bounded and this
type of constraints is represented by the values of the lower
LB1,LBs,...,LBp and upper bound UB;,UB,,...,UBp.
Effectively it means that:

LBd S l‘pd(k‘) S UBd (5)

forall k=1,2,..,p=1,2,...,Pand d=1,2,..., D.

Grasshopper Optimization Algorithm claims to be inspired
by the social behavior of grasshoppers — insects of Orthoptera
order (suborder Caelifera) [3]. Each member of the swarm
constitutes a single insect located in search space S and mov-
ing within its bounds. The algorithm is reported to implement
two components of grasshoppers movement strategies. First
it is the interaction of grasshoppers which demonstrates itself
through slow movements (while in larvae stage) and dynamic
motion (while in insect form). The second corresponds to the
tendency to move towards the source of food. What is more
deceleration of grasshoppers approaching food and eventually
consuming is also taken into account.

The movement of individual p in iteration £ (index k was
omitted for the sake of readability) can be written using the
following equation:

P
UB; — LB
Tpa =cC Z c#s(\qu — Zpdl)
a=1,a#p 6)
Lgd — Tpd *
dist(zq,zp) > I

with d = 1,2, ..., D. Parameter c is decreased according to the
formula:

C = Cmax — kcmaz __Cmin (7)

K

with maximum and minimum values — ¢y,42, Cmin respectively
—and K representing maximum number of iterations serving
as algorithm’s termination criterion. First occurrence of ¢ in
(6) reduces the movements of grasshoppers around the target —
balancing between exploration and exploitation of the swarm
around the target. It is analogous to the inertia weight present
in the Particle Swarm Optimization Algorithm. Component
c%, as noted in [3], linearly decreases the space that
the grasshoppers should explore and exploit. Finally function
s defines the strength of social forces, and was established by
creators of the algorithm as:

s(r)=feT —e " (8)

with [ = 1.5 and f = 0.5.

To sum up GOA written using pseudocode and symbols
introduced in the paper and taking into account all important
elements — like initialization or calculation of the best solution
— is presented as Algorithm 1.

III. GOA-BASED CLUSTERING TECHNIQUE

Using any heuristic optimization algorithm requires choos-
ing proper solution representation. In the case of clustering it
is natural to represent solution as a vector of cluster centers
xp = [u1, ug, ..., uc]. Consequently the dimensionality D used
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Algorithm 1 Grasshopper Optimization Algorithm

1: k + 1, f(*(0)) < oo {initialization}
:forp=1to P do
xp(k) < Generate_Solution(LB, U B)
: end for
: {find best}
for p=1to P do
f(zp(k)) < Evaluate_quality(z,(k))
if f(z,(k)) < f(z*(k —1)) then
z* (k) < zp(k)
else
x*(k) + x*(k—1)
end if
13: end for
14: repeat
15: ¢ + Update_c(Crnaz, Crins ks Kmaz)
16: forp=1to P do

R A A

_ =
N =2

17: {move according to formula (6)}

18: z,(k) < Move_Grasshopper(c, UB, LB, z*(k))
19: {correct if out of bounds}

20: zp(k) < Correct_Solution(z,(k),UB, LB)

21 f(zp(k)) < Evaluate_quality(z,(k))

22: if f(z,(k)) < f(z*k) then

2 (k) < ay(k), f@ k) [y (k)

24: end if

25:  end for

26: forp=1to P do

27: flap(k+1)) < flapk), zp(k+1)  xp(k)
28:  end for

290 f(z*(k+1)) < f(z*k), 2*(k+ 1) + z*(k)
300 k<« k+1

31 until £ < K

32: return f(x*(k)), *(k)

in the description of GOA, in the case of data clustering
problem, is equal to C' * N.

Another important aspect is choosing proper tool of assess-
ing the quality of generated solutions. Here an idea already
presented in [9] is implemented. After assigning each data
element y; to the closest cluster center the solution x;, (repre-
senting those centers) is evaluated according to the formula:

flon) =1

+#cL, ,=0,i=1,....C- ©))
P

It is equivalent to adding to the inverse value of Calinski-
Harabasz index - calculated for solution p — the number
of empty clusters identified in z, clustering solution written
above as #CLi,p:w7i:l;~~7c' The idea behind appending the
second component in (9) is penalizing solutions which do not
include desirable number of clusters.

IV. EXPERIMENTAL EVALUATION

Evaluating clustering algorithms is in essence a difficult task
due to unsupervised character of this problem. It is usually ap-
proached by performing cluster analysis on the labeled dataset

containing the information about assignment of data elements
to classes. Subsequently, clustering solution understood as a
set of cluster indexes provided for all data points should be
compared with a set of class labels. Such a comparison can be
done with the use of Rand index [17], external validation index
which measures similarity between cluster analysis solutions.
It is characterized by a value between 0 and 1. Low value of R
suggests that the two clusterings are different and 1 indicates
that they represent exactly the same solution — even when the
formal indexes of clusters are mixed.

As a point of reference for evaluating performance of
clustering methods classic K-means algorithm is being used.
It is also the case of this contribution. For the experiments
we used a set of benchmark datasets — based on real-world
examples taken from the UCI Machine Learning Repository
[18]. In the same time a set of standard synthetic clustering
benchmark instances known as S-sets was used [19].

TABLE I: Characteristics of investigated datasets

Dataset M N C Dataset M N C

glass 214 9 6 yeast 1484 8 10
wine 178 13 3 sl 5000 2 15

iris 150 4 3 52 5000 2 15
seeds 210 7 3 s3 5000 2 15
heart 270 13 2 54 5000 2 15

Table I provides the description of the datasets used in the
numerical experiments. It contains properties like dataset size
M, dimensionality N and the number of classes C — used as
desired number of clusters for the grouping algorithms.

To evaluate clustering methods they were run 30 times with
mean and standard deviation values of Rand index — R and
o(R) - being recorded. For GOA-based algorithm a population
of P = 20 swarm members was used. Algorithm terminates
when C'* N % 1000 cost function evaluations were performed.
It is a standard strategy for evaluating metaheuristics — making
the length of search process dependent on data dimensionality.

First default values of all GOA parameters were used, with
¢ = 0.00001. It means that ¢ quickly approaches values close
to zero. Summary of obtained results for this case is provided
in Table II. It is easy to observe that GOA-based clustering
outperforms K-means on the majority of the datasets — it is
also less prone to getting stuck in local minima (it is indicated
by the fact that it is less stable in terms of performance). We
studied also the effect of using alternative values for parameter
Cmin (USING Cpqr = 1 seems natural for the construction
of normalized "schedule"). Table III provides the results of
these experiments. First, we have used fixed values for ¢y,
— higher than the one suggested by creators of the algorithm.
This approach brings clearly very positive results. For most of
datasets the performance of clustering algorithm has improved
(as indicated by bold font). Especially the value ¢, = 0.001
seems to be functioning very well.

We have also studied the possibility of using random values
of ¢ in the interval [0, 1]. It is a common strategy of "embed-
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TABLE II: K-means vs GOA-based clustering (with default
parameter values)

K-means clustering GOA clustering

(default ¢in, = 0.00001)

R o(R) R o(R)

glass  0.619 0.061 0.643 0.035
wine  0.711 0.014 0.730 0.000
iris  0.882 0.029 0.892 0.008
seeds  0.877 0.027 0.883 0.004
heart  0.522 0.000 0.523 0.000
yeast  0.686 0.033 0.676 0.034
sl 0.980 0.009 0.990 0.006

s2 0974 0.010 0.984 0.006

s3 0.954 0.006 0.960 0.005

s4 0944 0.006 0.951 0.003

TABLE III: Impact of parameter ¢ on the performance of
GOA-based clustering

chaotic ¢ Crmin = 0.001 Cmin = 0.1
R o(R) R o(R) R a(R)
glass  0.630 0.034 0.652 0.033 0.651 0.034
wine  0.730  0.000 0.730  0.000 0.730 0.000
iris  0.894 0.016 0.895 0.008 0.891 0.009
seeds 0.881 0.005 0.881 0.005 0.882 0.004
heart  0.522  0.000 0.523  0.000 0.523  0.000
yeast  0.669 0.036  0.690 0.029 0.690 0.025
sl 0987 0.006 0.991 0.005 0991 0.006
s2 0982 0.005 0985 0.005 0986 0.005
s3 0957 0.005 0.960 0.004 0961 0.004
s4 0949 0.003 0.951 0.003 0951 0.003

ding" chaotic behavior into metaheuristic — which should result
in enriching the search behavior [20]. In this case this approach
does not work well. A decrease in the algorithm performance
was predominantly observed. Still, such a "chaotic-enhanced"
GOA-based clustering algorithm outperforms K-means in the
most of investigated data mining cases.

V. CONCLUSION

The paper proposes new clustering approach based on
recently introduced Grasshopper Optimization Algorithm. Be-
sides the description of the method the results of its experi-
mental evaluation were also discussed. It was established that
GOA-based approach offers high performance with respect
to the standard K-means algorithm, both in terms of average
quality of solutions and their stability. We also examined the
impact of important algorithm’s parameter — namely value of
c. Possibility of using both fixed values for the lower bound
of c¢ (alternative to the default c,,;, = 0.00001) as well as
random strategy (which proved to be mostly unsuccessful)
were inspected.

Further studies within the scope of this paper should in-
clude more detailed analysis of the impact of population
size and coefficient ¢ on the quality of obtained solutions.
The importance of the first aspect stems from the fact that
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the algorithm is characterized by quadratic time complexity

with regards to the population size. It essentially means that
choosing proper, compact P value is important for the success

of GOA-based optimization. Choosing the right scheme of ¢
alteration seems also of great importance. Therefore the idea
of using alternative function to the standard linearly decreasing
one should be explored.
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Abstract—This paper presents methods solving MS-RCPSP as
a main task-resource-time assignment optimization problem. In
the paper there are presented four variants of Evolutionary Algo-
rithm applied to MS-RCPSP problem: concerning prioritization
the tasks (or resources), combined task-resources prioritizing
approach and co—evolution based approach that effectively solves
problem dividing it to two subproblems. All approaches are
examined using benchmark MS-RCPSP iMOPSE dataset and
results show that the problem decomposition is effective. All
experiments are described, statistically verified and summarized.
Conclusions and promising areas of future work are presented.

I. INTRODUCTION

ANY practical problems can be effectively solved by

(meta)heuristics. Particularly, the problems that are
NP-hard, over-constrained, combinatorial and have huge so-
lution landscape. Scheduling belongs to this group of prob-
lems, which is applied in the real-world, where the problem
exists with rare and/or expensive resources. In this situation,
the project manager role is to find such resource usage to
realize set of tasks in the most effective way. Mainly, it is a
quite casual definition of Project Scheduling Problem (PSP),
where effectiveness measure is the project realization time.
The PSP is too general and in real-world usage is extended
to Resource Project Scheduling Problem, where generally
speaking, resources are not only limited but also not every
resource can be applied to each task. In practical application,
such problem specialization goes further, e.g. in IT industry
to realize product/service several various types of resources
must cooperate to build high-quality software. Such (human)
resources differ in skills and levels (e.g. “Java programmer —
advanced”, “software architect — basic”) and can be employed
in various roles that need particular skills. Of course, resources
differ also in salaries, which makes the optimization problem
focused on time and/or cost. This way Multi—Skill Resource—
Constrained Project Scheduling Problem (MS—RCPSP) can be
described.

The MS-RCPSP problem is presented in literature
(e.g.[3][12][8]) as extension of RCPSP [4]. It is NP-hard
[2] and there is no effective algorithm to solve it. Thus,
several types of (meta)heuristic methods can be effectively
applied. There can be found applications of (MS—)RCPSP
in literature based on: heuristics [3][12], tabu search [11],
evolutionary algorithms (EA) with specialized operators [10],
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(hybridized) ant colony optimization [9], teaching—learning-
based optimization algorithm [13], differential evolution [14],
hybridized differential evolution [6] and many others.

The MS-RCPSP problem is connected to resource—task—
time assignment. Many approaches deal with it using reduced
solution space by problem modification. E.g. in hybridized
differential evolution [6] metaheuristic DE operates on search
space that prioritizes resource and task sequencing is solved by
greedy—based method. Such approach is effective, but greedy
usage may cause that method to get stuck in local optima.
This is not the only way of problem decomposition. Some
methods employ a natural co—evolution mechanism which
can be applied in RCPSP problems too, e.g.[15]. This paper
concerns co—evolutionary algorithms that eliminate greedy us-
age. In proposed method MS—RCPSP problem is decomposed
into two subproblems: effective (1) task prioritizing and (2)
resource prioritizing to build a final feasible schedule.

The main motivation of this paper is to examine the ef-
fectiveness of co—evolution usage. To do that several EA-
based approaches are tested and compared. One approach uses
genome, which proposes only resources’ priorities (EA_R)
that are converted by greedy to build schedule. Other refer-
ence approach (EA_T) proposes tasks’ priorities and anal-
ogously greedy-like algorithm converts into schedules. To
eliminate the greedy usage, an approach is introduced with
connected genome that proposes resources’ and tasks’ prior-
ities (EA_RT). All provided methods use the same problem
solution landscape: representation, selection, genetic operators
and fitness function. Finally, using co-evolution EA (Co_RT)
two problem are separated (resource— and task— priorities) into
two separate populations, and the only connection is kept by
selection to build final schedule to get the fitness function
value.

The rest of the paper is organized as follows. In section
IT the MS-RCPSP problem brief statement with constraints
and requirements is described. The description of proposed
EA-based approaches are given in section III, where details
of examined methods are provided, especially details that are
connected with adaptation of EA to MS—RCPSP problem. Sec-
tion IV-B presents experimental procedure, parameters tunning
method, used dataset and finally gained results summarized
and concluded (see IV-C). Last section V concludes the article
and presents potential directions for future work.



76

II. FORMULATION OF MS—RCPSP

In classical RCPSP problem, there is defined a task—
resource—timeslot assignment. Some constraints must be sat-
isfied to get a feasible schedule. Every task is no—preemptive
and can be described by duration, start and finish time. Tasks
are related by precedence relation, defining which tasks need
to be completed before others can be started. A set of discrete
time (timestamps) and resource in RCPSP is used. Only
one resource can be assigned to a given task. Additionally,
the resource cannot be assigned to more than one task in
overlapping period — dedicated resources [1] have been used.

The MS-RCPSP introduces some practical extensions, e.g.
adds the skills domain and the resource salary (as an hourly
wage) paid for performed work, while resources represent
human resource and are varied by salary. Each task requires
a subset of skills and not every resource can be applied to
its realization. In provided MS—-RCPSP model every resource
possesses a subset of skills from the skill pool (e.g. analyst,
architect, developer, tester, etc.) defined in a project. Each
resource’ skill is given with familiarity level — it means that
the resource R is capable of performing the task 7" only if
R disposes skill required by 7', at the same or higher level.
The sample of capabilities of performing tasks by resources
as skill matrix is shown in the Fig. 1.

Tasks
v’ Can be assigned Q2203122 Qi
% Cannot be assigned | T1|T2|T3|T4
& |a3.e22|R1 Vi x| v |V
& [ere2(R2 x| v |x|x
-
O |a2021|R3 x| x| x|V
(%}
Q [Q22.Q33 VI v iv|x
o R4

Fig. 1: Example of skill matrix [9]

In the skill matrix presented in Fig. 1, skills required by
task to be performed have been written over task definition.
Skills owned by resources have been written next to resource
definition. For example, resource R1 has access to skills Q1
and Q2 with familiarity level 3 and 2 respectively. It means
that R1 is capable of performing tasks 7'1, T'3 and 74 as
skills required for them are no higher level than the ones
owned by R1. On presented example, R1 cannot be assigned
to T'2 because R1 does not posses required skill Q2. However,
resource R2 can be assigned to task 72 (has required ()3
skill) and analogously resource R3 is a proper one for task
T'4. Finally, resource R4 can perform tasks 7'1, T2 and T'3.
Another situation occurs in case R3, if it possesses skill ()2 but
cannot be assigned to T'1 and 7'3 because these tasks require
(@2 at higher familiarity level than this resource disposes.

The goal of RCPSP is to find such task-resource assign-
ments to make the final feasible schedule as short as possible.
The combinatorial nature of the RCPSP makes it NP-hard [2]
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problem. Analogously, the solution of MS—RCPSP is a feasible
schedule — the one in which resource units and precedence
constraints are preserved. Moreover, skills domain extends the
schedule feasibility for MS—RCPSP from the classical RCPSP
definition — only resources capable of performing given tasks
can be assigned to them.

The MS-RCPSP as an optimization problem can be ana-
lyzed as two separate goals: (1) optimization of final schedule
duration and (2) optimization of final schedule cost. More
formal definition of MS—RCPSP as optimization problem has
been presented in II-A — and is based on work [6][9]. The
MS-RCPSP has been defined in cooperation with international
corporation (Volvo Group IT). Next section describes MS—
RCPSP more formally — is based on [8][9][6].

A. MS-RCPSP definition

The feasible Project schedule (P.S) consists of J =1,...,n
tasks and K = 1, ..., m resources. A non pre—emptive duration
d;, start time .S; and finish time Fj is defined for each task.
Set of predecessors of given task j are defined as P;. Each
resource is defined by its hourly rate salary s, and owned
skills Q¥ = 1, ..., r, while a pool of owned skills is a subset
of all skills defined in project Q¥ € Q. Value [, denotes the
level of given skill, while h, describes its type and g; is a
skill required by j to be performed. Therefore, by J* subset
of tasks that can be performed by k — th resource is defined.
Analogously, K is a subset of resources that can perform task
j. Duration of a project schedule is denoted as 7. The cost of
performing j task by k resource is denoted as c? = dj * s,
where sy, describes the salary of resource k assigned to j.

For simplicity, we have modified the cost of the task’s
performance from c? to c;, because only one resource can be
assigned to given task in the duration of the project. Hence,
there is no need to distinguish various costs for the same task.
Moreover, we have introduced variable that defines whether &
is assigned to j in given time ¢: U, € {0;1}. If Ut =1, k
is assigned to j in ¢. Analogously, k is not assigned to j in ¢
if U Jt = 0.

Resource assigned to task j is denoted as k;. Furthermore,
every resource is denoted by its start time 7}, - the time when
it starts working on the project.

Feasible project schedule (P.S) belongs to the set of all
feasible and non—feasible solutions (violating precedence-,
resource- and skills- constraints) : PS € PSy;.

Formally, the problem could be regarded as optimization
(minimization) problem and stated as follows:

min £(PS) = min [f,(PS), fo(PS)] (1)

The Eq. 1 describes the duration f;(PS) and cost optimiza-
tion fc(PS) respectively, where the time component f,(PS)
is calculated as follows:

fz(PS) =

T

@)

Tmaz

Where: 7,4, — maximal (pessimistic) possible duration of the
schedule PS, computed as the sum of all tasks’ duration. It
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occurs when all tasks are performed sequentially in the project
- one after another. Disregarding how many and how flexible
resources are.

and the cost component f.(PS) is defined as follows:

J
2im1 G

Cmaz — Cmin

fc(PS): 3)

where: ¢,,;n — minimal schedule cost — a total cost of all
tasks assigned to the cheapest resource, Cpq; — maximal
schedule cost — a total cost of all tasks assigned to the most
expensive resource. Note that ¢4, and ¢,,;, do not respect
skill constraints. It means that c,,;, value could be reached
also for non—feasible solution, analogously to ¢y,qz-

To get feasible schedule some constrains must be provided,
as follows:

Vierse > 0, Vrex@" # 0 “)
ViesFj 2 0;Vjegd; 2 0 ®)
Viesj#1,iep i < Fj — d; (6)
Viesr Fgeqr hq = hg; Nlg 2 1, ™)
ViexVier Y Ul <1 ®)

i=1
Vjeﬂ!ter,!keKUﬁk =1 9

The first constraint (see Eq. 4) preserves the positive values
of resource salaries and ensures that every resource has no-
empty set of skills. Eq. 5 states that every task has positive
finish date and duration, while Eq. 6 shows the precedence
constrains rule. Next two equations: Eq. 7 introduces skill con-
straints and transforms RCPSP into MS-RCPSP. Constraint
given in Eq. 8 describes that resource can be assigned to no
more than one task at given time during the project. The last
constraint (see Eq. 9) says that each task must be performed
in schedule PS by one resource assignment.

The proposed MS—-RCPSP allows to define problem as
multiobjective [5] (see Eq. 1): duration— and cost— oriented
one. One criteria has to trade off certain other criteria because
cheaper schedule is mostly longer in realization. Such problem
can be solved as a weighted linear combination, as follows:

Evaluation function is formulated as follows:

where: w, — it is weight of duration component and has
non—negative values: w, € [0;1]. Such definition makes
possible to choose which objective is more important in given
optimization process. It is made by setting weights both for
the duration (w;) and cost (1 — w;) aspect. It means that
setting the weight of duration aspect to 1.0 automatically sets
the weight of cost to 0.0 and vice versa. Specifically, both
weights can be set to 0.5. In that case, both objectives would
be equally important in the optimization process. We proposed
three baseline weight configurations: duration optimization
(DO, w, = 1) [7], [6], balanced optimization (BO, w, = 0.5)
and cost optimization (CO, w, = 0) [8]. As CO is rather a

trivial task that can be solved by greedy—based approach, BO
can be analyzed as cost/duration middle ground. In this paper
we focus only on the DO — it means that we minimize only
schedule makespan. MS—RCPSP reduced to duration—oriented
optimization can be considered as a variation of widely
studied parallel machine scheduling problem with minimum
makespan objective.

As MS-RCPSP is combinatorial NP-hard problem the es-
timation of the total solution space (feasible and non—feasible
solutions included) size (SS) can be estimated as follows:

Y

Computing factorial of tasks number provides the number
of combinations of ordering tasks within the timeline. It is
easy to notice that such estimation allows setting any order,
skipping precedence constraints. The second element of Eq.
11 provides the number of resource—to—task assignments, in-
cluding situation that the same resource is assigned to all tasks
and no skill constraints are preserved (non—feasible solution).
To show the size of solution space, let’s consider the ’simple’
project schedule with 100 tasks and 20 resources — it gives
$5(100,20) = 1.19 % 10258 all possible solutions.

SS(n,m) =nl*m"

III. PROPOSED EA-BASED APPROACHES

In this section four EA-based approaches to MS—RCPSP
have been presented. Approaches differ in genome interpreta-
tion and schedule (as phenotype) build method. Methods of
initialization, representation, crossover, mutation, fitness func-
tion, selection are common for all. In each approach to MS—
RCPSP sequential representation (vector) of the genome has
been implemented. Such representation is similar to classical
TSP (Travelling Salesman Problem), e.g. vector <3,2,1,4> can
be represented as the priority for resource or tasks (depends on
approach). Such representation allows us to use TSP standard
operators: swap as mutation and one—point crossover. More-
over, we use tournament selection and random initialization.

The fitness function is the crucial procedure — e.g. if EA
gives an individual priorities for resources, tasks sequence
should be proposed by procedure — a schedule builder is used
to generate the final schedule. If EA individual gives priorities
for tasks and resources the Schedule Generator Scheme (SGS
— details in III-A) works. In approach EA_T (or EA_R) where
resources (tasks) priorities should be proposed, greedy—based
algorithm is used selecting first fit element. Mostly, four EA
approaches differ in the genome interpretation and schedule
build method as follows:

In the EA_R the individual consists of priority for each re-
source. To evaluate genome SGS builds schedule using greedy
approach. Another approach, in EA_T the individual consists
of priority for each task. In evaluation procedure the greedy
builds schedule. The approach that links such two methods is
EA_RT - an individual comprises two parts: priority resource
vector and task priority vector. To keep priorities the final
schedule is generated by SGS procedure.
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Fig. 2: Evolutionary Algorithms for MS-RCPSP: EA_T,
EA_R and CO_RT.
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Such approach (EA_RT) makes that genome ‘“doubled*
in size (consists of priorities for tasks and resources), the
solution landscape is enlarged and fitness function values
may differ significantly for “similar genomes. Thus, the
Co_RT approach links ”good“ sequence of tasks priorities
to resources using natural co-evolution mechanism: in one
population evolution processes resources’ priorities, the second
one consists of priorities for tasks. Schematically Co_RT
method is presented on Fig. 2. There, two populations are
linked by fitness function: to build final schedule, priorities
for tasks and resources are needed to run SGS procedure.
For every individual, several complementary individuals are
selected (it is Co_RT parameter) from the other population to
build schedule — the best-gained value of the fitness function
is given. Additionally, to keep Co_RT more stable for every
individual schedule is built using complementary component
(resource/tasks sequences) from the best last generation solu-
tion.

A. Schedule Generator Scheme

To evaluate an individual in EA approaches a procedure that
converts genotype to schedule Schedule Generator Scheme
(SGS) is needed. Such procedure must deal with three types
of individuals, that includes (1) only task priority (EA_T) (2)
only resources priority (EA_R) and (3) both tasks priority
and resource priority (in EA_RT and CO_RT). In Pseudocode
1 such procedure has been presented schematically. As an
argument, it takes priorities (task and/or resources) and returns
final schedule which can be then evaluated. If SGS has not
been provided T'_pri (task priorities sequence), it gets default
sequence that is copied from instance definition. In the case
of empty resource priorities (R_pri) EA algorithm generates
randomly default sequence that is used in the evolution pro-
cess.
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Listing 1: Pseudocode of Schedule Generator Scheme (SGS).

Schedule SGS_procedure ( T_pri, R_ pri )
T_seq := Tasks
R_seq := Resources
while T_seq!=null
if (T_pri!=null)
Task := max(T_seq.CanBeDone(), Priority)
else Task := T_seq.CanBeDone (). first ()

if (R_pri!=null)

R := max( R_seq.getCapable (), Priority)
else R: = R_seq.firstCapable ()
TimeStamp := R.end()

Schedule . assign( Task, R, Timestamp )
R.end := task.start + task.duration
T_seq = T_seq / Task

end // while

return schedule.

The SGS procedure keeps the task sequence from 7'_pre if
it is possible. However, to satisfy the tasks precedence con-
straints, in each case the CanBeDone() method is executed.
The same situation occurs in resource selection procedure —
it is selected resource that is capable of given task realization
and has the highest priority. If SGS doesn’t have prioritized
resources/tasks it works like greedy-like algorithm - takes
first—fit element.

IV. EXPERIMENTS AND RESULTS

This section describes experiments that have been done to
empirically verify several research questions:

Q1. Does the Greedy algorithm guided by metaheuristic has
a tendency to stuck in local optima?

Is the priority—based sequence vector representation ef-
fective?

Which priority—based approach using greedy—based SGS
(EA_T or EA_R), is more effective?

How effective is combined approach EA_RT that elimi-
nates greedy but enlarges the solution landscape?

How effective, in comparison to above methods, is co—
evolutionary approach that eliminates Greedy usage and
keeps standard size of solution landscape?

Q2.
Q3.
Q4.
Q5.

Above research questions should be answered empirically
using the experimental procedure.

A. Experiments’ procedure

In experiments iMOPSE benchmark dataset [8] is used — a
part of iIMOPSE project !. Dataset published on the Internet
consists of 36 MS—-RCPSP iMOPSE instances that differ in
number of tasks, resources, skills and relations. The iMOPSE
dataset is a part of iMOPSE library supported by instance

1iMOPSE project homepage: http://imopse.ii.pwr.wroc.pl/ . The best sched-
ules generated by EA_R, EA_T, EA_RT and Co_RT have been published
there.
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generator, validator, visualization tools and provided use—cases
with published java codes (more in [5]).

For empirical comparison of methods results, each method
has been tunned (see configurations in Tab. I). However,
for each method, the number of births has been reduced to
20,000. It is worth noticing that the Co_RT method uses
multiple candidate resource—task assignment (cand_assign
value usually equals to 3) to get better fitness functions. Such
method can be treated as some local search procedure that
causes Baldwin Effect. However, it doesn’t cause strict new
solution generation and has no influence on genes. That’s why
the number of births in Co_RT is reduced to 20,000 but taking
into account number of fitness function calculation such value
is bigger than the limit.

Each experiment has been repeated 30 times, and results are
averaged, and standard deviation value is given. Comparison of
gained results has been statistically examined using Wilcoxon
signed-rank test.

B. Experiments results

Each method is ran 30 times to generate solutions for
given problem instances. Data in Tab. II presents results
of several proposed methods: EA_R, EA_T, EA_RT and
Co_RT. As reference method hybrid Differential Evolu-
tion and Greedy (DEGR) [6] is given in two configura-
tions: using DEGR(pop_size=200, generations=500) and
DEGR(pop_size=200, generations=10,000). The first con-
figuration satisfies the condition of 20,000 births, but in
publication [6] the second is given as the best found.

Data presented in Tab. II shows that the best examined
method is Co_RT because sum of all generated (average)
schedules equals to 11,639 (sum of std_dev=43.35). However,
the second place took method EA_T where all averaged sched-
ules least 11,681 (sum of std_dev=45.52). It means that the
Co_RT gives solutions 0.35% better than EA_T — this slight
improvement is statistically significant: the Wilcoxon signed—
rank test proves it (Wp o5=443 > W, .=208). It is worth to
mention that Co_RT outperforms other methods giving in four
cases the best-found solutions for instances: 200_40_45_9,
200_40_133_15, 200_10_135_9_D6 and 200_40_90_9. For
these instances, we investigated the evolution process. For
instance 200_40_133_15 (see Fig.3) the evolution process
searches effectively for EA_T and CO_RT, but gets stuck
very fast for EA_T. The similar situation is in instances
200_10_135_9_D6 (see Fig.4), where CO_RT outperforms
other approaches giving solution very fast, EA_T and EA_RT
need more time to reach a similar solution. The case of
200_40_45_9 (see Fig.5) instance shows that CO_RT works
the most effectively and other methods cannot compete. Quite
similar situation occurs on Fig.6 (instance 200_40_90_9),
where CO_RT outperforms other methods, but EA_T gives
near solutions.

Using DEGR method in configuration
DEGR(pop_size=200, generations=500) is not
competitive to Co_RT, therefore we selected as reference
DEGR(pop_size=200, generations=10,000) configuration

that gives better results. It can be noticed that in seven
instances DEGR gives better solution than Co_RT and in 9
other cases solutions are similar. But summarized duration
of (average) schedules last 11,971 (sum of std_dev=183.15)
which means that CO_RT gives 2.78% of improvement and
Wilcoxon signed-rank test results verified positively such
difference (Wy.05=477 > W.=208). Moreover, the std_dev
values show that Co_RT is more stable method than DEGR
— DEGR std_dev=183.15 versus CO_RT std_dev=43.35.

Results presented in Tab. II show that the worst results
are given by EA_R, where genome proposes priorities for
resources and tasks are selected by greedy-like method. The
chromosome extension by task priorities (EA_RT) makes
that method return shorter schedules by 8.9% than EA_R.
However, the standard deviation values are higher — EA_R
std_dev=36.98 versus EA_RT std_dev=84.76.

All the best-found schedules generated by EA_R, EA_T,
EA_RT and Co_RT have been published on iMOPSE project
homepage.

C. Summary

Results of experiments presented in Tab. II showed that the
best-examined method is Co_RT giving several of the best-
found solutions. But the results of other methods are very
valuable because they help to answer research questions asked
at the beginning of this section.

The first question (1) cannot be answered easily because
results of two approaches that use greedy (EA_T and EA_R)
compared to EA_RT results shows that task priorities are
more important and greedy gives effective solutions that can
compete with Co_RT results. However, EA_R is less effective
than EA_T, which answers another research (()3) question.

Another question (Q2) concerns how effective is the
priority—based sequence vector representation. All proposed
approaches that use it are compared to DEGR vector with
float values representation. Presented results show that such
sequence representation is easy in implementation and can
compete with more complex used in DEGR.

The answer to question ((Q4) only apparently is simple,
because EA_T gives better solutions than EA_RT. However,
provided limit of births (20,000) reduces EA_RT ”space”
for evolution process. A quite large standard deviation
(std_dev=84.76) value confirms this fact. For EA_T such
value equals to std_dev=45.52.

The last question is the most important aspect of the
paper. Is co—evolutionary (Co_RT) approach to MS—RCPSP
effective? This question (Q5) is answered positively, and
several arguments are presented in this section. Co_RT not
only outperforms other tested methods but also gives the best-
known solutions for four instances.

V. CONCLUSIONS AND FUTURE WORK

This paper concerns if Co-evolutionary algorithms are
effective for solving combinatorial NP-hard problems,
MS-RCPSP. Gained results showed that problem de-
composition to resource and task assignment using co-
evolutionary mechanism is a powerful idea. As reference,
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TABLE I: Methods’ configurations

pop_size  generations Py P selection  cand_assign
EA_R,EAT 660 300 0.02 0.8 tournament 10% -
EA_RT 660 300 0.005 0.2 tournament 10%
Co_RT 500 200 0.02 0.8 tournament 10% 3
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Fig. 3: Example of evolution process for MS—RCPSP: EA_T, EA_R, EA_RT and CO_RT.
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Fig. 4: Example of evolution process for MS—RCPSP: EA_T, EA_R, EA_RT and CO_RT.

results of evolutionary algorithms using the same repre-
sentation have been compared. Moreover, the reference

method DEGR [6] results also confirm the dominance
Co_RT.

of
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Fig. 5: Example of evolution process for MS—RCPSP: EA_T, EA_R, EA_RT and CO_RT.
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Fig. 6: Example of evolution process for MS—RCPSP: EA_T, EA_R, EA_RT and CO_RT.

In the paper, several research questions have been answered,
but there are still many open issues. Proposed approaches use
simple representation that is not specialized to MS—-RCPSP —
e.g. how effective can be the approach that uses specialized
crossover/mutation operator? In co-evolution, we can see the
large potential, and future work should be connected with it:
more experiments with parametrization of Co_RT (without

20,000 births limit), various selection method and scalability.
Moreover, the very promising direction is effective clone
reduction method, a flexible size of population and adaptation
mechanism. And the last but not least, as MS—RCPSP problem
is bi-objective, we want to extend proposed co-evolutionary
approach to multicriteria optimization.
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TABLE II: Comparison results of evolutionary approaches: EA_R, EA_T, EA_RT, Co_RT and reference DEGR [6]

instance EA_R EA_T EA_RT Co_RT DEGR gen=500 DEGR gen=10,000

avg  std_dev avg  std_dev avg  std_dev avg  std_dev avg  std_dev avg  std_dev
100_5_20_9_D3 437.00 0.00 | 387.13 0.34 | 388.37 1.82 387.07 0.25 398.70 5.77 393.20 0.92
100_5_22_15 515.00 0.00 | 484.57 0.50 | 484.63 0.48 484.63 0.48 486.80 2.10 484.50 0.53
100_5_46_15 616.00 0.00 | 529.80 2.14 | 531.97 3.05 529.7 1.71 534.10 3.57 529.00 0.00
100_5_48_9 538.00 0.00 | 491.17 0.90 | 491.60 2.12 491.00 0.68 492.80 2.15 490.10 0.32
100_5_64_15 550.00 0.00 | 482.80 1.62 | 484.27 2.46 482.50 1.48 487.60 2.84 483.00 0.82
100_10_26_15 264.43 1.67 | 235.07 0.77 | 236.13 1.80 235.07 0.96 244.80 5.37 235.00 1.05
100_10_27_9_D2 265.00 2.00 | 211.07 1.69 | 216.73 242 209.87 1.52 238.80 4.32 220.30 2.50
100_10_47_9 272.57 0.88 | 254.43 1.05 | 260.73 2.72 254.90 0.91 259.30 2.11 256.40 0.70
100_10_48_15 261.53 0.67 | 246.57 1.31 | 251.63 2.75 247.00 1.46 251.70 3.20 245.00 0.67
100_10_64_9 274.33 1.64 | 244.97 1.45 | 255.37 4.20 246.00 2.03 256.30 2.50 245.80 1.32
100_5_64_9 532.00 0.00 | 476.63 1.02 | 477.93 3.16 477.03 1.52 477.40 0.97 474.90 0.32
100_20_46_15 197.00 0.00 | 161.00 0.00 | 161.00 0.00 161.00 0.00 165.30 343 164.00 0.00
100_20_47_9 149.30 1.07 | 126.63 1.20 | 133.07 1.79 126.30 0.94 141.50 4.01 127.50 3.31
200_40_45_9 185.63 0.80 | 137.53 0.76 | 140.43 0.96 136.20* 1.05 177.90 5.45 182.50 17.83
200_40_133_15 150.93 0.93 | 145.07 1.57 | 148.13 2.32 141.77* 1.20 166.90 7.28 151.40 8.26
100_10_65_15 263.60 1.23 | 247.77 1.52 | 256.50 4.99 248.50 1.95 252.90 2.64 245.30 1.16
100_20_22_15 149.90 1.42 | 128.13 0.67 | 131.03 1.47 128.43 0.99 141.40 4.20 130.70 0.67
100_20_23_9 D1 199.00 1.86 | 172.00 0.00 | 172.00 0.00 172.00 0.00 172.00 0.00 172.00 0.00
100_20_65_9 142.43 1.61 | 125.97 1.14 | 135.37 2.74 125.77 1.02 145.30 2.21 129.10 2.73
100_20_65_15 233.93 1.44 | 205.00 0.00 | 205.00 0.00 205.00 0.00 240.00 0.00 240.00 0.00
200_10_50_9 494.10 0.65 | 486.57 0.56 | 488.37 1.38 486.80 0.79 497.30 2.83 487.80 1.62
200_10_50_15 506.37 0.84 | 487.13 0.62 | 489.53 1.38 487.23 1.20 492.70 3.09 487.90 0.74
200_10_84_9 535.00 1.10 | 509.60 1.28 | 514.20 2.41 509.70 1.27 520.60 2.55 509.30 2.11
200_10_85_15 498.53 1.48 | 481.13 2.32 | 484.90 3.08 479.47 2.81 484.30 3.43 478.00 1.56
200_10_128_15 488.00 0.00 | 472.50 3.03 | 479.90 5.87 471.40 2.82 466.10 2.23 | 463.10* 0.88
200_10_135_9_D6 | 860.53 7.43 | 553.00 10.37 | 549.70 17.66 535.57* 6.11 829.20 40.51 694.80 67.90
200_20_54_15 274.03 1.14 | 261.90 1.40 | 265.20 1.38 261.50 1.28 276.80 4.80 261.00 1.89
200_20_55_9 264.73 0.81 | 248.30 0.64 | 250.73 1.29 247.87 0.85 270.40 3.17 257.80 10.37
200_20_97_9 268.23 0.92 | 246.90 1.42 | 251.07 2.34 245.93 1.48 267.80 8.99 247.60 8.93
200_20_97_15 336.00 0.00 | 336.00 0.00 | 336.00 0.00 336.00 0.00 336.00 0.00 336.00 0.00
200_20_145_15 264.83 1.19 | 248.30 1.68 | 253.80 3.25 247.37 2.07 256.10 4.18 238.50 0.71
200_20_150_9_D5 | 900.00 0.00 | 900.00 0.00 | 900.00 0.00 900.00 0.00 926.80 24.12 906.90 11.82
200_40_45_15 217.07 1.67 | 159.00 0.00 | 159.00 0.00 159.00 0.00 164.00 0.00 164.00 0.00
200_40_90_9 153.90 1.16 | 138.30 0.97 | 142.37 1.96 135.00* 1.39 173.40 8.14 181.30 22.07
200_40_91_15 157.93 1.39 | 136.20 1.60 | 139.70 1.51 133.77 1.12 160.60 6.42 144.80 9.44
200_40_130_9_D4 | 513.00 0.00 | 513.00 0.00 | 513.00 0.00 513.00 0.00 513.00 0.00 513.00 0.00
sum 12929 36.98 11671 45.52 11779 84.76 11639 43.35 12366 178.58 11971 183.15
avg 359.16 1.03 | 324.20 1.26 | 327.20 2.35 323.31 1.20 343.52 4.96 332.54 5.09
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Abstract—This paper presents multiple variances of selection
operator used in Non-dominated Sorting Genetic Algorithm II
applied to solving Bi-Objective Multi-Skill Resource Constrained
Project Scheduling Problem. A hybrid Differential Evolution
with Greedy Algorithm has been proven to work very well on
the researched problem and so it is used to probe the multi-
objective solution space. It is then determined whether a multi-
objective approach can outperform single-objective approaches
in finding potential Pareto Fronts. Additional modified selection
operators and a clone prevention method have been introduced
and experiments have shown the increase in efficiency caused by
their utilization.

I. INTRODUCTION

CHEDULING problem plays an important role in todays
science and business. It can be met in transportation [1],
production [2], project management [3], etc. The problem itself
can be informallyined as the function that aims to find the
lowest duration and cost of the schedule by assigning resources
to tasks. Multi-Skill Resource-Constrained Project Scheduling
Problem (MS—-RCPSP) is NP-hard and there are no methods
capable of finding an optimal solution in polynomial time [4].
The goal of the research presented in this paper is to verify
how Differential Evolution hybridized with Greedy (DEGR)
and Non-dominated Sorting Genetic Algorithm IT (NSGA-II)
approaches explore space in the context of multi—objective op-
timization. DEGR algorithm is a single—objective method, and
potential Pareto Front (PF) is created by running it multiple
times. Each run uses different weights values in the fitness
function. Set of points resulting from all runs is considered
during evaluation. Moreover, a tournament selection method
is investigated in NSGA-II to boost its selective pressure and
a clone prevention method is implemented to increase the
diversity of the resulting potential PF's. Results are evaluated
and compared with a set of multi-objective measures. This
paper presents the transition from a single to a multi-objective
approach to MS-RCPSP and introduces modified selection
operators, which have proven to increase efficiency of NSGA-
II.
The rest of the paper is organized as follows. Section IIlines
the MS—-RCPSP. Sections IV and V describe implemented
methods - NSGA-II and DEGR appropriately. All experiments
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along with its results have been presented in section VI.
Section VII contains conclusions and directions of future work.

II. RELATED WORKS

There are many different types of scheduling problem mod-
els. PSPLIB library [5] is often used as a baseline to compare
methods efficiency. It doesn’t support a skill extension of
the problem. Additionally, it comprises only one criterion -
duration of the schedule, which makes it infeasible for the
purpose of this article.

A Software Project Scheduling Problem (SPSP) is another
example and was first presented in [6]. It is the most similar
problem to the MS—RCPSP as it contains skills and two criteria
- duration and cost. Additionally, it allows for tasks to be
worked on by multiple resources. It has been more thoroughly
described in [7].

Due to NP-hard nature of the problem, researchers have
often tackled it with metaheuristics, which often provide
satisfactory solution in acceptable time. Many methods have
been developed to solve scheduling problems: Differential
Evolution [8], Genetic Algorithm [9], Tabu Search [10],
Grasp [11] and Teaching—learning—based optimization algo-
rithm [14]. Additionally, swarm optimization techniques have
been used: Ant Colony Optimization [12] or Particle Swarm
Optimization [13].

The MS—RCPSP isined as a multi-objective problem. The
goal is to minimize both duration and cost of the schedule. It
is often difficult to compare different criteria, so it is desired to
find a set of equally-good solutions but with different objective
values. An existence of populations in evolutionary algorithms
perfectly fit the need to find multiple points on the PF.
There are very few articles that deal with multi-objective MS—
RCPSP. Simulated Annealing [15] and Genetic Algorithm [16]
have been used for that purpose. The best known results for a
single-objective MS—RCPSP have been achieved by a DEGR
[8] method and therefore it is used in this paper.

NSGA-II has been proposed in [17] and has proven its
efficiency in scheduling problems [18] [19]. The algorithm
is often used as a benchmark approach for multi-objective
problems.
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III. FORMULATION OF MS—-RCPSP

In MS-RCPSP [7] the schedule can be evaluated by both
its cost and duration, making the problem multi-objective.

MS-RCPSP comprises a sets of tasks, resources and skills.
Each task has a skill required to work on that task, a set of
predecessors that have to be completed before the task can be
started. Each resource has a set of skills and a cost associated
with it. Skill is described by a type and level of expertise.
The goal is to create task-resource assignments in a way
that satisfies given constraints and minimizes both objectives.
Detailedinition can found in [7].

IV. NON-DOMINATED SORTING GENETIC ALGORITHM II

Non-dominated Sorting Genetic Algorithm II (NSGA-II)
first presented in [17] has proven to be effective approach
to multi-objective optimization. It is based on a genetic algo-
rithm, which utilizes populations for space exploration. The
use of populations fits the problem very well, as the goal is
to find a set of points. NSGA-II uses a comparison operator
based on a domination described in formula 1 and a crowding
distance operator, which aims to maximize the smallest box
which comprises only one individual.

1 Zn.? if(z.'rank < jrank:)\/
((irank = jrank) A (idistance > jdistance))

6]

where ¢ and j are two compared individuals.

NSGA-II utilizes a non-dominated sorting. Individuals cre-
ated by the genetic operators are added to the same population.
At the end of a generation, an entire population is sorted
according to the domination operator and then it is truncated
to its original size. Detailed description can be found in [17].

A. Non-dominated Tournament Genetic Algorithm

In this section, a modification to selection in NSGA-II is
presented. This approach uses a tournament selection instead
of sorting the population and choosing its better half.

Additional experiments have been performed to check the
effectiveness of a tournament selection if an >, operator,
which doesn’t regard crowding distance is used. It isined as:

1 Z'r‘ ] lf (iT'ank < jrank:) (2)

Non-dominated Tournament Genetic Algorithm (NTGA) is
a method, which uses modified selection and >, operator.

B. Clone prevention

A clone prevention method has been designed and intro-
duced after the initial results of the tournament selection. The
results have shown a decrease in diversity of the population in
comparison to NSGA-II approach with tournament size equal
to 2. It was caused by stronger selective pressure. The idea is
to enforce a mutation of every newly created individual which
happens to be a clone. An individual is a clone of another
individual if all their genes are equal.
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V. DIFFERENTIAL EVOLUTION HYBRIDIZED WITH GREEDY

DEGR has been successfully applied to the MS—RCPSP
in [8]. It’s an evolutionary method operating in real space.
Evolution creates a real-valued phenotype, which represents
a task-resource assignments. Then the greedy algorithm puts
tasks on a timeline.

DEGR has been proven to be efficient in single-objective
MS-RCPSP and so it is used to probe space and create a
potential PF. It is compared to both regular NSGA-II and
NTGA approaches. It is worth noting that DEGR is inherently
not a multi-objective method.

Differential Evolutions uses a weighted fitness function
(presented in 3), which allow the algorithm to focus on
different parts of the solution space and potentially create a
good coverage, even though this approach is Pareto blind -
has no concept of the PF, but it is the simplest approach to a
multi-criteria problem.

f(S) = wr x f-(S) + (1 —wr) * fe(S) 3

where w, is a weight associated with the duration of the
schedule and its values can vary between [0,1], S is the
schedule, f;4,, and f. are time and cost of the schedule, both
of which are minimized. The function is implemented in a
library made public on [21].

Using equation 3 a potential PF' is created by running
the method multiple times with different weights to allow for
exploration of space and to ensure good coverage.

VI. EXPERIMENTS AND RESULTS

The goal of this paper is to present a transition from a
single-objective to multi-objective approach to MS—-RCPSP.
Additionally novel selection methods have been proposed to
further increase the efficiency of multi-objective method. The
results are evaluated by a set of chosen measures. They take
convergence and diversity of the found PF under consideration.

A. Measures

A set of measures [20] has been chosen to evaluate the
results. The choice has been dictated by the need of evaluating
both convergence and diversity of the algorithms. Selected
measures are commonly used for this purpose.

An Euclidean Distance (E'D) is an average Euclidean
distance between the points on the potential PF' and a perfect
point (built by the best possible values of every criteria).

A HyperVolume (HV) is a volume of the rectangle con-
structed from the potential PF' and a Nadir Point (point built
by the worst possible values of every criteria).

A Pareto Front Size (PF'S) is a number of unique points
on the potential PF'.

B. Dataset

For the experiments an iMOPSE [7] dataset has been used,
which is located on [21]. It contains 36 data instances, all
varied by the number of tasks, resources and precedence
relations. 2 subsets of instances could be identified. In the
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first group all instances have 100 tasks, and in the second
group, they have 200 tasks. Instances in those groups have
been created to preserve an average resource load and number
of tasks per number of resources. The idea behind formulation
of this dataset was to achieve variety between the instances.

C. Procedure

A DEGR approach has been used to establish a baseline.
It’s been executed multiple times with weights values from 0.0
to 1.0, incremented by 0.1 and resulting points been collected.
Parameters chosen for DEGR: population size (Ps) = 100, 500
generations (gen), mutation probability (Pm) = 0.1, crossover
probability (Px) = 0.1 and a one-to-one selection.

Four different variants of NSGA-II have been checked. The
following parameters have been chosen for NSGA-II: ps =
50, 500 gen, Pm = 0.01, Px = 0.6, tournament size (ts) = 5.
Parameters chosen for NTGA: ps = 50, 500 gen, Pm = 0.002,
Px =0.9, ts = 4. We compared classic NSGA-II approach with
its modifications: a tournament selection, modified comparison
operator, which disregards crowding distance and clone pre-
vention method. The goal was to increase the convergence and
diversity of the method. All procedures has been repeated 30
times and results were averaged.

D. Results

An experiment has been performed to check the influence
of a tournament size on chosen measures. The best values of
both ED and PF'S are achieved for tournament size equal to
4. Interestingly higher values improve the HV'. High PF’ Size
means high diversity of the population and also suggest good
coverage of PF'. Therefore PF'S has been chosen as the most
important measure.

A clone removal method have been introduced to increase
low diveristy of the population. Since clone removal increases
the distance between the individuals, a crowding distance has
become redundant. Another approach has been investigated
with modified comparison operator, which considers only the
rank of the individual. Due to a huge volume of the table,
standard deviations have been omitted and only classical
NSGA-II, best variant of NTGA and DEGR approaches have
been presented - table II. Additionally averaged results have
been gathered and are presented in table I.

The increased size of the tournament improved all measures
and standard deviations. Clone prevention method has a posi-
tive effect on average results but increases standard deviation.
Checking crowding distance is not crucial when used with
clone prevention method. This approach resulted in a better

TABLE I: Comparison of averaged results for all methods

ED HV PFS
avg std avg std avg std
NSGA-II 0.2720  0.0059 | 0.5506 0.0041 | 138.44 1591
NTGA 0.2677  0.0079 | 0.5280 0.0067 | 75.068  22.65
NSGA-II(t5,pc) | 02764  0.0059 | 0.5668  0.0029 | 170.32 15.36
NTGA(t4,pc,r) 0.2575  0.0061 | 0.5446  0.0054 | 199.60 54.67
DEGR([8] 0.2743  0.0066 | 0.5708  0.0022 55.64 5.81

convergence, represented by E'D, a bit lower diversity, repre-
sented by HV, but average PF'S has dramatically increased.
Interestingly NSGA-II(t6,pc) has achieved the highest PF'S
for most instances, but NTGA(t6,pc,r) has achieved the best
PFS. 1t is caused by the fact, that their results were very
close, but the latter has achieved a huge lead on a couple of
instances. DEGR approach achieved relatively low £ D and the
worst PF'S of all investigated methods but at the same time
the best HV. It is caused by the fact, that it was executed
multiple times with various weight values, which allowed for
searching different parts of solution space and is connected
with the fact that DEGR achieved the best edge values.

VII. CONCLUSIONS AND FUTURE WORK

This paper presents how a single and a multi-objective
approaches are capable of exploring the space of MS—RCPSP.
It’s been shown that a classic Pareto approach (NSGA-II) has a
much better efficiency concerning convergence, however, lack
diversity of DEGR - it’s worth noting that DEGR has been
executed multiple times with different weights. A modified
selection operators and a clone prevention method have been
presented and experiments have shown that they are capable
of further increasing efficiency of NSGA-II.

Two potential directions for future work can be considered.
On the one hand, an initial population, which better covers the
solution space could improve achieved results. On the other
hand, the selection method, which rewards better spread of
individuals could occur the more diverse PF.

The used DEGR approach is hybridized with a Greedy
Algorithm, which potentially is a bottleneck for the method.
A very promising direction would be to remove the Greedy
Approach and let an Evolutionary Algorithm take its place.
In this co-evolutionary approach, there would be populations
communicating with each other - one would assign the task
to resources, while other would assign timestamps to tasks.
DEGR has proven to be an effective method for single—
objective optimization. As an extension of these works, DEGR
could be introduced dominance relation and PF concept to
compete with existing multi-objective methods even better.
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TABLE II: Summary of achieved results for all instances, for NSGA-II, NTGA(t6,pc,r) and DEGR

NSGA-II NTGA(t4,pc,r) DEGR]8]
Dataset ED HV PFS ED HV PFS ED HV PFS
100_10_26_15 0.35271 0.54870 87.63333 0.32815  0.55718 128.23333 | 0.35941 0.57701 65.36667
100_10_27_9_D2 0.22198  0.50687 85.23333 0.21294  0.49899 84.50000 | 0.25224  0.53003 59.20000
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100_20_22_15 0.18120  0.68286 50.43333 0.16505  0.69295 70.70000 | 0.19414  0.70781 44.76667
100_20_23_9_D1 0.14247  0.56986 48.70000 | 0.13125 0.57601 53.96667 0.16323 0.58871 37.26667
100_20_46_15 0.29761 0.61377 54.30000 | 0.26353  0.62906 67.13333 0.29743 0.64431 40.23333
100_20_47_9 0.19554 0.64914 57.86667 0.17999  0.66038 70.93333 0.22001 0.68313 49.13333
100_20_65_15 0.18821 0.66971 41.83333 0.18769 0.67120 51.36667 0.19160 0.67018 17.36667
100_20_65_9 0.28556  0.62284 61.53333 0.26752  0.63342 79.00000 | 0.28575 0.66536 51.13333
100_5_20_9_D3 0.31961 0.39914  211.66667 0.41975 0.39247 1436.13333 | 0.32627  0.40919 81.70000
100_5_22_15 0.29908  0.32875 139.40000 | 0.29949  0.32851 425.80000 | 0.29706  0.32998 37.00000
100_5_46_15 0.31338 0.21446  408.23333 0.31875 0.21189 1054.56667 | 0.28728 0.21874 54.20000
100_5_48_9 0.33326  0.16053 366.20000 | 0.31288  0.15300 298.63333 0.31593 0.16404 57.00000
100_5_64_15 0.35073 0.33845 196.70000 | 0.34073  0.32949 167.46667 0.35407  0.34478 65.66667
100_5_64_9 0.41493 0.45878 313.23333 0.41841 0.45375 1649.30000 | 0.43884  0.46434 63.73333
200_10_128_15 0.26315 0.59973 83.13333 0.25873  0.59596 81.76667 0.26908  0.61335 58.56667
200_10_135_9_D6 | 0.23999  0.35931 78.40000 | 0.23323 0.35222 65.53333 0.28168  0.38303 37.50000
200_10_50_15 0.19365 0.69882 72.50000 | 0.18237 0.69948 85.43333 0.20545 0.72625 65.23333
200_10_50_9 0.34110  0.56584 122.93333 0.30567 0.57388 138.96667 0.34149  0.62752 105.60000
200_10_84_9 0.23396  0.60410 90.96667 0.22055 0.61050 105.43333 0.24512  0.64830 82.53333
200_10_85_15 0.49872  0.42401 118.83333 047776  0.42717 113.63333 0.47468  0.46807 74.93333
200_20_145_15 0.30754  0.54307 75.36667 0.27912  0.56445 84.90000 | 0.28282  0.60734 60.60000
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Abstract—Evolutionary algorithms are optimization methods
inspired by natural evolution. They usually search for the optimal
solution in large space areas. In Evolutionary Algorithms it is
very important to select an appropriate balance between the
ability of the algorithm to explore and exploit the search space.
The paper presents a hybrid system consisting of a Genetic
Algorithm and an Evolutionary Strategy designed to optimize
the function of many variables. In this system, we combined the
ability of the Genetic Algorithm to explore the search space and
the ability of the Evolutionary Strategy to exploit the search
space. Optimization performed by the Genetic Algorithm and
the Evolutionary Strategy runs at the same time, so it is possible
to perform parallel computations. The results of the experiments
suggest that the proposed system can be an effective tool in

solving complex optimization problems.

VOLUTIONARY Algorithms (EA) are widely used in
Esolving complex problems of optimization. This is a
group of methods inspired by observation of nature. These
methods are based on the principles of natural selection of
living organisms developed by Charles Darwin. According to
this principle, well-adapted individuals have more chances of
survival - and transfer of their genetic material to the next gen-
eration. A list of terms which are used to describe Evolutionary
Algorithms is closely related to genetics and evolution. The
Evolutionary Algorithm processes the population of individu-
als (each individual in the form of a chromosome represents a
potential solution to the problem). The Evolutionary Algorithm
works in certain environments, which can be defined on the
basis of the problem solved by the algorithm. Depending on
how much a given individual (ie. chromosome) is adapted to
the environment in which it is located, a numeric value that
determines the quality represented by its solution is assigned
to it. This number is called fitness of the individual and is a
major factor that describes the ability of an individual to act
as a parent for the next generation of population. Evolutionary
Algorithms do not guarantee finding the global optimum, but
generally provide a good enough solution in an acceptable
period of time. Hence, the main use of these algorithms is
in very sophisticated problems in a large search space for
which there are no specialized techniques. A characteristic
feature of Evolutionary Algorithms is that in the process
of evolution they do not use the knowledge specific for a
given problem, except for the fitness function assigned to
all individuals. The Evolutionary Algorithm must keep the

I. INTRODUCTION
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right balance between exploration and exploitation of the
search space. Exploration is the process of searching for a
new region of a search space where an optimum can exist.
Exploitation is the process of searching for regions within
the neighborhood of previously visited points. Examples of
Evolutionary Algorithms are Genetic Algorithms (GA) and
Evolutionary Strategies (ES).

The Genetic Algorithm is an optimization method that
simulates the process of natural evolution. The GA uses the
mechanism of natural evolution (selection, mutation, cross-
over of individuals and reproduction). The individuals of the
GA could be coded by binary strings (binary representation),
real numbers (a real number representation) or composite
structures of genes. The main parameters of the GA, affecting
the ability to explore and exploit of the search space, are
probability of selection and probability of mutation. The type
of cross-over and mutation operators are very important.
Reproduction in GAs is closely related to maintaining the
diversity of the population, the selection pressure and avoiding
premature convergence to the local optima. In Genetic Algo-
rithms the exploitation is done through the selection process.
Cross-over and mutation are both methods of exploring the
search space. Very important problem is always finding the
right balance between exploration and exploitation. If the
exploration ability is too large, the algorithm can get stuck
in the local optima. If the exploration ability is too large, the
algorithm will waste time on poor solutions and cannot focus
on solutions found till now.

More information on Genetic Algorithms can be found in
publications [3][5][7].

Evolution Strategies uses primarily mutation and selection
as search operators. These operators are applied in a loop
until the termination criterion is met. ES are based on the
principle that small changes have small effects. The mutation
is usually performed by adding a normally distributed random
value to each individual’s genes. After a certain number of
fitness function calls or a number of generations, it is essential
to adjust the parameters of mutation. At first, the ratio of
successful mutations over all mutations is evaluated. If the
ratio is less than the specified threshold, the mutation parame-
ters are increased to obtain greater diversity of individuals. If
the ratio is greater than the specified threshold, the mutation
parameters are decreased to increase the accuracy of the search
and accelarate the convergence of the algorithm. The simplest
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Evolution Strategy (1 + 1) — ES operates on a population
of two individuals: the current point (a parent) and the result
of its mutation (a child). If the child’s fitness is equal to or
better than the parent’s fitness, the child becomes the parent
in the next generation. Otherwise, the new child is created in
the next loop. In strategy (I + A\) — ES, A children can be
generated and compete with the parent. In (1, A) — ES the
best child becomes the parent in the next generation while
the current parent is always disregarded. Evolution Strategies
(u/p+, A) — ES can use the population of p parents and also
recombination as an additional operator. This makes them less
prone to get stuck in the local optima.

More information on Evolution Strategies can be found in
publications [1][2].

Hybrid intelligent system is a system which employs, in
parallel, a combination of methods and techniques from arti-
ficial intelligence subfields, for example Genetic Algorithms,
the Fuzzy Logic, Artificial Neural Networks etc. Such systems
are able to take advantage of the methods and techniques of
artificial intelligence while avoiding their disadvantages. They
can be used to improve effectiveness of the methods or where
simple methods do not produce the expected results.

Hybrid intelligent systems using artificial intelligence meth-
ods can be used in different optimization problems, for ex-
ample in multiobjective optimization [10] [11], Connected
Facility Location Problem [12] or Clustering Problem [13].

II. PROBLEM FORMULATION

Optimization is the process of finding the greatest or the
smallest value. The Function Optimization Problem (FOP) is
a problem in which certain parameters (variables) need to
be determined to achieve the best measurable performance
(objective function) under given constraints. For function
f(z), called the objective function, that has a domain of real
numbers of set .S, the maximum optimal solution occurs where
f(zo) > f(z) over set S and the minimum optimal solution
occurs where f(zg) < f(z) over set S.

Formally, optimization is the minimization or maximization
of a function subject to constraints on its variables. Let’s
denote:

- x is the vector of variables (parameters);

- f(z) is the objective function that we want to maximize
or minimize;

- ¢ is the vector of constraints that the variables must
satisfy. It may consist of several restrictions that we place
on the variables.

The function optimization problem (e.g a function maximiz-
ing problem) can be stated as follows:

mazx  f(x)
subject to: ¢; <O fori=1,2,....k
xeS

D

where:
- & = [z1,29,23,...,T,] € R;n € N - is an n-dimensional
vector of decision variables,
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- f(x) - is the objective function of variables x,
- ¢;(x) - are constrains,
- S - the search area.

The FOP problem can be used as a benchmark for testing
optimization methods. Various methods of solving the FOP
are discussed in literature, for example [4][6].

III. THE PROPOSED MULTIEVOLUTIONARY SYSTEM

Genetic Algorithms use cross-over and mutation opera-
tors to search the space for possible solutions. One of the
drawbacks of Genetic Algorithms is low efficiency in the
final search stage. The Evolutionary Strategy uses primarily
mutation and selection operators. Evolutionary Strategies are
at risk of getting stuck in sub-optimal solutions. The proposed
system (GA-ES) consists of a Genetic Algorithm and an
Evolutionary Strategy. It combines the ability of a GA to find
the areas of possible optima and the ability of ESs to quickly
converge to the optima. Both of them are types of Evolutionary
Algorithms and can use the same individuals’ representation,
operators of selection and mutation.

In the system, both algorithms start with the same initial
population and work in parallel. After a predeterminated num-
ber of generations, the best individuals from both algorithms
will be compared. Depending on the result of this comparison,
transposition of individuals between the algorithms may be
performed:

- if the best individual in the GA is better than the best
individual in the ES, then the new area of the optima is
found. The best individual in the GA replaces the parent
in the ES.

- if the best individual in the ES is better than the best
individual in the GA, then it means that a new optimal
solution is found as a result of the ES. The best indi-
vidual in the ES replaces the worst individual in the GA
population.

The system block diagram is shown in Figure 1.

IV. COMPUTATIONAL EXPERIMENT

The goal of our experiments is verification of the idea of
the hybrid multievolutionary algorithm in solving the function
optimization problem. We used functions of a wide range of
complexity in a diverse environment. For tests we used a set
of 3 functions:

- f1(z1,z2) - an easy function of two variables (similar
to cosinemixture [14] function). The function has many
local optima and was used for testing the algorithm’s
ability to find the global optimum. The function is given
by formula:

fl(z1, x2) = (sin(z1)+0.6%sin(20%z1))*sin(x2) (2)

where:

3

T1,T2 € (0777)

The value of maximum 1.6 at point (7/2, 7/2).
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- f2(z1,%2,...,410) - the function of multiple variables
(similar to alpine2 [14] function). A low inclined func-
tion, used for testing the ability of the algorithm to
determine the exact solution. The function is given by
formula:

10
f2(z1, 29, ...,210) = H sin(x;) %)
i=1
where:
T1,T2,..., 210 € (0,7) (5)
The value of maximum 1 at point

(w/2,7w)2,7/2,7/2,7)2,7w)2,7)2,7)2,7/2,7/2).

- f3 - the function proposed in [9]. It is a sophisticated
function with many local optima with different values,
which permits to estimate the ability of the algorithm to
solve difficult optimization problems. The first generation
of individuals was placed in the local optimum (point [5,
5]). The algorithm should find the total optimum (point
[50, 50]), avoiding the local optima. The function is given
by formula:

7
f3(@,a2) = 3 hy e (@) Heme)?® ()
1
where: hl = 1.57h2 = 17h3 = 1,h4 = 17h5 = 27h6 =
2, hy =25
M1 = o = p3 = pa = 15 = pg = pr = 0.01
(x11,212) = (5,5), (w21, 222) = (5,30), (w31, 732) =
(25, 25), ($41, .T42) = (307 5), (.75’517 1’52) =
(50, 20), (ZE61, 3362) = (20, 50), (ZE71, I72) = (50, 50)

0.014

Fig. 2. Function f3
TABLE I
THE AVERAGE TIME AND NUMBER OF FITNESS FUNCTION CALLS NEEDED
TO REACH THE PREDETERMINED VALUE OF THE OPTIMIZED FUNCTION

The predeter- SGA GA-ES
Func- mined value Time | The number | Time | The number
tion of algorithm [s] of fitness [s] of fitness
termination function function
calls calls
f1 1.596 0.210 37960 0.092 3978
2 0.999 1.378 80158 0.480 8450
3 2.499 0.307 56940 0.072 7124

The value of maximum 2.5 at point (50,50).

The function f3 is shown in Figure 2.

The values of parameters of the Genetic Algorithm and the
Evolution Strategy was fixed during the initial experiments. In
the experiments we accepted the following values of parame-
ters of the Genetic Algorithm:

- the genes of individuals are represented by real numbers,
- the probability of cross-over = 0.8,

- the probability of mutation = 0.15,

- the number of individuals in the population = 25.

For the Evolutionary Strategy, model (1+1) — E.S was chosen
and the mutation performed by adding a number generated
randomly according to normal distribution.

The best individuals from both algorithms were compared
after every 50 generations and, depending on the result of
this comparison, transposition of individuals was performed
between the algorithms. The system was stopped when the best
individual reached the predetermined value of the optimized
function.

In the experiment, we compared the results of the proposed
GA-ES and the standard genetic algorithm (SGA) described
in [8], and adapted it to optimize the test functions. Each
algorithm was executed 10 times on a standard PC computer
(CPU: Intel i3, RAM: 8GB, Windows 10 operating system).
Table 1 shows the average time and number of fitness function
calls needed to reach the predetermined value of the optimized
function.

The graph in Figure 3 shows the average running time of the
Genetic Algorithm (SGA) and the proposed system (GA-ES).

The graph in Figure 4 shows the average number of fit-
ness function calls in the Genetic Algorithm (SGA) and the
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Fig. 3. The average running time of the Genetic Algorithm (SGA) and the
proposed system (GA-ES)
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Fig. 4. The average number of fitness function calls in the Genetic Algorithm
(SGA) and the proposed system (GA-ES)

proposed system (GA-ES).

V. CONCLUSIONS

The proposed Genetic Algorithm-Evolution Strategy sys-
tem was able to find a solution near the optimum for all
tested functions. Optimization of function F2 (a low inclined
function) has shown that the system has greater convergence
and accuracy in comparison to the SGA. Optimization of
function F3 (a sophisticated function with many local optima)
has shown that the system is more resistant to premature
convergence to the local optimum compared to the ES.

PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017

The GA-ES running time on a PC was very short (less than
2 seconds). The time was 56, 65 and 76 percent shorter than
the running time of SGA for function f1, f2 and f3 respectively.

The number of fitness function calls in GA-ES system was
decreased by nearly 90 percent in relation to the number of
fitness function calls in the SGA.

In the proposed system it is possible to perform parallel
calculations by the Genetic Algorithm and the Evolutionary
Strategy, eg. by using multiple processors or processor cores.

The proposed system is an efficient tool for solving function
optimization problems. It could be used for solving very wide
range of optimization problems.
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Abstract—There is an overwhelming variety of multimedia
ontologies used to narrow the semantic gap, many of which are
overlapping, not richly axiomatized, do not provide a proper
taxonomical structure, and do not define complex correlations
between concepts and roles. Moreover, not all ontologies used
for image annotation are suitable for video scene represen-
tation, due to the lack of rich high-level semantics and
spatiotemporal formalisms. This paper presents an approach
for combining multimedia ontologies for video scene represen-
tation, while taking into account the specificity of the scenes to
describe, minimizing the number of ontologies, complying with
standards, minimizing reasoning complexity, and whenever
possible, maintaining decidability.

[. INTRODUCTION

N THE last 15 years, narrowing the notorious semantic

gap in video understanding has very much been neglected
compared to image interpretation [1]. For this reason, most
research efforts have been limited to frame-based concept
mapping so that the corresponding techniques could be ap-
plied from the results of the research communities of image
semantics. However, these approaches failed to exploit the
temporal information and multiple modalities typical to vid-
€os.

Most domain ontologies developed for defining multime-
dia concepts with or without standards alignment went from
one extreme to the other; they attempted to cover either a
very narrow and specific knowledge domain that cannot be
used for unconstrained videos, or an overly generic taxon-
omy for the most commonly depicted objects of video data-
bases, which do not hold rich semantics.

Further structured data sources used for concept mapping
include commonsense knowledge bases, upper ontologies,
and Linked Open Data (LOD) datasets. Very few research
have actually been done to standardize the corresponding
resources, without which combining low-level image, audio,
and video descriptors, and sophisticated high-level de-
scriptors with rule-based video event definitions cannot be
efficient. An early implementation in this field was a core
audiovisual ontology based on MPEG-7, ProgramGuideML,
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and TV Anytime [2]. A more recent research outcome is the
core reference ontology VidOnt,' which aims to act as a
mediator between de facto standard and standard video and
video-related ontologies [3].

II. PROBLEM STATEMENT

Despite the large number of multimedia ontologies men-
tioned in the literature, there are very few ontologies that
can be employed in video scene representation. Most prob-
lems and limitations of these ontologies indicate ontology
engineering issues, such as lack of formal grounding, failure
to determine the scope of the ontology, overgeneralization,
and using a basic subset of the mathematical constructors
available in the implementation language [4]. Capturing the
associated semantics has quite often been exhausted by
creating a taxonomical structure for a specific knowledge
domain using the Protégé ontology editor,” and not only
domain and range definitions are not used for properties, but
even the property type is often incorrect.

As a result, implementing multimedia ontologies in video
scene representation is not straightforward. For this reason,
a novel approach has been introduced, which captures the
highest possible semantics in video scenes.

III. TOWARDS A METHODOLOGY FOR COMBINING
MULTIMEDIA ONTOLOGIES FOR VIDEO SCENE
REPRESENTATION

The representation of video scenes largely depends on the
target application, such as content-based video scene re-
trieval and hypervideo playback. Hence, the different re-
quirements have to be set on a case-by-case basis. Never-
theless, there are common steps for structured video annota-
tion, such as determining the desired balance between ex-
pressivity and reasoning complexity, capturing the intended
semantics for the knowledge domain featured in the video or
required by the application, and standards compliance. The
proposed approach guides through the key factors to be con-

" http://vidont.org
? http://protege.stanford.edu
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sidered in order to achieve the optimal level of semantic
enrichment for video scenes.

A. Intended Semantics

In contrast to image annotation, in which the intended se-
mantics can typically be captured using concepts from do-
main or upper ontologies, the spatiotemporal annotation of
video scenes requires a wide range of highly specialized on-
tologies.

The numeric representation of audio waveforms, the edg-
es, interest points, regions of interest, ridges, and other visu-
al features of video frames and video clips employ low-level
descriptors, usually from an OWL mapping of MPEG-7’s
XSD vocabulary. They correspond to local and global char-
acteristics of video frames, and audio and video signals,
such as intensity, frequency, distribution, pixel groups, and
low-level feature aggregates, such as various histograms and
moments based on low-level features. Some examples for
audio descriptors include the zero crossing rate descriptor,
which can be used to determine whether the audio channel
contains speech or music, the descriptors of formants pa-
rameters, which are suitable for phoneme and vowel identi-
fication, and the attack duration descriptor, which is used for
sound identification. Two feature aggregates frequently used
for video representation are SIFT (Scale-Invariant Feature
Transform), which is suitable for object recognition and
tracking in videos [5], and HOF (Histogram of Optical
Flow) [6], which can be used for, among others, detecting
humans in videos. The most common motion descriptors
include the camera motion descriptor, which can character-
ize a video scene in a particular time according to profes-
sional video camera movements, the motion activity de-
scriptor, which can be used to indicate the spatial and
temporal distribution of activities, and the motion trajectory
descriptor, which represents the displacement of objects
over time.

The MPEG-7 descriptors can be used for tasks such as
generating video summaries [7] and matching video clips
[8], however, they do not convey information about the
meaning of audiovisual contents, i.e., they cannot provide
high-level semantics [9]. Nevertheless, MPEG-7 terms can
be used for low-level descriptors. However, using partial
mappings of MPEG-7 limits semantic enrichment, because
video representation requires a wide range of multimedia
descriptors. Therefore, an ontology supporting only the vis-
ual descriptors of MPEG-7, such as the Visual Descriptor
Ontology (VDO) [10], for example, omits audio descriptors
that can be used for describing the audio channel of videos.
In fact, even a complete mapping of MPEG-7 does not guar-
antee semantic enrichment, such as the ones created via a
transparent XSD-OWL translation (e.g., Rhizomik),* partic-
ularly when the mathematical constructors are not exploited
to their full potential [11].

3 http://rhizomik.net/ontologies/2017/05/Mpeg7-2001.owl
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Common high-level video concepts can be utilized from
Schema.org.* For example, generic video metadata can be
provided for video objects using schema:video and
schema:VideoObject. Movies, series, seasons, and epi-
sodes of series can be described using schema:Movie,
schema:MovieSeries, schema:CreativeWorkSeason,
and schema:Episode. Analogously, video metadata can be
described using
schema:inLanguage, and similar properties. Rich video
semantics can be described using specialized ontologies,
such as the STIMONT ontology, which can capture the
emotional responses associated with videos [12]. The use of
more specific high-level concepts depends on the knowledge
domain to represent, and often includes Linked Data [13].

schema:duration, schema:genre,

Criteria

Al. The ontology or dataset captures the intended seman-
tics or the semantics closest to the intended semantics
in terms of concept and property definitions.
The terms to be used for annotation are defined in a
standardized ontology or dataset. If this is not availa-
ble, or there are similar or identical definitions avail-
able in multiple ontologies or datasets, the choice is
determined by the following precedence order: 1)
standard, 2) standard-aligned, 3) de facto standard, 4)

proprietary.

A2.

B. Quality of Conceptualization

Another important consideration beyond capturing the in-
tended semantics is the quality of conceptualization. For
example, the MPEG-7 mappings known for the literature
transformed semistructured definitions to structured data,
but this did not make them suitable for reasoning over visual
contents. Since MPEG-7 provides low-level descriptors,
their OWL mapping does not provide real-world semantics,
which can be achieved through high-level descriptors only.
The MPEG-7 descriptors provide metadata and technical
characteristics to be processed by computers, so their struc-
tured definition does not contribute to the semantic enrich-
ment of the corresponding multimedia resources. To demon-
strate this, take a closer look at a code fragment of the Core
Ontology for Multimedia (COMM):?

<owl:Class rdf:about="#cbac-coefficient-14">
<rdfs:comment rdf:datatype="é&xsd;string"
>Corrresponds to the &quot;CbACCoefflds#8221;
element of the &quot;ColorLayoutType&quot;
(part 3, page 45)</rdfs:comment>
<rdfs:subClassOf>
<owl:Class rdf:about="#cbac-crac-
coefficient-l4-descriptor-parameter"/>
</rdfs:subClassOf>
<rdfs:subClassOf>

4 https://schema.org
5 http://multimedia.semanticweb.org/COMM/visual.owl
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<owl:Class rdf:about="&pl;unsigned-5-
vector-dim-14"/>
</rdfs:subClassOf>
</owl:Class>

This part of the ontology is related to the color layout de-
scriptor (CLD) of MPEG-7, which is used for capturing the
spatial distribution of colors in images. To compute the
CLD, RGB images are typically converted to the YCbCr
color space, partitioned into 8x8 subimages, after which the
dominant color of each subimage is calculated. Applying the
discrete cosine transform (DCT) of the 8x8 dominant color
matrix to the luminance (Y), the blue chrominance (Cb), and
the red chrominance (Cr) results in three sets of 64 signal
amplitudes, i.e., DCT coefficients DCTY, DCTCb, and
DCTCr. The DCT coefficients can be grouped into two cat-
egories: those with a waveform mean value of 0 and those
that have non-zero frequencies (DC and AC coefficients).
Finally, the DCT coefficients are quantized and zig-zag
scanned. This means that the cbac-coefficient-14
listed above is suitable for the representation of blue chro-
minance AC coefficients, which can be used, among others,
to filter video keyframes [14], however, they do not convey
high-level semantics about the visual content. The cbac-
is defined in COMM as a
subclass of cbac-crac-coefficient-l4-descriptor-
parameter and unsigned-5-vector-dim-14, neither of
which correspond to any real-world object class.
Apparently, these coefficients would have been better
defined as roles rather than concepts to enable them to hold
the corresponding values. In this case, the OWL definitions
do not advance the corresponding XSD vocabulary
definitions with richer semantics, due to the previous
modeling issues and the limited use of mathematical
constructors in the implementation language.

Beyond the aforementioned OWL mappings of MPEG-7
that suffer from design issues, there is a more advanced
MPEG-7 ontology, which does not inherit conceptual ambi-
guity issues from the standard and has been implemented in
OWL 2.° This ontology has been grounded using a descrip-
tion logic formalism, covers the entire range of concepts and
properties of MPEG-7 with property domains and ranges,
and complex role inclusion axioms. Also, it captures correla-
tions between properties.

coefficient-14 class

Criteria

B1. The ontology to be used correctly conceptualizes the
terms related to the scene and has a correct taxonom-
ical structure.

B2. The ontology is axiomatized in a way that it can be
used for reasoning.

B3. The ontology provides rich semantics for the con-
cepts and/or events.

® http://mpeg7.org

C. Specificity
Video scene representation employs not only domain ontol-
ogies, but also upper ontologies, application ontologies,
commonsense ontologies, and core reference ontologies. For
example, the Large Scale Concept Ontology for Multimedia
(LSCOM) collects high-level concepts commonly depicted
in videos (based on the comprehensive TRECVID dataset),
however, many of the concepts are too general for precise
high-level video scene descriptions. Also, video contents are
not limited to concepts, and there are no events defined in
LSCOM. The Linked Movie Database’ is too specific, and
can be used only for categorizing Hollywood movies, and
even for this intended application it is not comprehensive
enough.

The four fundamental ontologies that can be employed in
video representation, and are imported by several higher-
level video ontologies, are the SWRL Temporal Ontology,?
the Event Ontology,’ the Timeline Ontology,'° and the Mul-
titrack Ontology.!!

There are many common terms that are defined by multi-
ple ontologies (which is discouraged according to Semantic
Web best practices [15]), sometimes with a slightly different
name. These have to be assessed, and it has to be determined
whether the represented concept or role corresponds to the
same real-world entity or property. This should not be con-
fused with those terms that are similar, but have been de-
fined for different application scenarios, such as
dc:creator and foaf:maker.'?

Criteria

C1. The ontology clearly falls into one of the standard
ontology categories.

C2. The ontology terms are not overly generic.

C3. Specific ontology terms are used from a highly spe-
cialized domain ontology or application ontology.

C4. The ontology terms used for annotation are defined
by only one ontology or dataset. If there are similar
or identical definitions available in multiple ontolo-
gies or datasets, the choice is determined by the fol-
lowing precedence order: 1) standard, 2) standard-
aligned, 3) de facto standard, 4) proprietary.

D. DL Expressivity

A common issue with multimedia ontologies is the lack of
formal grounding, which is crucial not only for capturing the
intended semantics, but also to reach high levels of, or max-
imize, reasoning potential. For example, the Visual De-

7 http://www.linkedmdb.org

8 http://swrl.stanford.edu/ontologies/built-ins/3.3/temporal.owl

° http://purl.org/NET/c4dm/event.owl#

10 http://purl.org/NET/c4dm/timeline.owl#

' http://purl.org/ontology/studio/multitrack

12 For creators described using a string literal, and without domain and
range, dc:creator should be used, while foaf:maker is ideal for
those creators who are identified by a URL
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scriptor Ontology (VDO),'3 which was published as an “on-
tology for multimedia reasoning” [16] has a very low DL
expressivity (corresponds to AL). This prevents capturing
the correlation of classes and properties. In fact, VDO has
fundamental problems with its concept definitions. For ex-
ample, colorSpace is defined as an object property using
the class ColorSpaceDescriptor as the range:

<owl:0ObjectProperty
rdf:about="&VDO;colorSpace">
<a:comment></a:comment>
<a:range
rdf:resource="&VDO;ColorSpaceDescriptor"/>
<a:subPropertyOf
rdf:resource="&VDO; DEFAULT ROOT RELATION"/>
<a:domain
rdf:resource="&VDO; DominantColorDescriptor"/>
</owl:0ObjectProperty>

Depending on the granularity of the ontology, color
space could be defined as a concept instantiated with indi-
viduals, or a datatype property with all the permissible string
values enumerated.'* In VDO, neither of these is the case,
and colorSpace is an object property, despite that it does
not define a relation between classes or individuals. Moreo-
ver, there is no formal definition provided in VDO about the
color spaces defined in the MPEG-7 standard the ontology is
based on. Without rich semantics, no simple statements can
be inferred, let alone complex statements, therefore VDO
has a very limited potential in multimedia reasoning.

While one might argue that many ontologies have a low
expressivity by design (in order to be lightweight and com-
putationally cheap to reason over), in most cases low expres-
sivity is the result of limiting the ontology to a taxonomical
structure, which prevents advanced reasoning altogether.

Criteria

D1. The ontology is formally grounded.

D2. The ontology exploits all the mathematical construc-
tors needed to formally describe constraints, complex
roles, and correlations, rather than providing a class
hierarchy and roles only.

D3. The ontology is as lightweight as possible.

D4. The ontology is underpinned by a decidable formal-
ism.

E. Standards Alignment

While international standards should be preferred over pro-
prietary implementations, even [SO-standard-based ontol-
ogies are most often exposed through a nonstandard name-
space URI, and standards alignment is often partial only.

1% https://github.com/gatemezing/MMOntologies/blob/master/
ACEMEDIA/acemedia-visual-descriptor-ontology-v09.rdfs.owl

4 In MPEG-7, the following color spaces are supported: RGB, YCbCr,
HSV, HMMD, and Monochrome. Linear transformation matrix with
reference to RGB is also allowed.
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General video metadata, such as title and language, can be
represented using Dublin Core (ISO 15836-2009).!5 Low-
level image, audio, and video descriptors can be annotated
using the aforementioned MPEG-7 (ISO/IEC 15938).!¢

The most common de facto standards used in structured
video annotations are W3C’s Ontology for Media Re-
sources,'” DBpedia,'® and the aforementioned Schema.org.

Criteria

E1. The ontology defines terms according to the corre-
sponding standard specification and schema, and
does not redefine them if an official ontology file is
available.
Standardized terms are used via the standard or, if
this is not available, the de facto standard name-
space URL.
The ontology from which standardized terms are
used covers the entire vocabulary of the standard

with all datatypes and constraints adequately de-
fined.

E2.

E3.

F. Namespace and Documentation Stability

Many of the multimedia ontologies mentioned in the liter-
ature do not have a reliable namespace, making video anno-
tations obsolete if the namespace becomes unavailable. A
best practice to prevent this is to use a permanent URL, such
as PURL," which corresponds to a pointer that can be
changed if the ontology file is moved. Another issue regard-
ing ontology namespaces is that many of the namespace
URLs are symbolic URLs only.

Criteria
F1. The namespace URL of the ontology to be used is
preferably an actual web address (not a symbolic
URL) and by using content negotiation, it
a. serves the machine-readable ontology file
(RDFS or OWL) to semantic agents, and
b. serves a human-readable description of the
ontology to web browsers (HTMLYS).
F2. The ontology namespace URL is a permanent URL.
F3. The human-readable content behind the URL is a
comprehensive and up-to-date documentation of the
ontology that reveals the intended implementation for
each ontology term.

G. Spatiotemporal Annotation Support

Although the mathematical constructors available in OWL 2
are not exploited in most multimedia ontologies, and they
can express not only 2D, but also 3D information [17], vid-

15 https://www.iso.org/standard/52142.html
' https://www.iso.org/standard/34230.html
17 https://www.w3.org/TR/mediaont-10/

'8 http://wiki.dbpedia.org/

19 https://archive.org/services/purl/
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eo events require an even higher expressivity than what is
supported by SROZQ®, the description logic underpinning
OWL 2. Rule-based mechanisms, such as SWRL rules, are
proven efficient in expressing video events [18], however,
they often break decidability. Another option to push the
expressivity boundaries is to employ formal grounding with
spatial and temporal description logics, although many of
these are not decidable either [19].

Spatial description logics vary greatly in terms of expres-
sivity, and not all support qualitative spatial representations,
which can address different aspects of space, including to-
pology, orientation, shape, size, and distance. Some spatial
description logics implement a Region Connection Calculus,
such as RCC8 (see ALC(Dxees), for example [20]), while
others, such as ALC(CDC), employ the Cardinal Direction
Calculus (CDC) [21].

Temporal description logics also vary greatly, because
some feature datatypes for time points, others for time inter-
vals or sets of time intervals. Temporal description logics,
such as TL-F and T-ALC, are suitable for the formal repre-
sentation of video actions and video event recognition via
reasoning [22, 23].

Criteria

G1. Spatial annotations employ a formalism that supports
qualitative spatial representation and reasoning.
Temporal annotations use a formalism that allows
both point-based and interval-based annotations.
Spatiotemporal annotations employ a formalism that
supports not only still regions, but also moving re-
gions.
Not only visual, but also audio descriptors are availa-
ble to support video understanding via information
fusion.
If the description of a video scene requires spatio-
temporal annotation, the formalism underlying the
implemented ontology or ontologies is decidable, un-
less this would limit the semantics of the annotation.

G2.

G3.

G4.

GS.

H. Annotation Support for Uncertainty

Video contents are inherently ambiguous. Fuzzy description
logics can be used to express the certainty of the depiction
of concepts [24], events, and video scenes [25]. This can be
achieved by enabling normalized certainty degree values
assigned to objects of fuzzy concepts.

Criteria
H1. The ontology is grounded in a formalism that sup-
ports fuzzy concept and fuzzy role axioms, and de-
fines the associated semantics and interpretation.
H2. The formalism behind the fuzzy ontology is de-
cidable.

H3. The core TBox axioms that represent background
knowledge are formally grounded in a standard de-
scription logic.

IV. EXPERIMENTAL CASE STUDY

To evaluate the efficiency of the proposed approach, ontolo-
gies have been assessed, selected, and implemented for the
spatiotemporal annotation of 10 video scenes, one of which
is briefly presented here.

The iconic scene of the movie “Life of Pi” has been an-
notated with the regions of interest depicting Pi Patel and the
tiger, Richard Parker (see Fig. 1).

AL 4

Fig. 1 Regions of interest coordinates and dimensions in a 4K Blu-Ray
video scene. Movie scene by 20th Century Fox [26]

How the most suitable vocabularies and ontologies have
been selected is demonstrated here via concepts related to
this scene. Searching for vocabularies and ontologies that
contain the corresponding terms is not adequate, because the
ad-hoc selection of vocabularies and ontologies will not give
satisfactory results, even if the selection is limited to high-
quality structured data resources that have been checked for
consistency. The Linked Open Vocabularies (LOV)*
catalogue is maintained to help determine which
vocabularies and ontologies to use for formal descriptions.
Even though the list of rigorous criteria to meet before a
vocabulary or ontology will be listed on LOV assures design
quality [27], it does no guarantee that the best vocabulary
will be selected for a particular scenario. For example, when
searching for the term “video,” the LOV website suggests
OpenGraph in the first, the Library extension of Schema.org
in the second, and the NEPOMUK File Ontology in the third
place. Among these, OpenGraph supports a URL to a video
file without any semantics whatsoever, while the other two
ontologies have not even been available at the time of
writing (404 Not found).

Therefore, the proposed approach complements automat-
ed assessment with human judgment. Table I shows a com-
parison of three ontologies from the literature for represent-
ing the low-level video features of video scenes, namely the
aforementioned VDO, COMM, and the only formally
grounded MPEG-7 ontology, using the proposed approach,
upon which the MPEG-7 Ontology has been selected.

20 http://lov.okfn.org/dataset/lov/
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TABLE L.
COMPARING ONTOLOGIES FOR REPRESENTING VIDEO PROPERTIES
Criterion VDO COMM MPEG-7

Al — — Partially
A2 Priority 2 Priority 2 Priority 1
Bl — — Partially
B2 — — Partially
B3 — — Partially
Cl — - +

C2 + + +

C3 — — —

C4 Priority 2 Priority 2 Priority 1
Dl — — +

D2 - — +

D3 + + +

D4 + + +

El — — +

E2 - - +

E3 — — +

F1 — — +

F2 — — +

F3 — - +

Gl — — +

G2 — — —

G3 + + +

G4 + + +

G5 + + +

H1 — — —

H2 N/A N/A N/A
H3 N/A N/A N/A

By using the criteria of the proposed approach for other
video scene aspects, further ontologies and datasets have
been selected for the video scene representation, including
DBpedia, Schema.org, VidOnt, and the SWRL Temporal
Ontology. For datatype definitions, the XML Schema vo-
cabulary has been used to maximize interoperability. By de-
claring the corresponding namespaces, the background
knowledge has been formalized as follows:

@prefix dbpedia:
<http://dbpedia.org/resource/>

@prefix mpeg-7: <http://mpeg7.org/> .
@prefix rdf: <http://www.w3.0rg/1999/02/22-
rdf-syntax-ns#>
@prefix schema:
@prefix vidont:

<http://schema.org/>
<http://vidont.org/>

dbpedia:Life of Pi (film) a schema:Movie ;
vidont:filmAdaptationOf dbpedia:Life of Pi ;
mpeg-7:Video

dbpedia:Suraj Sharma a schema:Actor
vidont:PiPatel a vidont:MovieCharacter ;
vidont:portrayedBy dbpedia:Suraj Sharma ;
vidont:characterFrom
dbpedia:Life of Pi (film)
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vidont:RichardParker a vidont:MovieCharacter
; vidont:portrayedBy dbpedia:Bengal tiger ;
vidont:characterFrom
dbpedia:Life of Pi (film)

In this case study, the scene description utilized the previ-
ous individuals and highly specific concepts via spatiotem-
poral annotation and moving regions as follows:

@prefix mpeg-7: <http://mpeg7.org/>

@prefix rdf: <http://www.w3.0rg/1999/02/22-
rdf-syntax-ns#>

@prefix temporal:
<http://swrl.stanford.edu/ontologies/built-
ins/3.3/temporal.owl>

@prefix vidont: <http://vidont.org/>
@prefix xsd:
<http://www.w3.0rg/2001/XMLSchema#>

<http://example.com/lifeofpi.mpd#t=1:14:38,1:
14:41> a vidont:Scene ;

vidont:sceneFrom dbpedia:Life of Pi (film) ;
temporal:hasStartTime "01:14:38"""xsd:time ;
temporal:duration "PTOOMO3S"""xsd:duration ;
temporal:hasFinishTime "01:14:41"""xsd:time ;
vidont:depicts vidont:PiPatel ,
vidont:RichardParker
<http://example.com/lifeofpi.mpd#t=1:14:40&xy
wh=690,372,1232,1154> a mpeg-7:MovingRegion ;
vidont:depicts vidont:RichardParker ;
vidont:inFrontOf vidont:PiPatel ; vidont:isIn
dbpedia:Lifeboat (shipboard).
<http://example.com/lifeofpi.mpd#t=smpte:01:
14:40:03> mpeg-7:width
"3840"""xsd:positivelnteger ;

mpeg-7:height "1620"""xsd:positivelnteger
<http://example.com/lifeofpi.mpd#t=1:14:40&xy
wh=2080,138,1036,388> a mpeg-7:MovingRegion ;
vidont:depicts dbpedia:PiPatel ; vidont:isIn
dbpedia:Lifeboat (shipboard)

Note that the spatiotemporal segmentation employs not
only the SWRL Temporal Ontology, but also Media Frag-
ment URI 1.0 identifiers,>! where the URL identifies the
minimum bounding boxes of the regions of interests using
the top left corner coordinates and the dimensions, so that
the media segments are globally unique and dereferencable.

Based on the previous video scene description, reasoners
can infer new, useful information by utilizing axioms of the
vocabularies and ontologies selected using the proposed ap-
proach. For example, based on the statement that
<http://example.com/lifeofpi.mpd#t=1:14:40&xy
wh=690,372,1232,1154> is a moving region, and the
axiom of the MPEG-7 Ontology that defines moving regions
as subclasses of spatiotemporal video segments, it can be
inferred using concept subsumption reasoning, according to
which concept D subsumes concept C with reference to
knowledge base K if and only if C* € D* for all interpreta-
tions Z (that are models of knowledge base K), that
<http://example.com/lifeofpi.mpd#t=1:14:40&xy

2L https://www.w3.org/TR/media-frags/
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wh=690,372,1232,1154> is a spatiotemporal decomposi-
tion, which was not explicitly stated. This could not have
been deducted using terms from VDO or COMM, because
they do not define moving regions at all, let alone doing so
in a taxonomical structure.

More complex information can be automatically inferred
using the RDFS entailment rules,?? the Ter Horst reasoning
rules [28], and the OWL reasoning rules.?* For example,
based on the axiom of the MPEG-7 Ontology that defines
Frame as the domain of the height property and the height
declaration for the screenshot of the Life of Pi video file,
ie.,
mpeg-7:height rdfs:domain mpeg-7:Frame
<http://example.com/lifeofpi.mpd#t=
smpte:01:14:40:03> mpeg-7:height
"1620"""xsd:positivelnteger

and using the OWL 2 reasoning rules for axioms about
properties, it can be automatically inferred that this temporal
video segment corresponds to a video frame, formally,

<http://example.com/lifeofpi.mpd#t=smpte:01:
14:40:03> a mpeg-7:Frame

which was not explicitly stated. Considering that these con-
cepts and roles are not defined in the other MPEG-7-aligned
ontologies, and therefore their reasoning potential would be
inadequate for this scenario, it can be confirmed that the
MPEG-7 Ontology suggested by the presented approach is
the best choice.

V. CONCLUSION

Based on the comprehensive review of the state of the art, an
approach has been proposed to determine the list of DL-
based multimedia ontologies to be used for the annotation of
video scenes while taking into account all major aspects of
ontology implementation. Some of these correspond to core
requirements all selected ontologies have to meet, such as
high-quality conceptualization and having a stable name-
space. For others, such as spatiotemporal annotation sup-
port, it may be adequate if at least one of the ontologies
qualifies. Some video scenes do not require fuzzy concepts.
The integration of multimedia ontologies using the proposed
approach can not only guide through selecting the most ap-
propriate ontologies to obtain the formalism needed to de-
scribe a particular video scene, but also ensures standards
alignment, avoids overgeneralization, eliminates overlap-
ping definitions, and optimizes reasoning complexity.
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Abstract—The paper uses machine learning methods to deal
with the problem of reducing the cost of applying mutation
testing. A method of classifying mutants of a program using
structural similarity is proposed. To calculate such a similarity
each mutant is firstly converted into a hierarchical graph, which
represents the mutant’s control flow, variables and conditions.
Then using such a graph form graph kernels are introduced to
calculate similarity among mutants.The classification algorithm
is then applied for prediction. This approach helps to lower the
number of mutants which have to be executed. An experimental
validation of this approach is also presented.

I. INTRODUCTION

RTIFICIAL intelligence has a long history and has been

successfully applied in different domains. While the
use of artificial intelligence methods in medical applications,
image processing or even art has been widely accepted, the
domain of software engineering has taken longer to start
using such methods. As they are faced with a complex task
of designing, building and testing systems at large scales,
software engineers have started to adopt and use many of the
practical algorithms and techniques that have been proposed
by the Al community. Al algorithms are well suited to such
complex software engineering problems, as they are designed
to deal with one of the most demanding challenges of all; the
replication of intelligent behavior. In particular in software
engineering community three areas of Al are mostly used.
The first one can be described as based on computational
search and optimization techniques (the field known as Search
Based Software Engineering (SBSE). In SBSE based approach,
the aim is to re-formulate software engineering problems as
optimization problems that can then be dealt with by using
search algorithms. This approach has been widely used with
applications from requirements and design to to maintenance
and testing [1], [2].

The other two are related to fuzzy and probabilistic methods
for reasoning in the presence of uncertainty and methods
using classification, learning and prediction algorithms. In
classification and prediction research there has been great
interest in modeling and predicting software production costs
as part of project planning. A wide variety of traditional
machine learning techniques such as artificial neural networks,
cased based reasoning and rule induction have been used for
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example in software project prediction, and defect prediction
[3].

The paper presents a continuation of an ongoing research
on using methods of machine learning to reduce the costs
of applying mutation testing [4], [S]. Mutation testing [6] is a
recognized software testing technique used to support selection
of tests [7], [8]. It provides means and an adequacy measure to
assess the quality of the tests and thus it helps to obtain a suite
of tests being adequate to provide dependable testing results.
Testing results are one of the main sources of information used
to establish the degree to which a developed system meets
certain requirements and to decide whether the system is ready
to be deployed or should undergo further improvements.

The concept behind mutation testing is fairly simple, yet
it yields useful results. The assessment of the tests quality is
carried out by checking their ability to detect faulty versions
of a tested system [6]. The faulty versions (called mutants)
are generated from the original version of the system (usually
its source code or model) by inserting into a copy of the
original system small syntactic changes, one per mutant, and
then executed with the tests under assessment. When results
of executing a mutant differs from results of executing the
original system for at least one test from the assessed suite
the mutant is considered to be killed by the test otherwise it
stays alive. The ratio of mutants detected (killed) by the tests
to the total number of the generated mutants (called a mutation
score) is considered to be the most reliable measurement of
the tests adequacy [6]. Presence of alive mutants, if they are
not equivalent mutants [8], indicate inadequacy of the assessed
suite that should be dealt with to increase its quality.

Mutation testing is the most reliable test assessment tech-
nique [7], but unfortunately its application can be very time
consuming [8]. The main reason of the problem is a large
number of mutants that are typically generated and executed.
The approaches presented in [5] and in this paper focus on
providing some solution to the problem.

In this paper a classification based approach is proposed
as a tool to lower the cost of software testing with the use
of mutation testing by limiting the number of times a test
suite has to be executed. The approach proposed is based
on the structural similarity of mutants. To calculate such a
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similarity each mutant is firstly converted into a hierarchical
graph, which represents the mutant’s control flow, variables
and conditions. Then using such a graph form graph kernels
are introduced to calculate similarity among mutants. The
kernels are then used in predicting whether test suite, provided
for the program, would detect (kill) a given mutant or not.
The classification algorithm is then applied for prediction This
approach helps to lower the number of mutants which have
to be executed. Moreover, as the similarity calculations have
to be done only once for a given set of mutants, they can be
used for any new test suite developed for the same system.
An experimental validation of this approach is also presented
in this paper. An example of a program used in experiments
is described and the results obtained, especially classification
errors, are presented.

II. RELATED WORK

Mutation testing was originally introduced to assess tests
ability to detect faults in programs [6], but with the time
its application area has expanded. It is currently used at
both, implementation and model level, to assess the quality
of existing test suites, to improve such suites or to generate
new ones [9], [10], [11], [12], [14], [15], [16]. Mutation testing
provides a very reliable measurement of a test quality [7]. The
effectiveness of the technique can be partially attributed to
the systematic and unbiased way of generating the mutants
by applying so called mutation operators [6]. The mutation
operators controlling the mutants generation process are rules
that specify syntactic changes that can be introduces into
the mutated artifact and the elements that can be changed,
so that the mutants are executable. However, the number of
mutants generated by applying such mutation operators can
be very large and thus their generation and execution can take
a huge amount of time. Several costs reductions techniques
have been proposed so far. They can be roughly divided into
two groups: approaches targeting the mutants generation phase
(selective mutations [17]) and approaches targeting the mutants
execution phase (e.g. mutant sampling [21], mutant clustering
[20], [19] or parallel processing [18]). A short surveys of costs
reduction approaches can be found in [8].

The approach presented in this paper belong to the second
group and shares some similarities with mutant sampling
and mutant clustering. The mutant sampling, as proposed
by Acree [21] and Budd [22], consists in generating all
mutants and executing only their randomly selected subset.
However, random selection may decrease the reliability of
test assessment results. More sophisticated approaches using
clustering algorithms were proposed by Hussain [19] and Ji
at. all [20]. Ji at. all [20] proposed to weight mutants using a
domain specific analysis, divide them into groups basing on the
weighting results and then execute only some mutants being
representative for the groups. Hussain [19] applied clustering
algorithms to group mutants accordingly to their detectablity
and used the results to minimize a suite of tests.

In our approach the mutants are also first generated, and
then their fraction is selected to be a training group. Only
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mutants belonging to the training group are executed. The
detectability of the remaining mutants is predicted basing on
their similarity to mutants from a training group.

As in our approach the mutants are represented by graphs
to calculate the similarity among them some form of graph
based measure must be used. The problem of graph similarity
has already been the subject of research in various contexts. In
the current literature three major approaches can be observed.

One of the approaches uses mainly standard graph algo-
rithms, like finding a maximal subgraph or, in more recent
years, mining for frequently occurring subgraphs. The ap-
proach based on frequent pattern mining in graph analysis has
been researched mainly within the context of bioinformatics
and chemistry [25], [26], [27], [28]. The main problem with
this approach results from a huge number of frequent substruc-
tures often found what leads to high computational costs.

Other approach is based on transforming graphs into vectors.
This is done by finding some descriptive features in graphs and
enumerating them. A lot of research using this method, called
vector space embedding of graphs, have been done by Bunke
and Riesen [29], [30]. The main benefit of such transformation
of a graph into a vector is the possibility to use standard
statistical learning algorithms. This approach suffers from the
difficulty in finding appropriate features in graphs and then in
enumerating them. It often causes problems similar to those
in frequent pattern mining. Nevertheless, this approach has
successfully been applied in many domain [29].

Finally the use of the theory of positive defined kernels and
kernel methods [29] was proposed, among others, by Kashima
and Gartner [32], [33]. A lot of research is available on the
defining and use of kernels for structured data, including tree
and graph kernels [32], [33], [34], [35], for example the tree
kernels proposed by Collins and Duffy [34] that were applied
in natural language processing.

Considering graphs we have several choices of different
kernels proposed so far. One of them is the so called all
subgraph kernel which requires enumerating all subgraphs of
given graphs and the calculating the number of isomorphic
ones. This kernel is known to be NP-hard [32]. An interesting
group of graph kernels consists of different variants of kernels
based on computing random walks on compared graphs. This
group includes the product graph kernel [30] and the marginal-
ized kernels [33]. These kernels are computable in polynomial
time (O(n%) [30]).

Many of the graphs kernels are based on the so called
convolution kernels proposed by Haussler [37]. The main idea
of these kernels is to use the number of substructures of any
structured object. This approach was extended by Shin et al
[38], who proposed a mapping kernel for tree data.

Currently the main research focus in kernels is on improving
the performance of the kernel algorithms for simple graphs,
mainly in bioinformatics. This paper on the other hand is
focused on the application of kernel methods in software
testing domain.
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III. KERNEL METHODS FOR STRUCTURED DATA

Many of machine learning algorithms require the input data
to be in a vector or matrix format. It is usually assumed
that there is a number of features that can describe a given
problem.In case of classification problems the data for would
contain vectors of values for all the features and a correct
output value. The input can then be divided into training and
test sets used to find the model describing the problem. Un-
fortunately it is not always easy to represent a given problem
in vector format without loosing some internal relationships
within the data. There are situations when some form of
structured representation fits better then a numerical, vector
based data, yet we still would like to use machine learning
algorithms for this problems.

One of the structure that is becoming more and more
important is a graph. There is a wide acceptance of the fact
that it is important to represent some internal relationships in
data in a form of graphs, yet using machine learning approach
in problems where data has a graph representation is rather
limited.

There has been research on transforming graphs into vectors
by finding some descriptive features in graphs and enumerating
them. This approach has been carried out for example by
Bunke and Riesen [29], [30]. The obvious benefit of trans-
forming a graph into a vector is the possibility to use standard
statistical learning algorithms.

Another approach, which allows for the direct use of
structured data is based on the application of kernel methods.
In order to apply kernel methods to structured data objects,
firstly a kernel function between two structured objects must
be defined. However, defining a kernel function is not an easy
task, because it must be designed to be positive semi-definite,
and some ad hoc similarity functions are not always positive
semi-definite.

A. Kernel methods for graph data

In order to use kernel methods for non-vector data a so
called kernel trick is often used. It consists in mapping
elements from a set A into an inner product space S (with
a natural norm), without having to compute the mapping, i.e.
in case of graphs they do not have to be mapped into some
objects in target space S, but only the way of calculating the
inner product in that space is needed. The results of the linear
classification algorithm in target space are then equivalent
with classifications in source space A. To be able to use this
approach and avoid actual mapping the learning algorithms
which need only inner products between the elements (vectors)
in target space are used. Moreover, the mapping has to be
defined in such a way that these inner products can be
computed on the objects in the source t space by means of
a kernel function. To use classification algorithms a kernel
matrix K must be positive semi-definite (PSD) [32], although
there are empirical results showing that some non PSD kernels
may still do reasonably well, if only they well approximate the
intuitive perception of similarity among given objects.

In case of graph data the first kernel was based on compar-
ing all subgraphs of two graphs and then the value of such
a kernel was calculated as the number of identical subgraphs.
This is a very good similarity measure but enumerating all
subgraphs has a high cost. Another approach proposed by
Kashima et all. [33] uses kernel on sequences of labels of
nodes and edges along each path. It is defined as a product
of subsequent edge and node kernels. Computing this kernel
requires summing over an infinite number of paths but it can
be done efficiently by using the product graph and matrix
inversion [32].

A more general approach was proposed by Haussler in the
form of convolution kernels [37], which are a generic method
for different types of structured data, not specific to graph data.
This approach is based on the fact that any structured object
can be decomposed into components, then kernels can be
defined for those components and the final kernel is calculated
over all possible decompositions.

Let X be the space of all possible structures in a given
problem. Formally, for any two points z, y, from the space X,
a convolution kernel is defined by equation 1 :

K@y = Y 3 k),

(z’,z)ER (y',y)ER

ey

where R C X’ x X is a decomposition relation and % is a base
kernel. Haussler [37] proved that if & is positive semi-definite
then also K is positive semi-definite.

By defining X as a set {z’ € X'|(2/, z) € R} the equation
1 can be reformulated into equation 2 :

Z k(' y').

(z,y")eX, XYy

K(z,y) = @)

B. Mapping kernels

Looking at the equation above it can be observed that the
main problem with this approach is that the kernel has to be
computed over the whole cross product of X/ x Yy’ . To deal
with this problem a so called mapping kernel was introduced
by Shin et al.[38]. It has been successfully used for trees and
it allows to limit the calculations to the subset of the cross
product. This subset is defined as M, , C X! x Yy/ . Then,
the mapping kernel is defined by equation 3:

>

(2,y") €My y

K(z,y) = k(z',y"). 3

It has to bo noticed, however, that while for the convolution
kernel if k£ is PSD then K is always PSD, in case of the
mapping kernel for K to be PSD k has to be PSD and M
has to be transitive [36]. Thus the deciding factor here is the
choice of the mapping system M.

IV. STRUCTURAL REPRESENTATION OF PROGRAMS

Programs are usually graphically represented in a form of
a so called control flow diagram (CFD). An example of a
CFD is depicted in Fig. 1 (It was obtained from a Java source
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START

Expression

Expression

Ealues: new int[size];

i = size

Expression

END
a)

Fig. 1.

code by an Eclipse plug-in). In the figure it can be observed
that it labels the nodes representing expressions with the
term "expression" and the actual expression is only available
as an attribute (Fig. la). Also loops are labelled only by
conditions without information on the loop type; this data
is also only available as attributes (Fig. 1b). Moreover this
attribute contains the whole expressions, and thus it cannot
be directly used to compare programs, as for that reason we
need to compare each element of any expression or condition
separately. However, this information can be parsed to obtain a

structural representation better suited for comparing programs.

A. Hierarchical graphs

In this paper we propose to use a so called hierarchical
control flow graph (HCFG), which is a combination of CFD
and hierarchical graphs [40], [4]. Such a graph adds a level of
hierarchy to the traditional control flow diagram. As a result
it facilitates the representation of each element of a method in
a single node. Such a structural representation is much more
adequate for comparing.

In Fig. 2b an example of such a hierarchical control flow
graph (HCFG) is depicted. This graph represents a method
search(...) presented in Fig. 2a. It can be noticed that each
non-hierarchical node (i.e. a node that does not contain child
nodes) represents the most basic elements of a program, such
as variables, constants, operators. Hierarchical nodes, on the
other hand, represent expressions or composed statements
such as conditions or loops. The hierarchical nodes not only
simplify the representationg but also reflect the context in
which the basic elements are placed within the program. Edges
of the graph represent flow of control between nodes, both
hierarchical and non-hierarchical as well as internal structure
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START

Expression

Expression

| < size

’for (int i=0; i < size; i=i + 1) values[i]=v[i];

Expression

END

b)

Examples of control flow diagrams for program from Fig. 2a showing a) internal elements of an expression and b) of a condition

of expressions.

A hierarchical graph consists of nodes and edges, that can
be labeled and attributed. As opposed to simple graphs, nodes
in hierarchical graph can contain other nodes. More formally,
let Ry and Rp denote the sets of node and edge labels,
respectively and € be a special symbol used for unlabelled
edges. The set Ry consists of the set of all possible keywords,
names of variables, operators, numbers and some additional
grouping labels (like for example declare or array shown in
Fig. 2b. The set of edge labels R contains Y and N. Then
a hierarchical control flow graph is defined formally in the
following way:

Definition 1: A labelled hierarchical control flow graph
HCFQG is a 5-tuple (V, E, &y, &g, ch) where:

1) V is a set of nodes,

2) Eisasetofedges, ECV xV,

3) &y : V — Ry is a function assigning labels to nodes,

4) (g1 E — Rp U{e} is a function assigning labels to
edges,

5) ch : V. — P(V) is a function, which assigns to each
node a set of its children, i.e. nodes directly nested in
v.

As in further consideration an access to a node of which
a given node is a child may be needed we have to formally
define such a node- called a parent. Let ch(v) denotes the
set of children of v, and |ch(v)| the size of this set. Let par
be a function assigning to each node its parent (i.e. a direct
ancestor) and let A be a special empty symbol (different from
), par : V. — V U {A}, such that par(v) = w if v € ch(w)
and A otherwise.
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public int search(int v)
{
inti;
for(i=0;i<size;i=i+1)
if(valuesl[i]==v)
return i;
return -1;

a)

Fig. 2.

B. Kernel methods for programs

In this paper new kernel functions, based on the convolution
kernel [37] and on mapping kernel template proposed by Shin
et al ([38]) are introduced for hierarchical control flow graphs.

These kernels are based on the decomposition of a HCFG
into substructure composed of a node, its parent, the set of
its children and all its first level neighbors. For the kernel
calculations the label of a given node, number and labels
of its children (and thus its internal complexity), the label
of its parent (and thus its position within the structure of
the program), the number and labels of edges connecting
this node with its neighborhood nodes (both incoming and
outgoing edges are taken into account) and the labels of the
neighboring nodes are taken into account. This kernel uses
two node kernels, an edge kernel and a tree kernel as base
kernels. The way the node and edge kernels are defined is
presented below. The tree kernel, used within the node kernel
to compare expression trees, is a standard one [36].

The first node kernel is a binary kernel and is used for a
simple comparison of two nodes on the basis of the identity
of their labels.

Definition 2: A binary node kernel, denoted ki oqe(vi, vj),
where v;, and v; are nodes of a hierarchical control flow graph,
is defined in the following way:

declare

return

[]

array|

values

(1]

b)

a) Source code of a part of the example program b) a hierarchical flow graph for this source code

[ -
knode(vh ]) - { 0 :fv(’l}i) 7é gV(ej)

The second node kernel uses the hierarchical structure of
some nodes and is denoted ky (v,w), where v, and w are
nodes of a hierarchical control flow graph.

Definition 3: A node kernel, denoted ky (v, w), where v,
and w are nodes of a hierarchical control flow graph, is defined
in the following way:

Kr(ch(v), ch(w)) :&v(v) = &v(w)
0 v (v) # v (w).

It can be observed that if the nodes have children, thus
containing an expression trees, a tree kernel Kr is used to
compute the actual similarity. For nodes having different labels
the kernel returns 0.

Definition 4: An edge kernel, denoted kg (e;, e;), where e;,
and e; are edges of a hierarchical flow graph, is defined in the
following way: @) )

N 1 :£Eei :§Eej
I { 0 :&p(e) # Eple))-
C. Decomposition kernel for HCFGs

On the basis of the above kernels a similarity for HCFG is
computed by a decomposition kernel denoted K eromcra.-
Definition 5:

kv (v,w) =

Kieronora(Gi, Gi) = > Ks(S:, 55), “)

i=1 j=1
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where m and n are the numbers of nodes in each graph and

Ks(Si,85) = kv (vi, v;) + knode (par(v;), par(vj))

DD

w; ENb(v;) wj€Nb(vy)

kedge((via wi)a (Uja wj))knode(wi7 wj)a

®)

where each S; is a substructure of GG; centered around node
v; and consisting of this node, its parent par(v;), and its
neighbourhood Nb(v;) (containing nodes and edges linking
them with v;).

The kernel defined by equation (4) is a modification of the
one proposed in [4], [41], as it uses a binary node kernel given
by definition 2 to compare the neighbouring nodes rather than
the more complex ky kernel which was previously used. It
lowers the number of times a tree kernel is computed and
does not affect the accuracy of the classification.

D. Mapping kernels for HCFGs

The above kernel has to compute the substructure kernel
over all possible combinations of substructures but a mapping
kernel can limit the number of this calculation by taking into
account only those pairs of substructures which belong to the
mapping M. In this paper two mappings are proposed.

The first one is relatively straightforward; two substructures
S; of G and S; of G belong to mapping only if the labels
of the nodes around which they are centered (i.e. v; € Vg,
and v; € Vqg,, respectively), have identical labels. Thus M; =
{(Si,5;)1&v (vi) = &v(v;)}. Such a mapping is transitive, as
it is based on the equality of labels.

Definition 6:

Ks(5i,5;),  (6)

Kyapincra(Gi, Gj) =
(Sri,Sj)EM

where Kg(S;,5;) is defined as above.

For the second mapping we take into account the position
of a given node within the structure of the hierarchical control
flow graph. This can be done by taking into account the
label of a given node and the label of its parent. Then the
mapping Mo = {(Si, S,)|€v (v:) = & (v;) A &y (par(v;)) =
&v(par(v;)). As this mapping is also defined on the basis of
the equality relation it is also transitive. The second mapping
kernel is defined in the following way:

Definition 7:

(Si,S])EMQ

where Kg(S;,5;) is defined as above.

Ks(8:,85), (D

Knapeacra(Gi, Gj) =

V. EXPERIMENTS AND RESULTS
A. Data Preparation

The experiment was carried out on two simple, but rep-
resentative example programs. Both examples are modified
versions of benchmarks commonly used in mutation testing
related research [23], [24], [42], [43]. A part of one of the
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example programs is shown in Fig. 2a. The following two
steps were performed for each example:

« generation of mutants
o generation of hierarchical control flow graphs for the
mutants

All mutants were generated by muJava tool [39]. For the first
example the tool generated 38 mutants, and for the second
one - 67 mutants. The tool uses a set of traditional and
object-oriented mutation operators [39], [44]. The traditional
mutation operators usually modify expressions by replacing,
inserting or deleting arithmetical, logical or relational opera-
tors or some parts of expressions. Mutation operators related
to object-oriented features of Java implemented into the tool
refer to the object-oriented features such as encapsulation,
inheritance, polymorphism and overloading.

Examples of mutants generated for the method search(...),
depicted in 2a are shown in Figs. 3a and b. The one depicted
in Fig. 3a is an example of applying a Relational Operator
Replacement (ROR), that in this case replaced the condition
values[i] == v within the if instruction by false. The
mutant in Fig. 3b is an example of using an Arithmetic
Operator Insertion (AOI). Here the short-cut operator ——
was inserted into variable ¢ in a return statement. In Figs.
4a and b the hierarchical control flow graphs for the above
mutants are depicted. It can be observed in Fig. 4a that the
subtree representing the condition within the ¢f instruction
was replaced by a single node labeled with value false.
The HCFG representation of the second mutant (in Fig. 4b)
differs from the graph representation of the original by the
replacement of a single node labelled ¢, inside the node
representing one of the return statements, by the subtree
representing the expression — — 4.

The experimental data includes also test suites. For the first
example three test suites were provided and for the second
example (more complex one) - five test suites were used.

B. Classification results

The k—N N classification algorithm was used on mutants
generated for the two examples. Previously graph edit distance
and a distance computed from simple HCFG kernel were used
in this algorithm [4]. In this paper distances are computed from
the three new kernels described in sections IV-C and I'V-D. (De-
noted as Ker2HCFG - defined by equation 4 and Mapl HCFG
and Map2HCFG - by equations 6 and 7, respectively).

In the experiments for the first example all three test suites
provided were used. The set of mutants was divided into three
parts of similar size, the first was used as a training set and
the remaining two as instances to classify. The division of
mutants was guided by the type of mutation operators used
to obtain particular mutants. That is each set was generated
in such a way that it consisted of mutants generated by all
operators. Moreover the proportion of mutants generated by
a given operator in each set was related to the proportion of
such mutants in the full set. The process of dividing the set of
mutants was repeated five times resulting in obtaining different
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public int search(int v)

{
inti;
for(i=0;i<size;i=i+1)
if(false)
return i;
return -1;
}

a)

Fig. 3.

[=] return

1]

a)

public int search(int v)
{
inti;
for(i=0;i<size;i=i+1)
if(valuesl[i]==v)
return --i;
return -1;

}

b)

An example of a) the ROR mutant and b) one of the AOI mutants of the method from Fig. 2a

declare

return

(]

b)

Fig. 4. Examples of flow graphs a) a graph for ROR mutant from Fig. 3a, b) a flow graph for AOI mutant from Fig. 3b

partitions of this set and the classification results obtained were
averaged.

Table I presents the results obtained for this example using
all three kernels introduced in this paper, and compares them to
results obtained with edit distance (from [4], [41]). Parameter
k for k— N N was, after some experimental tuning, set to 5 for
all experiments. In the first column of the table the percentage
of instances classified correctly, i.e. classification accuracy,
is shown. The percentage of mutants classified incorrectly
is given separately for those classified as detectable, while
actually they are not (column labelled incorrect killed) and
for those classified as not detected, while they actually are

detected by a given test suite (column labelled incorrect not
killed). Separating these two values was done because of the
meaning of these misclassifications. Misclassifying a mutant
not to be detected may lead to overtesting, while the misclassi-
fication of the second type is potentially more dangerous as it
can result in missing some faulty code. Especially, taking into
account that the results are to be used to evaluate the quality
of test suites provided for the application. Thus incorrectly
classifying a mutant as not detected leads to giving a test suite
lower score than actual one, why the second misclassification
leads to overvaluation of a given test suite.

As it can be observed in table I the classification performed
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TABLE I

PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017

THE CLASSIFICATION OF MUTANTS OF EXAMPLE 1

method correct incorrect killed | incorrect not killed
GED 65.2% 13.06% 21.74%
TS 1 Ker2HCFG 76.1% 5.3% 18.6%
MaplHCFG | 79.2% 4.2% 16.6%
Map2HCFG | 84.5% 3.1% 12.4%
GED 78.25% | 8.5% 13.25%
TS 2 Ker2HCFG 84.9% 5.8% 9.3%
MaplHCFG | 87.6% 5.1% 7.3%
Map2HCFG | 91.3% 5.2% 3.5%
GED 82.6% 8.7% 8.7%
TS 3 Ker2HCFG 83.1% 4.5% 12.4%
MaplHCFG | 86.4% 4.1% 9.5%
Map2HCFG | 89.8% 3.8% 6.4%
TABLE 11
THE CLASSIFICATION OF MUTANTS OF EXAMPLE 2
method correct | incorrect killed | incorrect not killed
GED 75.7% 12.1% 12.2%
TS 1 Ker2HCFG 793% | 7.1% 13.6%
MaplHCFG | 82.4% | 5.5% 12.1%
Map2HCFG | 86.1% | 4.5% 9.4%
GED 73.4% | 6.5% 20.1%
TS 2 Ker2HCFG 79.1% | 5.3% 15.6%
MaplHCFG | 79.2% | 4.8% 16.0%
Map2HCFG | 82.5% | 4.5% 13.0%
GED 60.5% | 26.2% 16.3%
TS 3 Ker2HCFG 61.2% | 23.7% 15.1%
MaplHCFG | 70.2% 18.4% 11.4%
Map2HCFG | 73.8% 16.1% 10.1%
GED 78.2% 10.3% 11.5%
TS 4 Ker2HCFG 84.5% | 4.25% 11.25%
MaplHCFG | 88.6% 3.5% 7.9%
Map2HCFG | 92.1% 3.1% 4.8%
GED 76.4% 11.3% 12.3%
TS 5 Ker2HCFG 79.6% 8.2% 12.2%
MaplHCFG | 83.3% | 7.6% 9.1%
Map2HCFG | 88.2% | 5.0% 6.8%

reasonably well for all test suites. All three new kernels pro-
posed in this paper gave better classification results than results
obtained by using graph edit distance. It can be explained by
the fact that graph edit distance captures only the structural
difference in a graph i.e. it takes into account only a change
but not the location of this change. For example the mutant
shown in Fig. 4b, where variable ¢ was replaced by — — 1,
what resulted in replacing a node be a subtree, and another
one, in which variable ¢ in different location undergone the
same change would result in identical graph edit distance from
other mutants. In the domain of mutation testing the location
of the change is as important as the kind of change itself.
The results obtained by the use of the decomposition kernel
(Ker2HCFG@G) and the first mapping kernel (Mapl HCFG)
are similar in case of classification accuracy, but the mapping
kernel results in a bit smaller number of mutants incorrectly
predicted to be detected. But the most important difference
between these two kernels is related to the number of kernel
calculations which have to be performed. In case of the
decomposition kernel it is calculated for each node of each
control flow graph, while in case of mapping kernel it is
limited to a small subset of the nodes. While the actual number
of the calculations can not be estimated, as it depends on

the program structure, in typical program no given element
or construction should constitute more than several percent of
all the elements of the program.

The second mapping kernel (M ap2 HC'F'G) shows improve-
ment over both previous kernels. It can be explained by the
observation concerning the nature of the mutants. Mutant ob-
tained by the introduction of a particular change in a particular
location is not necessarily detectable by the same test as the
mutant obtained by the introduction of the identical change
in different location. The second mapping system contains
substructures centered around nodes not only representing
identical constructs, but also located within nodes representing
identical elements, thus the results obtained for this kernel are
more accurate. Moreover, as it takes into account less pairs of
the substructures the number of calculations decreases further.

In the second example five test suites were used and the
set was divided into four parts of similar size, because of the
higher number of mutants. The process of dividing the set of
mutants was carried out according to the same criteria as in
the first example. And the classification was done in the same
way.

Table II presents the results obtained for this example. It
may be observed that the results follow similar pattern as for
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the first example. It can be noticed that the results for TS 3
were visibly worse than for other suites. Closer inspection
seems to suggest that this results from the fact that TS 3
detects only 22 out of 87 mutants and there may occur an over-
representation of detectable mutants in the training set thus
leading to incorrectly classifying many mutants as detectable.

C. Using the results

Typical use of classification results is predicting the class
membership of new elements, in this case new mutants. While
it of course would be possible to generate new mutants for a
given program and predict whether they would be killed by a
given test suite the typical scenario here is different. After the
classification is finished for each mutant not in the training set
its k nearest neighbours are stored. Then, when a new test suite
for the program is provided its needs to be run only against the
mutants belonging to the training set, the detectability of the
other mutants is decided on the basis of the stored neighbours.

VI. CONCLUSIONS AND FUTURE WORK

The research presented in this paper deals with the problem
of reducing the number of mutants to be executed and thus
reducing the cost of applying mutation testing by using the
classification algorithm. In contrast to other mutant reduction
approaches, which are based on some programming language
related knowledge, this approach limits the number of mutants
to be executed in a dynamic way i.e. depending on the
structure of the program for which the mutants were generated.

The application of the mapping kernel template allowed
for comparing control flow graphs with better use of the
knowledge of the nature of the mutants and at the same time
significantly reduce the number of elements to be compared,
thus reducing the time required to compute the similarity of
programs.

The results of the classification allow to assess new test
suites. During the application building process it is common
that tests suites are iteratively updated. Each newly updated
test suite has to be assessed to check if it fault detection
ability is improved. Thus having to run each new test suite
only on a fraction of all mutants significantly reduces the time
a developer needs to provide a high quality test suite for an
application.

Although the results are satisfactory and allow for using
this method in practice there are several possible directions
for future research on using classification in mutation testing.
One of them is related to better use of the knowledge of the
way tests are executed. When a test is executed it follows
one of many possible paths within the program flow. Using
this fact in the way a training set of mutants is selected
could possibly improve the classification. This information
could also be incorporating into the way the substructures
in the kernel function are defined, for example limiting the
neighbourhood of the node taken into account only to the
nodes on the same path.

Another possible improvement could be based on replacing
an arbitral choice of k by a more flexible approach such as

the one proposed in [45]. Future research are also planned
to involve trying to define a set of features allowing for the
description of programs in a vector form. Such a representation
would allow for the use of non-kernel based classifiers.
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Abstract—Deep neural networks enjoy high interest and have
become the state-of-art methods in many fields of machine
learning recently. Still, there is no easy way for a choice of
network architecture. However, the choice of architecture can
significantly influence the network performance.

This work is the first step towards an automatic architecture
design. We propose a genetic algorithm for an optimization of a
network architecture. The algorithm is inspired by and designed
directly for the Keras library [1] that is one of the most common
implementations of deep neural networks.

The target application is the prediction of air pollution based
on sensor measurements. The proposed algorithm is evaluated
on experiments on sensor data and compared to several fixed
architectures and support vector regression.

I. INTRODUCTION

EEP neural networks (DNN) architectures have become
the state-of-art methods in many fields of machine learn-
ing in recent years [2], [3].

While the learning of weights of the deep neural network is
done by algorithms based on the stochastic gradient descent,
the choice of architecture, including a number and sizes of
layers, and a type of activation function, is done manually by
the user. However, the architecture has an important impact
on the performance of the DNN. Some kind of expertise is
needed, and usually a trial and error method is used in practice.

In this work we exploit a fully automatic design of deep
neural networks. We investigate the use of genetic algorithms
for evolution of a DNN architecture. There are not many
studies on evolution of DNN since such approach has very
high computational requirements. To keep the search space
as small as possible, we simplify our model focusing on
implementation of DNN in the Keras library [1] that is a
widely used tool for practical applications of DNNss.

As a target application, we use a real dataset from the area
of sensor networks for air pollution monitoring. We work with
data from De Vito et al [4], [5].

The paper is organized as follows. Section II brings an
overview of related work. Section III briefly describes the
main ideas of our approach. In Section IV our algorithm
GAKeras is described. Section V summarizes the results of
our experiments. Finally, Section VI brings conclusion.

II. RELATED WORK

There were quite many attempts on architecture optimiza-
tion via evolutionary process (e.g. [6], [7]) in previous decades.
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Successful evolutionary techniques evolving the structure of
feed-forward and recurrent neural networks include NEAT [8],
HyperNEAT [9] and CoSyNE [10] algorithms.

On the other hand, studies dealing with evolution of deep
neural networks and convolutional networks started to emerge
only very recently. They usually focus only on parts of network
design, due to limited computational resources. The training
of one DNN usually requires hours or days of computing time,
quite often utilizing GPU processors for speedup. Naturally,
the evolutionary techniques requiring thousands of training
trials were not considered a feasible choice. Nevertheless,
there are several approaches to reduce the overall complexity
of neuroevolution for DNN and provide useful and scalable
algorithms.

For example, in [11] CMA-ES is used to optimize hyper-
parameters of DNNs. In [12] the unsupervised convolutional
networks for vision-based reinforcement learning are studied,
the structure of CNN is held fixed and only a small recurrent
controller is evolved. However, the recent paper [13] presents
a simple distributed evolutionary strategy that is used to train
relatively large recurrent network with competitive results on
reinforcement learning tasks.

In [14] automated method for optimizing deep learning
architectures through evolution is proposed, extending existing
neuroevolution methods. Authors of [15] sketch a genetic
approach for evolving a deep autoencoder network enhancing
the sparsity of the synapses by means of special operators.
Finally, the paper [16] presents two version of an evolutionary
and co-evolutionary algorithm for design of DNN with various
transfer functions.

III. OUR APPROACH

The main idea of our approach is to keep the search space
as small as possible. Therefore only architecture is a subject to
evolution, the weights are learnt by gradient based technique.

Further, the architecture specification is simplified. It di-
rectly follows the implementation of DNN in Keras library,
where networks are defined layer by layer, each layer fully
connected with the next layer. A layer is specified by number
of neurons, type of an activation function (all neurons in one
layer have the same type of an activation function), and type
of regularization (such as dropout).
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IV. GENETIC ALGORITHM FOR KERAS ARCHITECTURES

Genetic algorithms (GA) [17], [18] represent a robust
optimization technique. They work with the population of
feasible solutions represented by individuals. Each individual
is associated with fitness value that evaluates its quality. New
generations are created iteratively by means of GA operators
selection, crossover and mutation.

Individuals are coding feed-forward neural networks imple-
mented as Keras model Sequential. The model implemented
as Sequential is built layer by layer, similarly an individual
consists of blocks representing individual layers.

I = ([sizey, drop;,acti]y,. .., [sizey,dropm, acty|m),

where H is the number of hidden layers, size; is
the number of neurons in corresponding layer that is
dense (fully connected) layer, drop; is the dropout
rate (zero value represents no dropout), and act; €
{relu, tanh, sigmoid, hardsigmoid, linear} stands for ac-
tivation function.

The operator crossover combines two parent individuals and
produces two offspring individuals. It is implemented as one-
point crossover, where the cross-point is on a border of block.

The operator mutation brings random changes to the in-
dividual. Each time an individual is mutated, one of the
following mutation operators is randomly chosen:

« mutateLayer - introduces random changes to one ran-
domly selected layer. One of the following operation
is randomly chosen: changelLayerSize (the number of
neurons is changed; either one neuron is added, one
neuron is deleted, or completely new layer size is gen-
erated), changeDropOut (the dropout rate is changed),
changeActivation (the activation function is changed),
changeAll (the whole block is discarded and new one
is randomly initialized).

« addLayer - one randomly generated block is inserted at
random position.

o delLayer - one randomly selected block is deleted.

Fitness function should reflect the quality of the network
represented by an individual. To assess the generalization
ability of the network represented by an individual we use
a crossvalidation error. The lower the crossvalidation error,
the higher the fitness of the individual. Classical k-fold cross-
validation is used and the mean squared error is used as an
error function.

The tournament selection is used, i.e. each turn of the
tournament & individuals are selected at random and the one
with the highest fitness, in our case the one with the lowest
crossvalidation error, is selected.

Our implementation of the proposed GAKeras algorithm is
available at [19].

V. EXPERIMENTS

A. Data Set

The dataset used for our experiments consists of real-world
data from the application area of sensor networks for air
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pollution monitoring. The data contain measurements of gas
multi-sensor MOX array devices recording concentrations of
several gas pollutants. There are altogether 5 sensors as inputs
and 5 target output values representing concentrations of CO,
NOy, NOz, C6H6, and NMHC.

In the first experiment, the whole time period is divided into
five intervals. Then, only one interval is used for training, the
rest is utilized for testing. We considered five different choices
of the training part selection. This task may be quite difficult,
since the prediction is performed also in different parts of the
year than the learning.

In the second experiments, the data are shuffled randomly
and one third is used for testing and the rest for training.

Table I brings overview of data sets sizes. All tasks have 8
input values (five sensors, temperature, absolute and relative
humidity) and 1 output (predicted value). All values are
normalized between (0, 1).

TABLE I
OVERVIEW OF DATA SETS SIZES.

First experiment  Second experiment

Task train set  test set  train set test set
CcO 1469 5875 4896 2448
NO2 1479 5914 4929 2464
NOx 1480 5916 4931 2465
C6H6 1799 7192 5994 2997
NMHC 178 709 592 295

B. Parameter Setup

The GAKeras algorithm was run for 100 iterations for each
data set, with the population of 30 individuals.

During fitness function evaluation the network weights are
trained by RMSprop for 500 epochs. For fitness evaluation, the
crossvalidation error is computed. When the best individual is
obtained, the corresponding network is built and trained on
the whole training set and evaluated on test set.

C. Results

The testing error values of the best individuals are listed
in Table II. There are average, standard deviation, minimum
and maximum errors over 10 computations. The values are
compared to results obtained by support vector regression
(SVR) with linear, RBF, polynomial, and sigmoid kernel
function. SVR was trained using Scikit-learn library [20], hy-
perparameters were found by grid search and crossvalidation.

The GAKeras network achieved best results in 16 cases, it
in average outperforms the SVR.

Since this task does not have much training samples, also the
networks evolved are quite small. The typical evolved network
had one hidden layer of about 70 neurons, dropout rate 0.3
and ReLU activation function. In case of C6H6 there were
two layers, about 100 neurons together, the first linear and the
second ReLU without dropout.

Table III shows comparison of testing errors of GAKeras
network and several fixed architectures (for example 30-10-1
stands for 2 hidden layers of 30 and 10 neurons, one neuron
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TABLE II
TEST ERRORS FOR EVOLVED GAKERAS NETWORK AND SVR WITH DIFFERENT KERNEL FUNCTIONS ON THE SECOND TASK. FOR GAKERAS NETWORK
THE AVERAGE, STANDARD DEVIATION, MINIMUM AND MAXIMUM OF 10 EVALUATIONS OF LEARNING ALGORITHM IS LISTED.

Testing errors

Task GAKeras SVR
avg std min max linear RBF  Poly. Sigmoid
CO_partl 0.209 0.014 0.188 0.236 0.340 0.280 0.285 1.533
CO_part2 0.801 0.135 0.600 1.048 0.614 0412 0.621 1.753
CO_part3 0.266 0.029 0.222  0.309 0314 0408 0.377 1.427
CO_part4 0.404 0226 0.186 0.865 1.127  0.692 0.535 1.375
CO_part5 0246  0.024 0.207 0.286 0.348  0.207 0.198 1.568
NOx_partl 2201 0.131 1.994 2.506 1.062  1.447 1.202 2.537
NOx_part2 1.705 0.284 1.239 2282 2.162  1.838 1.387 2.428
NOx_part3 1238 0.163 0982 1533 0.594 0.674 0.665 2.705
NOx_part4 1.490 0.173 1.174 1.835 0.864 0.903 0.778 2.462
NOx_part5 0.551 0.052 0456 0.642 1.632  0.730 1.446 2.761
NO2_partl 1.697 0266 1202 2210 2464 2404 2401 2.636
NO2_part2 2.009 0415 1326 2944 2.118 2250  2.409 2.648
NO2_part3 0.593 0.082 0.532 0.815 1.308 1.195 1.213 1.984
NO2_part4 0.737 0.023 0.706  0.776 1.978 2565 1912 2.531
NO2_part5 1265 0.158 1.054 1.580 1.0773  1.047  0.967 2.129
C6H6_partl 0.013 0.005 0.006 0.024 0.300 0.511  0.219 1.398
C6H6_part2 0.039 0.015 0.025 0.079 0.378 0.489  0.369 1.478
C6H6_part3 0.019 0.011 0.009 0.041 0.520 0.663  0.538 1.317
C6H6_part4 0.030 0.015 0.014 0.061 0.217 0459 0.123 1.279
C6H6_part5 0.017 0.015 0.004 0.051 0215 0.297 0.188 1.526
NMHC_partl  1.719 0.168 1412  2.000 1.718 1.666  1.621 3.861
NMHC_part2  0.623 0.164 0.446 1.047 0934 0978 0.839 3.651
NMHC _part3  1.144 0.181 0912 1.472 1.580 1.280 1.438 2.830
NMHC_part4  1.220 0.206 0994 1.563 1.720  1.565 1917 2715
NMHC_part5 1222 0.126 1.055 1.447 1238 0.944 1.407 2.960
16 2 2 5 0

in output layers, ReLU activation is used and dropout 0.2).
The one with most (10) best results is the GAKeras network.

The results of the second experiment are listed in Table IV.
In this case the GAKeras has best results in 4 cases from 5.
The training sets are bigger and also the evolved architectures
contained several layers. Again the dominating activation
function is ReLU.

VI. CONCLUSION

We have proposed genetic algorithm for automatic design
of DNNs. The algorithm was tested in experiments on the
real-life sensor data set. The solutions found by our algorithm
outperform SVR and selected fixed architectures. The activa-
tion function dominating in solutions is the ReLU function.
Evolved architecture depends on the task size, for tasks with
small number of training points networks with only one hidden
layer were evolved, for bigger tasks architectures with several
hidden layers were found.

In our future work we plan to extend the algorithm to
work also with convolutional networks and to include more
parameters, such as other types of regularization, the type of
optimization algorithm, etc. The importance of this direction
is supported also by the recently conceived library [21] which
combines genetic algorithm with models obtained by means
of Keras and TensorFlow libraries.
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Abstract—Less than optimal choice of the university depart-
ment is one of the serious problems Turkish high school students
have been suffering. There are a number of potential factors
affecting the student’s choice of her future profession. Some of
these have received attention in the literature, but such studies do
not always involve an investigation of the relationship between the
factors analyzed and subsequent levels of academic achievement.
The present study examines the relationship between the level
of academic achievement and the students’ abilities, interests
and expectations, by using different data mining methods and
classifiers, as a preliminary work to develop a system that will
guide the student to selecting a career that will be a better
match for her in the future. C4.5, SVM, Naive Bayes and MLP
algorithms are used for the analysis; 10-fold cross validation
and train-test validation are used as models to evaluate the
classifiers results. The student feature set is obtained through
questionnaires and psychometric tests. The questionnaire and
the psychometric test were applied to 210 and 52 students
respectively, from the Computer Engineering Department at
Cumbhuriyet University. The class was labeled either 'successful"
or "unsuccessful' with reference to the grades received by each
student in computer engineering courses. The comparisons of
various data mining algorithms, different data set results, and
models used are presented and discussed.

I. INTRODUCTION

N Turkey, all high school students are subjected to a central

multiple choice examination in order to establish whether
he or she is sufficient to study in a predetermined field. The
examination is organized by an institution called in Turkish
language "Ogrenci Secme ve Yerlestirme Merkezi" (OSYM).
OSYM prepares a guide to introduce the departments and uni-
versities to the candidates. The candidates specify their choices
for the suitable departments by examining the information in
this guide as well as other factors.

Although there is no information in the OSYM guide, the
important factors for choosing a department are student ability,
interest, and demographic data. For example, there is a close
relation between mechanical ability and some engineering
fields. The abilities of the candidate such as abstract thinking,
understanding the shape relations, mechanical skills, hand-
eye coordination and creativity should be measured properly.
Determining the student interests is also important since
considering only the ability of the student to find out the

IEEE Catalog Number: CFP1785N-ART (©)2017, PTI

proper profession may not be enough. Therefore, searching
for matches between two sets, one of which include abilities,
interests, and demographic data and the other one includes
student success, should be done. The interests of a student may
be sciences, social sciences, agriculture, and business trade. A
suitable situation for the student is to have a profession in
which he or she is interested as well.

Relatively more studied subject in the literature is student
expectations from the profession [1,2]. The prominent factors
of the student expectations are for example allowance of his or
her family, social benefit, social expectations, career opportu-
nities, and salary. Once profession choice is made, there may
be many options of university in which the student will study.
For this reason, possibilities and sufficiency of the university
department should meet the student expectations. The quality
and quantity of teaching staff, whether the university has a
student exchange agreements, scholarships, success level are
examples of factors that a student takes into consideration in
order to choose the suitable university. Another criterion is
the expectations of the department from the student. This is
an important subject for student success in this department.
A profession field specifically requires a competence to such
as math, social or art. Other possible expectations from the
students are ability to cope with stress, sex, health status,
educational level of the family, type of high school, grade
point average in high school etc.

In Turkey, in most of the high schools, the guidance coun-
selors or teachers practically only examine the student grades
in different lessons to determine suitable departments that the
student can choose. The lack of professional guidance system
which determines possible proper carriers by considering all
the parameters related to student may cause low academic
performance or dropouts in the future.

In this study, preliminary study has been done in order to
build a system that can reveal the relationship between student
and department features. For this purpose, educational data
mining (EDM) algorithms have been run on data collected
from students and departments. EDM can help to take into
account many parameters, recognize the most important ones
and figure out their relationship in order to understand and
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solve educational questions [3.4]. Input data of our model are
the information of students, and the output is basically whether
this choice is suitable or not.

II. RELATED WORKS

Data Mining (DM) is a field that finds out new and useful
information from a high volume data [5]. Having many appli-
cation areas such as marketing, medicine and real estate etc. it
has also suitable techniques for educational practices as well.
Many data mining techniques are applicable to educational
fields and it is specifically called EDM. Shu-Hsien et al. [3]
reviewed the EDM studies of period between 2000 and 2011 in
9 different categories while Romero and Ventura [4] reviewed
the studies of period between 1995 and 2010 as DM and
Computer Based Educational System (CBES) categories.

In addition to DM techniques, statistical and machine-
learning algorithms are also used in EDM in order to process
the educational information for two main objectives which are
improving student performance and educational environment
by studying students’ approaches and examining the educa-
tional methods. For these aims, EDM makes some evaluations
and predictions by using many types of data from different
sources such as student information system which may include
student grades and other personal information, questionnaires
about learning process and lessons, tutoring systems, on-line
educational web applications and some educational software
that students use, suck as for following the lecture notes and
homework. For instance, determination of common lessons
taken by students, whether a student can pass a specific
lesson or not and classification of students can be made by
using dense pattern mining [6], classifiers [7] and prediction
models [8] respectively. Apart from the classical data mining
applications, psychometric properties of students are also used
in educational implementations [9].

DM has been dealing on student performance more than
other subjects since it is an important and popular topic in
education. Recently, various studies have also been made to
improve the quality of lecture books [10], to increase the
student attendance to lessons by using social network analysis
[11] and to integrate the students’ information in educational
software [12]. For a more detailed example, Maria et al. [13]
studied on log files of a free web-based tutoring system for
middle school mathematics which was being used by 3,747
students in New England to predict student attendance to
college by using logistic regression. They reported that their
system can distinguish a student who will enroll in college
68.60% of the time. In India, Yadav and Pal [14] applied
C4.5, ID3, and CART decision tree algorithms on engineering
student’s data to predict whether a student will pass, fail or
promote to next year. Accurate classification rate of the study
reached 67.78% for C4.5. Quadri and Kalyankar [15] studied
on student dropouts features according to student risk factors
such as gender, attendance, previous semester grade and parent
income etc. Their hybrid method uses combination of the
decision tree algorithms and logistic regression.
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The studies in EDM field have concentrated on student
performance and how to enhance learning process. Although
these topics are very important for educational life, one of
the main failure causes is the student incorrect department or
career choice. In this study, we proposed a model using EDM
techniques to help high school students in their career choices
by considering different student information including student
interests, abilities, student, and department expectations, de-
mographic and, psychometric test data.

III. PREDECTION MODEL

The test data and the output of the model are temporarily
limited to our student still studying in Computer Engineering
Department in Cumhuriyet University. The information of stu-
dents and departments were collected from questionnaire and
psychometric tests applied to our students, student information
system in our computer engineering department. All the raw
data should be preprocessed in order to eliminate redundancy
and to convert them in suitable formats for processing by
data mining techniques. Pre-processing stage also includes
extracting features of students.

Processed data are analyzed by using data mining al-
gorithms to obtain rules and patterns. C4.5 and regression
analysis are suitable algorithms within rule-based and score-
based classifiers respectively. The outputs of data mining stage
are rules and patterns. In assessment stage, these rules and
patterns are reviewed to eliminate the weak rules. Obtained
valuable rules and patterns are used in EDM process.

The characteristic properties of students such as demo-
graphic information, their psychometric features, and infor-
mation obtained from the guidance department and the factors
affecting the department choice are the predictor variables
for the model. The output variable is about relevance or
achievement of the student for the department.

Prediction models have been used for testing the proposed
system. In this study, historical data consisting of student abil-
ities, interests, demographic information and student expecta-
tions from the department were obtained by questionnaires and
psychometric tests applied to the students. Psychometric tests
were basically used in order to be able to find out the student
abilities while questionnaires included questions to provide the
entire student related features. The achievement of the student
in the department was used as the class label. The class label
was "successful”" or "unsuccessful" according to the computer
related lecture grades of each student.

Two important components of the system which are feature
set for matching and machine learning algorithms used in the
system are presented.

A. Feature Set

We have features for both questionnaire and psychometric
test. While feature selection was made for 115 questions of
questionnaire, no feature selection was needed in psychometric
test since there were already 20 features in the test.Backward-
logit, forward-logit, fisher filtering and reliefF methods have
been used for feature selection.
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1) Questionnaire feature set: Typeset sub-subheadings in
medium face italic and capitalize the first letter of the first
word only. There are totally 115 questions in the question-
naires and the categorization is as the following according to
their measurement objective.

o 16 questions for student abilities

o 14 questions for student expectations

o 10 questions for demographic information

o 75 questions for student interests

The titles for category of measuring student abilities are as
follows.

« Hand-eye coordination e Visual-spatial relation

« Logical-mathematical « Verbal-linguistic

Student expectations are related to factors affecting the
profession such as career, salary, job opportunities, flexible
working etc. The category of measuring student interests
which contains most of the questions is considered as having
following interest titles.

o Verbal-linguistic « Logical-mathematical

« Social sciences o Agriculture

« Foreign languages o Art « Music

« Literature o Sciences « Business and trade etc.

Although some of interest fields are not related to this study,
the aim of DM analysis is to find out the relationship between
the factors that are not easily noticeable. Although some of
interest fields do not seem to be related to this study, the aim
of DM analysis is to find out the relationship between the
factors that are not easily noticeable. Therefore, the analysis
was performed with interest titles mentioned above in the
study.

In Table 1, grade column indicates the grading method
of the questionnaires. Linear scale method is used in our
questionnaires. In both talent related perception questionnaire
and interest ares questionnaire 1 means "always", 2 means
"often", 3 means "sometimes", 4 means "rarely" and 5 means
"never". Also in expectations questionnaire 1 means "very
high", 2 means "high", 3 means "average", 4 means "low"
and 5 means "very low".

2) Psychometric data feature set: The quality of
questionnaire-based measurement is no doubt dependent
on the student answers. Therefore, psychometric test which
has answers with naturally less indiscrimination was decided
to perform in order to compare its analysis results with
the ones obtained by questionnaire. Psychometric test
with 20 questions aims to reveal student abilities such as
logical-mathematical, comprehending visual-spatial relation,
eye-hand coordination, and memory usage. The skills and the
number of related questions are as follows.

o Logical-mathematical(4) « Verbal-linguistic(2)

« Imagination(2) « Memory usage(3)

« Visual-spatial relation(4) « Attention(3) « Mechanical(2)

For example, a student is asked to look at a village image
for a while. Then some questions asked to the student such as
"What is the number of houses?" and "What is the color of
the bridge?" in the picture. With these questions, the memory
usage and attention ability of the student is measured.

TABLE I
EXAMPLES QUEST]ONS OF QUESTIONNAIRES
( i ire C Grades
Talent Related Perception | | " 40 simple mathematical 1]2]3]4]s
o N N operations in the mind.
© I try to learn the meanings of the 112131415
words I just heard.
Expectations How important is aqpeaceful business 1213145
( N ire environment to you?
How important is economic prosperity
. 1|2|3]|4]|5
for a profession to you?
Do you enjoy reading novels in history? 112131415
Interest Arcas Would you Tike fo take apart a fool and bei? [T 2 3 [4]5
© Would you Iike to try growing new flower species? 11231475

B. Predictive Data Mining Algorithms

Different DM models can be applied to student-department
matching. In this study, prediction models were used. One of
them that was used is called C4.5 and it is based on decision
tree analysis. Statistical-based Naive Bayes algorithm and a
successful classifier called Support Vector Machine (SVM) are
the other models that were used in this study.

C4.5 is a classifier based on Quinlan ID3 algorithm and
usually used in classification studies [16]. It constructs deci-
sion trees from a set of labeled data by using information gain.
C4.5 is usually used in EDM since it is easily comprehensible
and its results are relatively simple to conclude [17,18].
Naive Bayes classifier approaches the problem in probabilistic
manner. While it is generally used in pattern recognition, it has
been using also in EDM applications [17,19]. It considers each
feature as independent of the others. It is also known to be
fast algorithm and have high accuracy results.

SVM was first introduced by Vapnik and et al. [20] and it
has been used in many classification applications in view of
obtaining high accuracy results. In SVM, linear separability is
a manner issue. First, the input space is mapped to a kernel
space. Then, kernel space is used to constitute a linear space.
In SVM based classification model, the classes are separated
as the farthest possible points from each other.

IV. EXPERIMENT DESIGN

In this section, the details of dataset and feature sets, a
brief explanation of the experiment design, and the experiment
results are presented.

A. Data Set

We have two data sources which are from questionnaires
and psychometric test results. The questionnaire and psycho-
metric test were applied to 210 and 52 students from Computer
Engineering Department in Cumhuriyet University. There were
totally 210 students under questionnaire but 4 of them were
lost data. The 52 students who were tested psycho-metrically
are a subset of the surveyed students. The reason for this small
number of elements in the lower cluster is that the test takes
a long time.

B. Experiment Design and Results

Using three different DM algorithms mentioned above, the
results were obtained by analyzing both questionnaire data
consisting of 5 different categories and psychometric basic
feature dataset for each algorithm.
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TABLE II

THE CLASSIFIERS’ ACCURACY RESULTS OF QUESTIONNAIRE DATASET
CONSISTING OF 5 DIFFERENT CATEGORIES

Variables Validation Method | C4.5 | SVM g:;vez MLP
All Variables IO»fold validqtiop 59.50 | 62.00 | 61.50 | 59.00
Train-test validation | 61.29 | 54.84 | 67.74 | 70.97
Ability Based 10—fold Validqliop 55.00 | 69.50 | 64.50 | 63.00
Train-test validation | 48.39 | 67.74 | 69.35 | 62.90
Student expectations based 10-_fold valida_ltior_l 55.00 | 69.00 | 70.50 | 68.50
Train-test validation | 64.52 | 72.58 | 67.74 | 72.58
. 10-fold validation 62.50 - 63.00 -
Demographic data based | eV R daton [ 6935 | - 69.35 -
Student interest based IO»fold validqtiog 59.00 | 59.50 | 62.00 | 57.50
Train-test validation | 50.00 | 64.52 | 59.68 | 56.45

TABLE III

ACCURACY RESULTS FOR QUESTIONNAIRE DATASET

10-fold cross validation | Train-test validation
Algoritm Accuracy(%) Accuracy(%)
C4.5 59.50 61.29
SVM 62.00 54.84
Naive Bayes 61.50 67.74
MLP 59.00 70.97
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Fig. 1. ROC analysis results for the algorithms applied to questionnaire dataset

TABLE 1V
THE CLASSIFIERS’ RESULTS OF PSYCHOMETRIC DATASET

For each feature set, accuracy ratios are given and ROC
analyses are performed. In the experiments C4.5, Support Vec-
tor Machine (SVM), Naive Bayes, and Multilayer Perception
(MLP) algorithms were used. 10-fold cross validation and
train-test validation were used for model evaluation. 90% of
the data set was used for training, and the remaining 10% was
used for test. 10-fold cross validation is repeated ten times and
averaged.

Since accuracy rate may not be competent in some cases,
ROC analysis was also performed on both questionnaire and
psychometric data. Thus, the classifier producing the best
results for each data set was found out.

1) Analysis of Questionnaire Dataset: In this study, for the
comparison of algorithms, the variables in the questionnaire
dataset were analyzed in 5 categories according to their
bases which are ability, student expectation, demographic data,
student interest and all variables including all the bases. The
analysis results are shown in Table 2.

However, since some of the demographic data such as
residence region of the student’s family and high school
that the student graduated, are not numerical or categorical
variables, were not used in SVM and MLP classifiers. For this
reason, results were obtained only from C4.5 and Naive Bayes
algorithms for demographic data. In addition, demographic
data are not also used in questionnaire dataset consisted of
all variables because of the same problem. MLP algorithm
achieved the highest accuracy values according to train-test
validation according to the results in Table 2.

As a first step, performances of machine learning algorithms
were measured according to questionnaire data based on all
variables. The accuracy value was preferred as performance
criteria for the algorithms. 10-fold cross validation and train-
test validation were used to evaluate the classifiers results. The
analysis results can be seen in Table 3.

10-fold cross validation | Train-test validation
Algoritm Accuracy(%) Accuracy(%)
C4.5 54.00 62.50
SVM 56.00 68.75
Naive Bayes 56.00 56.25
MLP 48.00 50.00

According to the results for 10-fold cross validation, al-
though SVM which produced the highest accuracy value as
62.00%, it is not possible to describe it as the best classifier
since the values of all algorithms are close to each other. In
train-test validation, the result of MLP is significantly superior
to other algorithms. In 10-fold cross-validation, a further ROC
analysis was needed because close values were seen. The ROC
curves obtained for each algorithm are presented in Figure 1.

The method used to evaluate ROC curves is to find the
area under the curve (AUC). In Figure 1, score values refer to
these AUC values. As in the train-test validation, according to
the score values, MLP algorithm gave the best classification
result. Therefore, MLP can be accepted as the most suitable
algorithm for the questionnaire dataset.

2) Analysis of Pyscometric Dataset: Both the accuracy
and ROC analysis were also performed for psychometric test
dataset. According to the accuracy ratios, both questionnaire
and psychometric test results are similar. The classifiers’
results for psychometric test dataset can be seen in Table 4.

SVM algorithm gave the best accuracy value as 68.75%
according to train-test validation in Table 3. However, SVM
algorithm could not perform high result in 10-fold cross
validation. Therefore, ROC analyses were also used to measure
classifiers’ performance.

As can be seen in Figure 2, although SVM has the highest
accuracy ratio, AUC value of C4.5 algorithm is the best
value as 0.823 according to ROC curves. This result is also
different to questionnaire dataset analysis which selected MLP
algorithm.
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Fig. 2. ROC analysis for the algorithms applied to psychometric test dataset

V. CONCLUSION

The analysis results of the questionnaire data were better
than the ones obtained from psychometric data. The main
reason for the superiority of the analysis results is that the
questionnaire data was obtained from the many aspects of
students such as abilities, interests, demographic data, and ex-
pectations. Among questionnaire data, demographic data gave
more discriminative information than the others. Besides, the
relationship between ability and success appeared to be more
valuable than the relationship between interest and success.
Although SVM generally has mentioned as it is superior in
literature, C4.5 and MLP algorithms gave better results in this
study.

According to model comparison, the success obtained by
Train-Test method is quite better than the result obtained by
10 fold cross-validation method.

In the literature on the educational studies, as far as we can
know, there is no study investigating the relationship between
academic achievement and the topics covered in this study by
using EDM algorithms. On the other hand, there are studies
that are relevant in terms of their contents. The main axis
of the studies is what the students take into consideration
when choosing a university department and a career or what
are the factors that influence them [1,2]. The studies in this
area have generally examined the variables that influence the
choice of the students and attempted to find out which factor
is more discriminative. In both studies, in order to reveal the
effective factor, the students’ interests and expectations as well
as other factors are scaled in the questionnaire. Misran et al.
also includes student demographic information in the study.
The difference of our study from the others is to focus on the
proper choice of the student which otherwise could lead to
low academic performance in the future.

ACKNOWLEDGMENT

We would like to thank Turkish Scientific and Technological
Research Council (TUBITAK) for providing the research
support (Project Number: 115E837).

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

REFERENCES

N. Misran, N. Abd.Aziz, N. Arsad, N. Hussain, W. Zaki and S. Sahuri,
"Influencing Factors for Matriculation Students in Selecting University
and Program of Study.", Procedia-Social and Behavioural Science, vol.
60, pp. 567-574, 2012.

C. BobAlca, O. Tugulea and C. Bradu, "How are the students selecting
their bachelor specialization? A qualitative approach.”, Procedia Eco-
nomics and Finance, vol. 15, pp. 894-902, 2014.

L. Shu-Hsien, C. Pei-Hui and H. Pei-Yuan, "Data mining techniques and
applications - a decade review from 2000 to 2011.", Expert Systems with
Applications, vol. 39, pp. 11303-11311, 2012.

C. Romero and S. Ventura, "Educational data mining: a review of the
state of the art.", IEEE Transactions on systems, man, and cybernetics,
part C: applications and reviews, vol. 40, pp. 601-618, 2010.

I. Witten and E. Frank, Practical Machine Learning Tools and Tech-
niques with Java Implementations., Ist ed. San Francisco, CA, USA:
Morgan Kaufmann, 1999.

O. Zaine, "Web usage mining for a better web-based learning environ-
ment.", in Conference on Advanced Technology for Education, Banff,
Alberta, Canada, 2001, pp. 60-64.

H. Cha, Y. Kim, S. Park, T. Yoon, Y. Jung and J. Lee, "Learning styles
diagnosis based on user interface behaviours for the customization of
learning interfaces in an intelligent tutoring system", in 8th International
Conference on Intelligent Tutoring Systems, Jhongli, Taiwan, 2006, pp.
513-524.

W. Hamalainen and M. Vinni, "Comparison of machine learning meth-
ods for intelligent tutoring systems.", in 8th International Conference on
Intelligent Tutoring Systems, Jhongli, Taiwan, 2006, pp. 525-534.

P. Pavlik, H. Cen, L. Wun and K. Koedigner, "Using Item-type Perfor-
mance Covariance to Improve the Skill Model of an Existing Tutor.",
in 1st International Conference on Educational Data Mining, Montreal,
Quebec, Canada, 2008, pp. 77-86.

R. Agrawal, S. Gollapudi, A. Kannan and K. Kenthapadi, "Data mining
for improving textbooks.", ACM SIGKDD Explorations Newsletter, vol.
13, pp. 7-19, 2011.

[3]R. Rabbany, M. Takaffoli and O. Zaiane, "Social Network Analysis
and Mining to Support the Assessment of On-line Student Participa-
tion.", ACM SIGKDD Explorations Newsletter, vol. 13, pp. 20-29, 2011.
Z. Pardos, S. Gowda, R. Baker and N. Heffernan, "The Sum is Greater
than the Parts: Ensembling Models of Student Knowledge in Educational
Software.", ACM SIGKDD Explorations Newsletter, vol. 13, pp. 37-44,
2011.

M. San Pedro, R. Baker, A. Bowers and N. Heffernan, "Predicting
College Enrollment from Student Interaction with an Intelligent Tutoring
System in Middle School.", in 6th International Conference on Educa-
tional Data Mining;, Memphis, TN., USA, 2013, pp. 177-184.

S. Yadav, S. Pal, "A Prediction for Performance Improvement of
Engineering Students using Classification.", World of Computer Science
and Information Technology Journal , vol. 2, pp. 51-56, 2012.

M. Quadri, N. Kalyankar, "Drop Out Feature of Student Data for Aca-
demic Performance Using Decision Tree Techniques.",Global Journal of
Computer Science and Technology , vol. 10, pp. 2, 2010.

J. Quinlan, C4.5: Programs for Machine Learning, 1st ed. San Francisco,
CA, USA: Morgan Kaufmann, 1992.

Q. Al-Radaideh, E. Al-Shawakfa, M. Al-Najjar, "Mining student data
using decision trees.", in International Arab Conference on Information
Technology ;,Yarmouk University, Jordan, 2006.

S. Yadav, B. Bharadwaj S. Pal, "Data Mining Applications: A compar-
ative study for predicting students’ performance." International Journal
of Innovative Technology and Creative Engineering , vol. 12, pp. 13-19,
2011.

B. Bharadwaj S. Pal, "Data Mining: A prediction for performance
improvement using classification.”,International Journal of Computer
Science and Information Security, vol. 9, pp. 136-140, 2011.

C. Cortes, V. Vapnik, "Support-vector networks. "Machine Learning ,
vol. 20, pp. 273-297, 1995.

117






AAIA'17 Data Mining Competition:
Prediction model which would help AI to play the game of
Hearthstone: Heroes of Warcraft

AAIA'17 Data Mining Challenge is the fourth data mining
competition organized within the framework of International
Symposium Advances in Artificial Intelligence and Applica-
tions. This time, the task is to come up with an efficient pre-
diction model which would help Al to play the game of
Hearthstone: Heroes of Warcraft. The competition is kindly
sponsored by Silver Bullet Solutions and Polish Information
Processing Society (PTI).

SPECIAL SESSION

As in previous years, a special session devoted to the
competition will be held at the conference. We will invite
authors of selected reports to extend them for publication in
the conference proceedings (after reviews by Organizing
Committee members) and presentation at the conference.
The publications will be treated as short papers and will be
indexed by IEEE Digital Library and Web of Science. The
invited teams will be chosen based on their final rank, inno-
vativeness of their approach and quality of the submitted re-
port.

AWARDS

Authors of the top-ranked solutions (based on the final
evaluation scores) will be awarded prizes funded by our
sponsors (Silver Bullet Solutions and PTI):

«  First Prize: 1000 USD + one free FedCSIS'l7 con-
ference registration

+ Second Prize: 500 USD + one free FedCSIS'17
conference registration,

*  Third Prize: one free FedCSIS'l7 conference regis-
tration.

CoNTEST ORGANIZING COMMITTEE

*  Andrzej Janusz, University of Warsaw

«  Maciek Swiechowski, Silver Bullet Solutions
*  Damian Zieniewicz, Silver Bullet Solutions

*  Kirzysztof Stencel, University of Warsaw

« Jacek Puczniewski, Silver Bullet Solutions

+  Jacek Mandziuk, Warsaw University of
Technology

«  Dominik Slezak, University of Warsaw &
Infobright Inc
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Abstract—This paper summarizes the AAIA’17 Data Mining
Challenge: Helping AI to Play Hearthstone which was held
between March 23, and May 15, 2017 at the Knowledge Pit
platform. We briefly describe the scope and background of this
competition in the context of a more general project related to the
development of an Al engine for video games, called Grail. We
also discuss the outcomes of this challenge and demonstrate how
predictive models for the assessment of player’s winning chances
can be utilized in a construction of an intelligent agent for playing
Hearthstone. Finally, we show a few selected machine learning
approaches for modeling state and action values in Hearthstone.
We provide evaluation for a few promising solutions that may
be used to create more advanced types of agents, especially in
conjunction with Monte Carlo Tree Search algorithms.

Keywords—data mining competition; Al in video games; MCTS;
artificial neural networks; Hearthstone: Heroes of Warcraft;

I. INTRODUCTION

EARTHSTONE: HEROES OF WARCRAFT is a free-

to-play online video game developed and published by
Blizzard Entertainment. It is an example of a turn-based
collectible card game played between two opponents. During
a game, players use their custom decks of thirty cards, along
with a selected hero with a unique power. They spend mana
points to cast spells or summon minions to attack the opponent,
with the goal to reduce the opponent’s health to zero. Building
efficient decks is an essential skill and many archetypes of
decks exists. These archetypes are characterized by different
distributions of the cards’ mana cost and thus are meant for
players with different play styles. There are also sets of cards,
which synergize well due to their unique properties and can
be used in many different decks.

In recent years, Hearthstone has become a testbed for Al
research. A community of passionate players and developers
have started the HearthSim project (https://hearthsim.info/)
and created many tools that allow simulating the game for
the purpose of Al and machine learning experiments. Several
researchers have already used this game in their studies [1],
[2]. Moreover, our research team decided to use Hearthstone
as one of case studies which aim to demonstrate capabilities
of our video game’s Al designing framework, called Grail.
For this reason, one objective of this article is to explain how
some powerful heuristic search algorithms can be combined
with prediction models that derive from the machine learning
domain, in order to construct a smart and cunning artificial
Hearthstone player.
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The paper is organized as follows: in the next section,
we describe the specificity of the AAIA’17 Data Mining
Competition. In Section III, the approach of using the col-
lected data to effectively play the game of Hearthstone is
presented. The approach is based on the so-called Monte Carlo
Tree Search algorithm (Section III-A) coupled with machine
learning models (Sections III-B — III-D). The last section is
devoted to conclusions.

II. AAIA’17 DATA MINING CHALLENGE

AAIA’17 Data Mining Challenge: Helping AI to Play
Hearthstone (https://knowledgepit.fedcsis.org/contest/view.
php?id=120) took place between March 23 and May 15, 2017.
It was organized under the auspices of the 12" International
Symposium on Advances in Artificial Intelligence and
Applications (AAIA’17, https://fedcsis.org/2017/aaia) which
is a part of the FedCSIS conference series.

The main objective in this competition was to construct a
prediction model which would be able to foresee who is going
to win, using only information about a single game state. The
ability to accurately assess winning chances of a player in
different game states is substantial for designing efficient and
challenging AI opponents in many video games. The most
famous example is the AlphaGo program, which used two
neural networks to evaluate possible moves and game states of
Go games [3]. In our competition, we challenged participants
with the task to design such models for Hearthstone.

In particular, the dataset provided to participants contained
examples of game states extracted from Hearthstone play outs
between weak Al players (i.e. the agents which were used
to generate the data were choosing their in-game decisions
at random). The participants were asked to predict winning
chances of the first player from game states belonging to
the test set and submit their predictions to the Knowledge
Pit competition platform [4]. In order to give participants a
freedom of choosing a representation of the data which they
want to use, the datasets were provided in two formats: in
a tabular format (with simplified representation) and as raw
JSON files (with detailed game states).

The training part of the data was made available along
with the corresponding information regarding the actual game
winners. These labels were removed from the test set which
was also made available to participants. Initially, the training
set consisted of 2000000 game states, however, after detecting
an unwitting data leakage [5], after first few weeks of the



122

TABLE 1. BASIC CHARACTERISTICS OF DATASETS USED IN AAIA’17

DATA MINING CHALLENGE.

characteristic training set test set
no. examples 3250000 750000
no. games 65000 180000
no. used decks 9 27
percent of wins 50.46% 57.27%

min. win rate per hero
(percent/hero_id)
max. win rate per hero
(percent/hero_id)

50.07%/326 37.53% /754

50.85%,981 75.34% /25

challenge, it was extended by additional 1250000 cases from
the original test set (in total, there were 3250000 training
examples). The final test set consisted of 750000 game states.
Test set examples were obtained from a different set of
Hearthstone play outs than the training cases. In fact, while the
training data contained game states from ~ 65000 simulations,
more than 180000 play outs were simulated to generate the test
set. It is also important to note that while in the training games
there were used only 9 different sets of cards (one deck for
every hero type), the test games were played using 27 different
decks. As a consequence, the test data contained Hearthstone
cards which had never appeared in the training set. Table I
shows a summary of basic characteristics of datasets used in
the challenge.

A. Evaluation of results and participation in the challenge

Participants of the competition had to prepare their so-
lutions in a form of a file with predictions of a likelihood
that player 1 will win, given a corresponding description of a
game state. The files with predictions had to be sent using
the submission system of Knowledge Pit [4]. Each of the
competing teams could submit multiple solutions. Quality of
the submissions was measured using Area Under the ROC
Curve (AUC) [6]. The submitted solutions were evaluated
on-line and the preliminary results were published on the
competition leaderboard. The preliminary score was computed
on a subset of the test set, fixed for all participants. Size of
this subset corresponded to randomly chosen 5% of the test
set. The final evaluation was conducted after completion of the
competition using the remaining part of the test data.

Apart from submitting their predictions, each team was also
obligated by competition rules to provide a brief report describ-
ing its approach. Only the final solutions from teams which
sent a valid report could undergo the final evaluation and be
published among the competition results. In this way, we were
able to collect a vast amount of information regarding efficient
representation methods of Hearthstone game states and state-
of-the-art approaches to this type of prediction problems.

B. Summary of the competition

Even though AAIA’17 Data Mining Challenge lasted for
less than two months, it attracted attention of many researchers
from domains of machine learning and artificial intelligence in
video games. By the end of competition there were 296 teams
from 28 countries registered in the challenge. Among them,
188 teams submitted at least one solution to the leaderboard
and 114 teams described their solution in a report uploaded
to the Knowledge Pit platform. In total, we received 4067
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TABLE II. FINAL RESULTS AND NUMBER OF SUBMISSIONS FROM THE
TOP RANKED TEAMS. THE LAST ROW SHOWS THE RESULT OBTAINED BY
OUR BASELINE SOLUTION — A FULLY-CONNECTED NEURAL NETWORK
WITH TWO HIDDEN LAYERS, TRAINED ON THE TABULAR DATA.

team name rank # of final result
submissions
iwannabetheverybest | 1 139 0.8019
hieuvq 2 384 0.7992
johnpateha 3 143 0.7990
vz 4 11 0.7973
Ji 5 75 0.7971
baseline 94 — 0.7846

submission, which makes this competition the most popular
one among challenges organized at Knowledge Pit to this day.

The large number of submitted reports gave us a unique
opportunity to review the most effective prediction methods
for the assessment of Hearthstone game states. The most
successful approach in this regard turned out to be artificial
neural networks [7] and particularly, the deep learning methods
[8]. In fact, all top-ranked teams used neural networks in
their solutions and the winners focused particularly on the
convolutional neural networks [9]. Another popular approach
was the utilization of xgboost algorithm [10]. There were
also much simpler approaches which turned to be efficient,
such as the logistic regression models. Moreover, all of these
methods were often combined — techniques such as averaging,
bagging or stacking were commonly used to obtain better
prediction results [11]. Table II presents scores obtained by
the five top-ranked teams. Noticeable is the fact that the
difference in scores between the best solution and the baseline
is less than 2%.

Many teams decided to use data in the JSON format in
order to construct richer representations of game states than the
one which was available in the provided tabular data. Feature
engineering [12] turned out to be an important aspect of the
most efficient solutions. Extracted features were often a reflec-
tion of participant’s experience and domain knowledge about
Hearthstone. Their descriptions included in reports turned out
to be a valuable source of knowledge which can be used to
improve our artificial Hearthstone players.

III. AUGMENTATION OF GAME STATE SEARCH
HEURISTICS WITH NEURAL NETWORKS

A. Monte-Carlo Tree Search

Monte Carlo Tree Search (MCTS) [13] is a method of
learning an optimal policy for solving problems such as game-
playing. For the first time, it was used for games in Go [14]
as an improvement over a Monte Carlo sampling technique
(without the tree search). The algorithm led to a breakthrough
in the game of Go, which had been previously regarded as
intractable for computer programs [15]. Driven by this success,
MCTS became the state-of-the-art approach in various game
domains, such as General Game Playing [16] and General
Video Game Playing [17]. The idea of MCTS is to repeatedly
simulate the game (problem) and build statistics about states
and actions. Each iteration of the algorithm consists of four
phases as depicted in Figure 1.

(1) Selection. In this phase, the algorithm starts from the
root node and searches the tree down by choosing subsequent
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Fig. 1.

Depiction of four phases which comprise the MCTS algorithm.

children nodes. The child node at each node down the path
is chosen according to the so-called selection policy. The
selection phase ends when there is no child node to choose,
i.e., a leaf node has been reached.

(2) Expansion. One of the possible actions is applied to
a node selected in the previous step and the tree is grown by
adding a child node representing the resulting state.

(3) Simulation. The algorithm starts from the new node
and performs a complete game simulation, i.e., reaching a
terminal state. This phase is done outside the game-tree and no
nodes are added to it. Once the simulation reaches the terminal
state, the obtained goals (outcomes) of each player are fetched.

(4) Back-propagation. Here, the statistics are recalculated
inside all nodes along the path from the root to the leaf (con-
taining the starting state for the simulation) in the game tree.
The statistics include the average scores of each player and the
number of visits to a node. An average score is computed as
the total score achieved in iterations going through a particular
node divided by the number of visits to that node.

In the classic implementation, actions in the simulation
phase are chosen with respect to uniform random distribution.
In the selection phase, a more sophisticated formula (selection
policy) is typically used. The most common one, which was
also employed in this paper for all MCTS-based programs used
during the experiments is called Upper Confidence Bounds
applied for Trees (UCT) [18].

a® = arg max
acA(s)

{Q(&a) e W(”} M

N(s,a)

where A(s) is a set of actions available in state s, Q(s,a)
denotes the average result of playing action a in state s in
the simulations performed so far, N(s) - a number of times
state s has been visited in previous simulations and N (s, a) -
a number of times action a has been sampled in this state in
previous simulations. Constant C' controls the balance between
exploration and exploitation.

The MCTS algorithm using the UCT selection formula is
proved to converge to the min-max theoretical optimum [18].
However, it poses several advantages over a classic min-max
search. For instance, it does not require any game specific
evaluation function and constructs the tree in an asymmetric
manner, focusing at the most promising lines of play. It scales
better with the depth of the tree, it can be stopped at anytime
to return the best action found so far.

B. Monte-Carlo Tree Search with Heuristics

Despite the wide usage in a variety of game domains,
the MCTS method has bottlenecks and limitations. It is both
computationally demanding and memory intensive. Games
with huge branching factor, i.e., the total number of actions
available to players, in average, often inhibit the usage of
MCTS and other tree-search methods. This weakness has mo-
tivated us to combine this algorithm with heuristics represented
by prediction models. Such prediction models can be trained to
either predict the outcome of the game by looking at a potential
next state (candidate state) of the game or at a potential action
(candidate action). In the scope of this paper, we will use
the terms “machine learning prediction models” and “heuristic
evaluation” interchangeably.

There is a couple of ways to combine external heuristics
with the MCTS algorithm. The authors of paper [19] give a
nice review of four common methods:

(1) Tree Policy Bias - here the heuristic evaluation function
is included together with the Q)(s,a) in the UCT formula (see
Eq. 1) or its equivalent. A typical implementation of this idea
is called Progressive Bias [20], in which the standard UCT
evaluation is linearly combined with the heuristic evaluation
with the weight proportional to the number of simulations.
The more simulations are performed, the more statistical
confidence, and therefore, the higher weight is assigned to the
standard UCT formula.

(2) Move Ordering - the heuristic defines the order, in
which actions in the tree are expanded (chosen for the first
time). This method has the most significant impact on the
deeper parts of the tree, because the MCTS is less likely to visit
them again, so the order matters. If better moves are expanded
first, their neighbourhood in the tree has a higher chance to be
visited in subsequent simulations.

(3) Simulation Policy Bias - in the baseline version of the
MCTS algorithm, the actions during the simulation phase are
chosen randomly. With a good heuristic evaluation, a sensible
approach is to infer this knowledge in the action selection
process, while still leaving some degree of randomness. The
two most common implementations are pseudo-roulette se-
lection with probabilities computed using Boltzmann distri-
bution (where the heuristic evaluation is used) or the so-called
epsilon-greedy approach [21]. In the latter, the action with the
highest heuristic evaluation is chosen with the probability of
€ or a random one with the probability of 1 — .

(4) Early Cutoff - the authors of [19] achieved the best
results with terminating Monte Carlo simulations before the
game ends and returning the heuristic evaluation of the current
state. This variant is called Early Cutoff and the cutoff is done
typically at fixed depth or with certain small probability (e.g.
P=0.1) in each step.

The aforementioned AlphaGo program employs both, Tree
Policy Bias and Simulation Policy Bias. Motivated by its suc-
cess, we decided to apply a similar approach for Hearthstone.

C. Generality of models trained on random simulations

Both Tree Policy Bias and Simulation Policy Bias methods
utilize a heuristic function which provide the value of a
game state or an action. Various machine learning methods
may be used to obtain these evaluations, including supervised
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Fig. 2. A comparison between performance of a neural network trained on

AAIA17 Data Mining Challenge dataset when tested on game states generated
by random and MCTS agents.

prediction models [6]. Since random simulations are used in
the classic version of MCTS, it is natural to train such models
on game states obtained from play outs between agents making
random decisions.

The datasets used in AAIA17 Data Mining Challenge
constitute an example to this type of data. It can be used
to train prediction models for the purpose of evaluation of
Hearthstone game states during MCTS simulations. However,
a question arises whether such models could be also effective
in games played by more intelligent opponents. To check that,
we conducted a series of experiments. First, we generated an
additional dataset containing game states from duels between
strong MCTS agents. Each agent was making decisions after
performing 15000 random simulations before a single action.
In total, there were 28604 play outs generated in this way,
which resulted in a dataset consisting of 814407 game states.
We trained a simple neural network with two hidden layers
on the training set used in our competition and we checked
its performance on the available test set. Next, we constructed
another model using all competition data and we tested it on
the additional dataset. Figure 2 shows a comparison of the
obtained AUC scores in consecutive turns. Surprisingly, total
AUC dropped only slightly (from ~ 0.79 to ~ 0.75) when
the test was done on the data generated by MCTS players.
It shows that predictive models can be successfully used for
evaluation of game states, even in a case when they are trained
on random simulations.

D. Learning a playing strategy from sequences

In practice, it is often desirable to have a function that
provides the policy rather than the value of a particular action.
The policy m(als) specifies the probabilities for all actions
available in a given state, thus it enables the selection of the
best action candidate in a single state evaluation.
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Fig. 3. LSTM policy network. A sequence of states and actions from previous
game steps are provided as the input to the LSTM network. The LSTM
network is trained to output probabilities for actions available after the last
step in the sequence.

Reinforcement Learning is used in particular for cases
where the optimal policy is unknown and needs to be learned
based on sparse reward signals. However, a supervised learning
approach may be used, when examples of policies are available
(e.g. from human players or other algorithms). In our case, we
may use MCTS to generate Hearthstone matches and obtain
state-action pairs i.e. record what action was chosen by MCTS
as a response to given game state. Next, we may train a model
that predicts the action that MCTS would choose for a given
state. Training such a model is basically a classification task,
well fitted for deep neural networks (DNN).

Long short-term memory (LSTM) is a type of recurrent
neural network [22] dedicated for use with sequences. The
architecture of LSTM enables it to learn long and short term
temporal dependencies. LSTM provides superior performance
in tasks such as speech recognition, machine translation or
language modeling. A deep LSTM network may be created
by stacking multiple LSTM layers.

A DNN may be trained to approximate a policy from
examples of state-action pairs - we will refer to this network
as to policy network [3]. However, in case of Hearthstone, a
single state may not provide enough information to the model
for a valid action prediction. This is due to the fact that a
single turn in Hearthstone consists of many moves. Moreover,
a single move is decomposed into a few atomic actions in order
to be efficiently implemented in the Hearthstone simulator. For
example, putting a minion on the board consists of two actions:
selecting a card from hand and selecting the slot on the board
where the minion should be placed. To improve the accuracy
of the policy predictions, rather than using a single state, we
chosen to use a sequence of states and previous actions as the
input to the policy network.

Our policy network is presented in figure 3. LSTM network
is provided with a sequence of K = 10 vectors created from
concatenating a state vector for state s;_j and an action vector
for action a;_g—1, for k € [0,1,..., K — 1]. The state vector
includes 403 values representing the state of the game from
the point of view of a selected player. The action vector is of
length 91 and contains a one-hot encoded action. The output
of the LSTM is a single vector with probabilities assigned to
each of all available 91 actions (the probabilities are provided
also for actions that are illegal in a certain state). The LSTM
in our experiments consisted of 3 layers of 256 LSTM cells
with dropout

To obtain the training data, we first used MCTS with 1000
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TABLE III. EVALUATION RESULTS OF AGENTS USING LSTM pPoLICY

NETWORK.

greedy agent type wins vs random agent | wins vs MCTS(1000)

seqMCTS1k 96.2% 23.0%
seqMCTS10k 98.6% 26.4%
seqMCTS 1k retrained | 98.2% 50.4%

with seqMCTS10k

iterations to generate 7000 games between randomly selected
decks. Using this data we obtained 528365 sequences of length
10 where each element of the sequence included 494 values.
We will refer to this dataset as to SegMCTSIk. Next, we
generated 1500 games using MCTS with 10000 iterations. As a
result we created a second dataset: SeqMCTS10k, that consists
of 149521 sequences.

To evaluate the policy network, we created a greedy DNN
agent that always selects the most promising action from the
predictions of the policy network. We confronted this agent
against a random agent and an agent using MCTS with 1000
iterations. Greedy DNN agents were using policy networks
trained in three variants: 1) using only SeqMCTSIk dataset,
2) using only segMCTS10k dataset and 3) trained first on the
SeqMCTS1k dataset and then retrained on the SeqMCTS10k
dataset. The results are presented in Table III. Each score is
calculated based on 500 games played between the agents.

IV. CONCLUSIONS

In the paper we provided a summary of AAIA’17 Data
Mining Challenge which was held at the Knowledge Pit
platform. Results of this competition clearly show that learning
from Hearthstone game logs is feasible and has a potential to
facilitate a construction of intelligent artificial agents which
play that game. We explained how prediction models can be
combined with game state search heuristics to improve their
performance. We also demonstrated results of experiments
showing that models trained on data obtained from random
simulations can be successfully applied for the assessment
in games between intelligent agents. Finally, we showed that
more advanced approaches such as the supervised action policy
learning based on game state sequences are feasible and
deserve further investigation.
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Abstract—The following article is created as a result of the
AAIA’17 Data Mining Challenge: Helping Al to Play Hearthstone.
The Challenge goal was to correctly predict which bot would
win a bot-vs-bot Hearthstone match based on what was known
at the given time. Hearthstone is an online two-players card
game with imperfect information (unlike chess and go, and like
poker), where the goal of one player is to defeat their opponent
by decreasing their "life points” to zero (while not allowing the
opponent to do the same to oneself). Two main challenges were
present: the transformation of hierarchically structured data
into a two-dimensional matrix, and dealing with Non-IID data
(certain cards were present only in test data). A way of how to
successfully cope with those complications while using state-of-
the-art machine learning algorithms (e.g. Microsoft’s Light GBM)
is presented.

I. INTRODUCTION
A. Hearthstone
EVELOPED and published by Blizzard Entertainment,
Hearthstone (initially Heartstone: Heroes of Warcraft) is
a free-to-play turn-based online collectible card video game.
It was released on March 11, 2014, and it is available for

Windows, Mac, iPad, Android and Windows 8 tablets, as well
as i0S and Android mobile phones’.
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Fig. 1. Screenshot from an actual game

The game is a turn-based card game between two players
(naming convention: “’player”, opponent” will be used in this
article), using constructed decks of thirty cards along with
a selected hero. Each hero posseses a unique power which

allows them to either draw a card, summon a minion, heal or

Uhttp://us.battle.net/hearthstone/en/
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deal damage. Furthermore, usable cards differ for each hero.
For example, Mage class offers more spells, while Paladin
has access to stronger minions. Players use their limited mana
crystals (indicated by a hexagon, at the bottom right for the
player in Figure 1, and top right counter for the opponent)
to cast spells or summon minions to attack the opponent,
with the goal to reduce the opponent’s health to zero. Each
spell has a unique effect such as: dealing damage to one or
more minions, dealing damage to champion(s), changing the
statistics of minions or champions, etc. Each minion can deal
a certain amount of damage (indicated at the bottom left of its
card), has a certain amount of hp (indicated at the bottom right
of its card), posseses additional features (such as “windfury”
enabling it to attack twice per turn, “charge” enabling it to
attack the same turn it was cast, or “taunt” which makes a
minion a priority target for the enemy’s attacks), and can cast
additional effects depending on other circumstances.

While the mechanics of the game is rather simple, a high
number of available cards (by 2017, there are over 1000%), a
wide range of possible, often unique traits possessed by each
minion, and imperfect information (the player does not see the
opponent’s cards, decks are randomly shuffled, and random
effects are common) increase the complexity of the game>.

This complexity makes it a perfect case study for Al experts
to try out new methods and approaches.

B. Contest

The AAIA’17 Data Mining Challenge: Helping Al to Play
Hearthstone was a data mining competition organized by
Silver Bullet Solutions and the Polish Information Processing
Society (PTI) within the framework of the International Sym-
posium Advances in Artificial Intelligence and Applications*.

The goal was to predict a binary outcome (win/lose) of
bot-versus-bot Heartstone matches. The cost function used for
evaluating the participants predictions was AUC (Area Under
Curve). There was a two-step score evaluation. First, AUC
scores based on a fixed 5% of test data were provided for
each contestant’s set of predictions. Then, after the contestants

Zhttp://hearthstone.gamepedia.com/Card
3https://en.wikipedia.org/wiki/Hearthstone_(video_game)
“https://fedcsis.org/2017/aaia
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shared their reports, a final leaderboard (based on the whole
test set) was provided.

For data preprocessing, the author used Python 2.7 (IPython
Notebooks). For the rest of this work R version 3.3.3 (RStudio)
was used. The author used Windows 8.1 Pro, Intel i7-4710MQ
2.50 GHz (4 cores), 32GB RAM, NVIDIA GeForce GTX
870M.

II. DATA PROCESSING

Data for this contest was generated by Peter Shih’s Hearth-
stone simulator’. From each match, random snapshots were
taken, aggregated, and saved as JSON files. The creators
provided two datasets a training dataset and test one(2000000
and 750000 snapshots respectively) formatted as multiple
JSON files.

For each game, short overall statistics, player and opponent
statistics, statistics on cards played (by both player and oppo-
nent) and cards at hand (only for player) were provided. For
the training set, 90 unique cards (78 at hand, and 42 played),
and 12853295 cards in total (8996725 at hand, and 3856570
played) were used. Cards at hand are the ones owned by the
player which they can cast (in case of spells), or summon (in
case of minions). Cards played are minions summoned and
still living. Interestingly, there are 38 new unique cards in the
test set (38 at hand and 22 played). In total, 642985 (417607 at
hand, and 225378 played) out of 5500047 (3264847 at hand,
and 1592215 played) cards in the test sets are new. This mean,
that 11.69% of cards present in test set are new, and they are
present (to various extents) in 415793 out of 750000 games
(55.44%) played using the test set.

The fact that over 55% of observations from the test set
contained new cards dismantled the assumption of identical
distributions of data and played an important role in data
processing and modeling.

A. From Attribute-Value to Matrix Format and Feature Engi-
neering

In order to construct a two-dimensional matrix, where each
row is a snapshot and each column is a different feature,
JSONs were processed one by one.

First, all the statistics on each game and participant were
extracted (final outcome, turn, participant’s hero type, hp left,
armor, crystals left, crystals in total, #cards at hand, #cards
played, etc). This produced 26 columns.

Then, the counts of the players cards at hand were saved
in separate columns (one for each card type). For the cards
played, as they consist of minions only, the sums of their
hp were saved in unique columns (per minion type and
player/opponent). The rationale behind it is that the minion’s
health can be changed by both participants during a match and
it highly impacts how much influence a minion will have on
the outcome of a game. This produced 162 columns.

In order to overcome the fact that new, unseen cards were
present in the test set, features based on aggregates were

Shttps://github.com/peter1591/hearthstone-ai
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added. They included respectively for each participant’s min-
ions overall hp and attack situation: max, min, sum, product,
mean, median, and counts for the minions special characteris-
tics, such as “charge”, "taunt”, or "freeze”, additional features
such as “max damage doable to an enemy in this turn” amongst
them. Because a player usually has more minions that can
be summoned than they can afford to summon, a knapsack
problem was solved in order to find an optimal configuration
of minions to summon in order to maximize damage done to an
enemy champion (the ”taunt” trait was taken into an account
in its simplified form - instead of solving an optimization
problem of finding the best way on how to attack minions
and then the hero, the “’taunt” minions hp was subtracted from
the maximum damage doable to an enemy in the same turn).
Unsurprisingly, this feature came out to be one of the strongest
predictors (all models agreed on this) of the final outcome.
Yet, it wasn’t sufficient to simply check whether a player can
decrease an opponent hp to values equal to or less than zero
(in the same turn), as the relation between the game status
and the outcome turned out to be more complex (or bots are
not as smart as we would like them to be). This produced 42
columns.

Depending on a run, the cards from the test set which were
non-present in a training set, where either mapped to their
closest neighbour (using Euclidean distance on their crystal
cost, hp, and attack for hand, as well as current hp and current
attack for played card), or were omitted. Additionally, a couple
of diffs were provided (player hp - opponent hp, maximum
potential damage to enemy - enemy hp, and so on).

B. Final preparation

Since constructing this many features results in introduc-
ing collinearity into data, additional measures were taken to
minimize the negative consequences of feature engineering.

Thus, constant features, highly correlated ones (> 0.95),
and those which could be presented as a linear combination
of others were deleted. This resulted in 241+1 final variables
used for training models. Finally, the data was scaled in order
to improve the efficiency of algorithms (especially logistic
regression with regularization).

Fig. 2. Final Model

In order to obtain reliable results and avoid overfitting,
training data was split into three parts (as shown on Figure 2):

o A : First layer data (1500000 observations)
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e B : Second layer data (400000 observations)
e C : Internal test data (100000 observations)

Splitting it into three parts (instead of the usual training, and
validation set) helped to train a more complex, two-layered
model.

III. MODELING

Amid various methods of improving the overall efficiency
of modeling, such as obtaining good understanding of data
(via solid explanatory analysis done before applying actual
models), feature engineering, or adjusting models to directly
optimize cost function, one of the most common and important
is stacking. It is based on the observation that combining
predictions of several good, uncorrelated models will result
in an even stronger prediction [1].

A. Initial Two-Layered Model

Therefore, the first model used consisted of a number of
machine learning algorithms stacked in two layers. All models
are shortly described in Table I. The pipeline was as follows:
first, each of the algorithms from the first layer was trained on
part A of the training data and provided predictions for part
B and part C. Then, using first layer predictions for part B
as an input, the LightGBM model from the second layer was
trained and provided predictions for part C. Predictive power
was compared between each single algorithm, and the overall
model using part C.

First Layer

Second Layer

Fig. 3. Typical Two Layered Stack Model

Since most of the algorithms used have a number of
parameters that need to be optimized, a Bayesian approach
was used to estimate them as proposed by Snoek, Larochelle,
and Adams [2]. In short, parameter tuning can be seen as
a Bayesian optimization problem, in which a model’s perfor-
mance is modelled as a sample from a Gaussian process. Since
the posterior distribution induced by the Gaussian process is
traceable, we can efficiently use information from past runs to
optimally choose new parameters worth trying.

As training a number of models tends to take a lot of time,
the author first checked for optimal ranges of parameters using
a small subset of part A of training data (from 10000 to
100000 observations), and then ran it on bigger chunks (up
to 1000000 observations). A Bayesian optimization package
in R as proposed by [2], usually takes less than 30 iterations
(in case of 5 or less parameters).

TABLE I
MODELS USED FOR STACKING

Algorithm Specification

Random One of the best tree-based algorithms(using bagging)as

Forest invented and implemented by Breiman [3]. Run two
times. The first time, it was trained on whole data, the
second time it was trained only on 100 top features
(their importance was asserted by the first model). This
allows to reduce noise and increase prediction power.
ntree = 1000. The number of features used in the second
forest can also be optimized.

XGBoost A still fairly new, tree-based algorithm (using boosting)
created by Tiangi Chen [4]. Basic parameters to be op-
timized: eta, colsample_bytree, subsample, max_depth,
min_child_weight.

Extra Extremely Randomized Trees, as proposed by Geurts,

Trees Ernst, and Wehenkel [5].

LightGBM  One of the newest and strongest algorithms accessible
via R. Microsofts LightGBM as a part of their Dis-
tributed Machine Learning Toolkit®. Alike XGBoost it’s
a tree-based boosting algorithm with multiple parame-
ters to be optimized. Using bins instead of vectors, and
optimizing the code, LightGBM is one of the fastest
and strongest algorithms available.

Logistic Logistic regression trained on variables selected by

Regression  logistic regression with L1 penalization.

with

variables

selected

via L1

B. Dealing with Non-I1ID Data

Since test data is Non-IDD, and over 55% of observations
contain new cards, the more optimized the parameters are, the
worse the score obtained on the test set is.

From a statistical learning theory point of view, it can be
shown as a bias-variance trade-off dilemma [1]. The more we
try to optimize our models, the more their complexity and
variance will increase, and thus, their sensitivity to any shifts
in data distribution. By finding the right set of parameters, one
may decrease the bias and improve the models effectiveness,
but it is always done at the price of the models stability.

Tables II, and III show this phenomenon using Light-
GBM algorithm trained on 1000000 observations from part
A (learning rate = 1). As the number of leaves increases, the
model becomes more complicated. As the number of minimal
observations required in each leaf increases, the model is
pushed to be simpler. Here, as it is shown only for illustrative
purposes, data used for obtaining scores comes from part B,
and C (for iid data), and from the test set (for non-iid data).

TABLE II
AUC FOR IID DATA
» 10000 | 09073 0.8594 0.9395
= 1000 | 08624 08119 0.8883 0.9414
] 100 | 0.8231 0.8100 0.8434 091817  0.8915%
* 10 0.8044 0.8001 0.8146 0.84837  0.8331%
1 10 100 1000 10000

Min #Observations in Leaf
T Algorithm didn’t converge in 3000 iterations and could be further trained.

Two main things are interesting here. The first one is that
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parameter optimization is a non-convex problem. While a
model with 10000 leaves is over 0.9 AUC for both, 1 and
100 minimal observations in a leaf, for 10 it drops to 0.86
AUC.

The second one is that the more optimized the model is,
the more sensitive it becomes, and that different parameters
indicate a different “threat” to the stability of the model. While
a minimal number of observations in leaf seems not to be
strongly linked a to model’s sensitivity, the number of leaves
plays a major role in making a model fine-tuned.

TABLE III
AUC FOR NON-IID DATA
» 10000 | 0.7261  0.709  0.7537
% 1000 | 07016 0.7293 07262  0.7439
8100 | 07347 07471 0.7361  0.73547  0.7401%
F 10 | 07754 07807 07667 0.74827  0.76317
I 10 100 1000 10000

Min #Observations in Leaf
f Algorithm didn’t converge in 3000 iterations and could be further trained.

C. Final Conditional Model

This knowledge was used to build a final model. In fact,
two models were built, and depending on whether new cards
were present in any given snapshot, the adequate model was
used. For snapshots where IID seemed to hold (no new cards
present), a fine-tuned stacked model was used for predicting.
For observations where data was non-IID, a conservative
model was run to provide predictions.

Conservative model

Fine-tuned model

Fig. 4. Final Model

The internal test set obtained 0.967 AUC. The test set
managed to obtain a stable 0.795 AUC score (the best solution
obtained was 0.802 AUC).

D. Additional Possibilities

Thankfully, each data science contest has a deadline. With-
out one, there would be always a new hypothesis to test. Here
as well, a number of things can be tried:
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o Instead of using minion hp only, doubling (or tripling)
the number of columns to add information on attack and
count

« Using deep neural networks

¢ Adding information on what cards an opponent probably
has at hand

« Adding more features based on player/opponent possible
decisions

o Checking the lot’s logic - why some games where a player
can win in one turn are not won

o Further optimization of the models’ parameters

o Defining and constructing a card space where each card
has its representation so that one does not have to rely
on actual cards

IV. CONCLUSION

Even five years ago, many scientists predicted that we are
still a decade from constructing an Al capable of winning a
Go game with an average professional. Yet, in March 2016
AlphaGo, an Al developed by Google DeepMind beat Lee
Sedol, one of the best players worldwide, 4:1 [6].

Since then, and due to the renaissance of deep neural
networks, Al research got a second breath. Currently, the
effort is to create a bot capable of playing more human-like
games (usually in real time) with imperfect information (at
the time of this article being published, games like Doom [7]
are probably already conquered, therefore Starcraft would be
a good example of Al researchers’ next target).

As part of this ongoing effort, this article helps to sort
out what the most practical approach is to structuring non-
relational data into a form usable for machine learning, and
how to cope with non-IID data (or when a shift in feature
distributions is expected to happen).
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Abstract—This paper presents a winning solution to the
AAIA’17 Data Mining Challenge. The challenge focused on
creating an efficient prediction model for digital card game
Hearthstone. Our final solution is an ensemble of various neural
network models, including convolutional neural networks.

I. INTRODUCTION

EARTHSTONE: Heroes of Warcraft is a digital col-

lectible card game that gained huge interest from players
and Al researchers over the last couple of years. Although the
rules of the game are simple, creating an Al model that would
succesfully challenge an experienced human opponent is a
difficult task, mainly due to inherent stochasticity and partial
information. The goal of AAIA’17 Data Mining Challenge:
Helping Al to Play Hearthstone was to design a model that can
accurately evaluate arbitrary intra-game states, by predicting
likelihood of winning the game by the first player.

In this paper, we present a winning solution that utilizes
both neural network and convolutional neural network archi-
tectures. The proposed method requires only minimal domain
knowledge and relies on basic feature preprocessing with no
feature selection.

The rest of the paper is organized as follows. In section II
we describe the details of the AAIA’17 challenge. Section III
provides the description of features extracted from the data.
Finally in section IV we present the details and results of our
solution.

II. THE CHALLENGE
A. Game description

Hearthstone [1] is a turn based game between two players
with custom built decks of thirty cards. Each player starts with
thirty health points and zero mana crystals. At the start of each
turn, player gains an additional mana crystal, draws a random
card and his mana crystals are refreshed. Each card costs mana
to play. Some cards are creatures, also called minions, that
stay on the game board as long as their health is above 0.
Players can make arbitrary number of actions during their
turns, limited only by the mana crystals left. The goal of a
game is to reduce the opponent’s health to zero.

B. Problem statement

The given problem is an instance of binary classification
task. Given a detailed representation of an arbitrary intra-game
state, the goal is to predict the likelihood of winning the game
by the first player, assuming it is his turn to play. The game

IEEE Catalog Number: CFP1785N-ART (©)2017, PTI

state need not be a beginning state of a current turn. The
predicted values do not need to be in particular range, however
higher values should indicate a higher chance of winning. The
accuracy of a model is defined as an area under the ROC
curve (AUC). AUC can be interpreted as a probability that a
classifier will rank a randomly chosen winning state higher
than a randomly chosen losing state.

C. Data

Data sets provided in competition were extracted from large
collection of play outs between weak Al players. Play outs
were generated using all available nine classes and decks
assembled from basic set of cards. The data was split into
seven training sets and three test sets. In total, the training
set consisted of 3 250 000 observations for which the correct
decision label was provided. The test set had 750 000 game
states in total and was missing the true labels. Game states
contained in the test set were extracted from different play
outs. Competitors were asked to submit their predictions on
the whole test set.

Furthermore, data sets were provided in two different for-
mats. The main set is a collection of JSON records containing
a detailed description of each game state. Each record in JSON
file contained:

« information about player and opponent heroes

« detailed description of all played creatures for both player
and opponent

o detailed description of cards in player’s hand

e current turn number

However, there was no information about previously played
cards neither by player nor the opponent. The remaining cards
in the player’s deck were also unknown. The second data set
was available in a simpler, tabular format. It contained the most
important features extracted from JSON format and a handful
of additional columns that aggregated information from several
JSON fields.

D. Evaluation

Preliminary leaderboard was available for all competitors,
based on a randomly chosen 5% subset of the test data set.
This subset was the same for all participants and was known
only to the organizers. There was no hard limit on the number
of submisions available. Each team could select only one
submission as their final solution that was evaluated on the
remaining 95% of the data set.
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III. FEATURE ENGINEERING

Since the main data sets were given in a raw JSON format, a
crucial first step in the competition was to extract meaningful
features. Moreover, usage of external knowledge bases about
cards was allowed, as long as it was publically available. In
general, we can divide created features into three groups:

¢ played minion features
« hero features
o aggregating features

The following features were extracted from JSON data for
each creature:

e attack - attack value

e health - current health value

e can_attack - whether minion can attack this turn

e forgetful - whether minion has 50% chance to miss
a target

e taunt - whether minion has taunt

e hp_max - maximum health value

Other features extracted from JSON data:

« all player and opponent hero information
o all aggregating features from tabular data
« hero and opponent class in one-hot encoding

In addition, the following variables were added to the set:

o for each minion played: aura - whether a creature
provides an active bonus for other minions

e effective_health - difference between total health
of hero and total attack value of enemy minions

e« hand_power - sum of marginal player hand card values
based on Heartharena Tierlist [2]

e« hand_aoe - total damage of ‘area of effect’ spells in
hand

e hand_answers - number of ‘hard removal’ spells (that
neutralize arbitrarily strong minions)

IV. SOLUTION
A. Preprocessing

In all models, we normalize the data using Min-Max scaling.
All features are scaled down to a fixed range from 0 to 1. Min-
Max scaling proved to give slightly better results on holdout
test sets than standarization with regard to mean and standard
deviation.

In both neural network and convolutional neural network
models, we also decided to include square and logarithm
transformed features for all variables, excluding minion fea-
tures and one-hot encoded hero class. This increased the total
number of features to 260. In terms of bias-variance tradeoff,
we want to decrease the bias even at the cost of increased
variance of a single model.

B. Evaluation

Given a very large dataset we decided to evaluate our
models using standard random train and test split, with 70%
and 30% size respectively.
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C. Initial models

To better understand the difficulty of the problem, we de-
cided to train several standard linear and non-linear classifiers.
We utilized Python’s scikit-learn machine learning package
(ver. 0.18.1) [3], [4]. For all models, if not explicitly stated,
we used default parameters. Optimal hyperparameters where
found using basic grid search approach on a small, random
subsample of data.

« Logistic Regression fitted using Stochastic Average Gra-
dient [5] solver with penalty parameter C' = 2.0 and L2
regularization which resulted in 0.79321 score on local
test set.

o Support Vector Machine (SVM) with RBF kernel and
penalty parameter C' = 35.0 trained on a random sample
of size 50000 achieved a score of 0.78835 on local test
set subsample of size 25000.

« Random Forest with 500 trees, minimum number of
samples to split a node equal to 5 and maximal depth
of 30 which resulted in 0.83494 score on local test set,
around 0.784 on online preliminary test set.

We can see from the above results that a decent result can be
achieved with a simple Logistic Regression model. However,
an SVM trained on a very small data sample achieved only
a slightly worse result. This tells us that the problem is
highly non-linear and more complex models should perform
better. On the other hand, the discrepancy between local and
preliminary results for a Random Forest model is a clear sign
of overfitting. The final test set has different characteristics
and a good generalization is the key to win the competition.

D. Neural network

Feedforward neural network satisfies all requirements stated
in section IV-C. The model can have arbitrary complexity,
depending on the number of neurons and hidden layers, is very
flexible and provides many techniques to reduce overfitting.
Neural networks can also successfully be trained on very large
datasets, as opposed to SVMs with non-linear kernels. On
the downside, neural network training is highly sensitive to
parameter initialization and can be hard to reproduce.

Both neural networks and convolutional networks were
implemented in Tensorflow (ver. 1.1.0) [6] framework, a
library for numerical computations using data flow graphs.

Network architecture consists of two hidden layers with
dense connections and ReLU as an activation function [7].
Each hidden layer is followed by a Batch Normalization layer.
Batch Normalization can speed up learning and reduce the
exploding gradient problem [8]. We use L2 regularization of
weights with A = 0.0002. A was set to a maximal value that
did not hinder the network learning performance on local test
set.

We trained many models with different number of hidden
layer neurons. Best single network consisted of 100 neurons in
first hidden layer and 50 neurons in second. It scored 0.7980
on the preliminary leaderboard.
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E. Convolution layer rationale

From bayesian perspective, we can think of convolutional
layer as a fully connected layer with an infinitely strong
prior over some of its weights [9]. An infinitely strong prior
places zero probability on parameters, making them forbidden,
regardless of how much support the data assigns to those
parameters. In case of convolution, this prior states that the
layer should only learn local interactions and be equivariant
to translation. Such prior results in sparse connections and
parameter sharing, that significantly reduces the parameter
space, when compared to fully connected layer of the same
size.

The overall performance of convolutional network depends
on whether our prior beliefs are reasonably accurate. If we are
not correct, the network will likely underfit. On the other hand,
if our prior is acceptable, we can expect the convolutional
model to perform similarly, or even better then the original
fully connected network, while having much less parameters.

F. Convolution layer in detail

Recall from section III that for each played minion we
extracted 7 features. Each player can have up to 7 minions
in play, giving a total of 98 variables. Since we already
included features that describe the overall state of the game
board, from the detailed minion features we want to extract
information about how well they perform against each other.
We state our belief that such performance should be measured
independently of the position of a minion. Let p; be the 7’th
player minion feature vector and o; be the i’th opponent
minion feature vector. We have p;,0; € R7, and p;,0; = 0
whenever there is no minion at the position <.

We can reshape the input vector as a [7,2,7] tensor (mul-
tidimensional array), see Fig. 1a. We now introduce a partial
cyclic shift (PCS) operation on such tensor, that applies a row-
wise shift of player minion features, while leaving opponent
minion features intact, Fig. 1b. We apply PCS 7 times with
shift from 0 to 6. We then reshape each resulting tensor to
[7,14], so that i’th row contains features of both i’th player
and ¢’th opponent minions. Finally the tensors are stacked
along third dimension, Fig. 1c shows a single row of final
tensor (indices modulo 7). We want a convolution kernel to
process the effectiveness of all player minions againt a single
opponent minion.

Po | 00 P1 | 0o Pi 0j
b1 | 01 b2 | 01 Pi+1 | Oi
b2 | 02 b3 | 02 Pi+2 | 0i
P3 | 03 P4 | 03 Pi+3 | Oi
Pa | 04 Ps | 04 Pi+a | Oi
Ps | 05 Ps | 05 Pi+s | Oi
Ps | O6 Po | %6 Pite | Oi

(a) Minion features (b) PCS with shift 1  (c) Final ¢’th row

Fig. 1
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Fig. 2: Test set AUC scores during learning using minion features
only. FC - fully connected layer, BN - batch normalization, CNN(d)
- single convolution with depth d1, CNN(d1, d2) - double convolution
with depths di, ds.

We introduce new hyperparameter d; - the depth of convo-
lution result. After the preprocessing we run two convolutions
in parallel creating a layer similar to inception layer [10]. First
one, with kernel shape [1, 14,7, d;], measures performance of
player minions against a single oppponent minion. Second one
with kernel shape [2, 14,7, d;] that can take into account coop-
eration against 2 adjacent opponent minions. All convolutions
are without padding, resulting in tensors with shapes [7, 1, d1]
and [6, 1, d;] for first and second convolutions. We again use
ReLU as activation function.

We also tested running additional convolutions with kernel
[1,1,d1,ds] on top of the resulting tensors described above.
Applying such operation creates the same do linear combina-
tions from d; features for each spatial location, see Fig. 3.

We then tested the performance of our convolution layer on
minion features only with different d;,d> hyperparameters,
merging and flattening the resulting tensors and using a double
layer fully connected network. We compared the results with
double layer dense networks with raw minion features as input.
Results are presented in Fig. 2.

We see that there is a lot of information contained only
in minion features about the depending variable. Also, the
convolutional layers can extract features that lead to similar
classification performance as the raw inputs, despite the im-
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Fig. 3: Overview of the convolutional layer architecture. Node vectors
represent tensor shapes at each step of computation. Edge vectors
represent convolution kernel shapes.

posed prior. We believe that those features will allow a network
achieve better generalization performance.

G. Convolutional network

We create a convolutional network by flattening the output
from the convolutional layer and concatenating it with the
original features, including raw minion features. We then use
3-layer feedforward network with ReLU activation and batch
normalization after each hidden layer, without scaling factors.
We did not include batch normalization in convolutional layer.
We again use L2 regularization with A = 0.0002. In some
models, we substituted L2 regularization with dropout [11]
with 0.5 probability, applied only to the last hidden layer. We
present two best convolutional architectures in Table I.

H. Training

All networks were trained using Adam [12] optimizer with
initial learning rate of 0.0001 or 0.0002, without learning rate
decay and with cross entropy loss function. Network weights
were initialized by sampling from truncated normal distribu-
tion with 0 mean and 0.1 standard deviation. Larger convo-
lutional networks were also initialized using lower standard
deviation of 0.05. Biases were initialized with 0.1 constants.

TABLE I: CNN with L2 regularization on the left and with dropout
regularization on the right

[7x14x1] MINION INPUT [7x14x1] MINION INPUT

[7x14x7] CYCLIC_SHIFT(MINION INPUT) [7x14x7] CYCLIC_SHIFT(MINION INPUT)

[7x1x12] [6x1x12] [7x1x12] [6x1x12]

CONVOLUTION [1x14]
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whole dataset, roughly 1.5 epochs. Such early stopping method
was chosen empirically, basing on preliminary test results,
since the holdout test scores proved to be highly unreliable.

1. Ensembling

We retrained each model a couple of times and selected
top networks, based on preliminary results. Choosing models
solely on preliminary results certainly could lead to overfitting,
thus we created ensembles of top scoring predictors, with
manually adjusted weights. All submitted ensembles scored
far better than single models, see Table II. Final submission
contained 11 models and won the competition with 0.80185
AUC score.

TABLE II: Excerpts of preliminary results

Model Best model AUC
CNN L2 0.8012
CNN Dropout 0.8005
NN Ensemble 0.80
CNN Ensemble 0.8041
Final Ensemble 0.8037
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Abstract—In this paper, an approach to evaluating game states
of a collectible card game Hearthstone is described. A deep
neural network is employed to predict the probability of winning
associated with a given game state. Encoding the game state as an
input vector is based on another neural network, an autoencoder
with a sparsity-inducing loss. The autoencoder encodes minion
information in a sparse-like fashion so that it can be efficiently
aggregated. Additionally, the model is regularized by decorre-
lation of hidden layer neuron activations, a concept derived
from an existing regularizing method DeCov. The approach was
developed for AAIA’17 data mining competition '""Helping Al to
play Hearthstone'' and achieved 5th place out of 188 submissions.

I. INTRODUCTION

IDEOGAME AI is one of the most well-known ap-
Vplications of Artifcial Intelligence methods in software
development. Designing challenging, smart and believable
opponents has always been an important goal for videogame
developers. Implementation of intelligent actors in games
requires development of efficient methods for searching large
state spaces and designing game-specific heuristics for state
evaluation.

Recently, a breakthrough in the domain of board games
achieved by the AlphaGo [1] project has demonstrated the
potential of machine learning methods, specifically deep neural
networks [2], in game Al Coupled with a Monte Carlo tree
search approach [3], a combination of neural networks for
move policy and game state evaluation has achieved results
previously thought to be at least a decade of research away
and was shown capable to defeat top-level human players. The
results are promising for multiple types of games, as Monte
Carlo tree search approach is general enough to cover varying
types of gameplay, including card games.

This paper describes a solution to the data mining challenge
competition organized within the framework of the 12th Inter-
national Symposium on Advances in Artificial Intelligence and
Applications. The goal of the challenge was to evaluate game
states of the collectible card game Hearthstone, using machine
learning algorithms, given a training sample of contextless
game states with a single win/loss variable to predict. Our
solution is based on a combination of autoencoder neural
network for game state encoding and a deep neural network
for the actual game result prediction.

IEEE Catalog Number: CFP1785N-ART (©)2017, PTI

II. CHALLENGE DESCRIPTION

Hearthstone is a collectible card game developed by Bliz-
zard Entertainment in which two players, represented by
heroes chosen from a pool of 9 character classes, fight each
other using minion, spell and weapon cards. Additionally, each
hero has access to a "hero power" which can be used once per
turn. Possible plays are limited by crystals called "mana". A
player starts the game with a single mana crystal, gains one
mana crystal per turn and can use their mana crystals once per
turn to pay the cost associated with playing a card.

Minions persist on the game board until destroyed, can
attack the opposing player or other minions once per turn, and
can have various special properties. Minions are positioned on
the game board in a single line for the player and another for
the opponent; up to 7 minions can be played on each side and
adjacency can be relevant to the functioning of certain cards.

Spells are cast by the player, affect the game state in a
particular way, and leave the game afterward. Most of spells
do not persist on the game board after resolving their effect.

Weapons can be equipped by the player’s hero, are persis-
tent, and allow the hero to attack, similarly to the way minions
do. However, weapons have a limited durability, which goes
down by 1 with each attack, effectively limiting the number
of times they can be used. Moreover, only one weapon can be
equipped at a time.

The goal of the game is to bring down the opposing player’s
health points (HP) to O or below, with both players starting
at 30 HP. Minions are particularly important for this purpose
due to their persistence on the game board and the ability to
attack every turn.

The challenge data consists of contextless snapshots of
game states during the player turn. For training data, a single
variable indicating whether the game was won or lost by the
player is provided. The data was created using simulations of
games between two Al, driven by a Monte Carlo tree search
approach. The simulations only use cards from the original
card set of Hearthstone, released in 2014. Provided datasets
are divided as follows:

o initial training set: 4 data chunks of 500000 game states
each

« initial test set: 1250000 game states; later became avail-
able as training set
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TABLE I
PROPERTIES OF THE PLAYER AND THE OPPONENT

Property Meaning

deck_count Number of cards in deck

played_minions_count Number of minions in play

fatigue_damage Takes this much damage with next draw

hand_count Number of cards in hand

crystals_all Number of mana crystals

spell_dmg_bonus Damage added to damaging spells

crystals_current Mana crystals still available this turn

weapon_durability Uses of equipped weapon left

armor Additional HP which can go above 30
hp Health points, maximum 30
attack Deals this much damage on attack

hero_card_id One of 9 hero classes

special_skill_used Hero power was used this turn

o final test set: 750000 game states
The goal of the challenge was to provide real number
evaluations of game states present in the final test set, quality

of which would be measured by area under the ROC curve
(AUC).

III. GAME STATE ENCODING

In the following section, the term "player" will be used in
reference to the player from whose perspective the games are
observed, and the term "opponent" will refer to the second
player.

The key properties of a single game state conists of turn
number, player stats, opponent stats, up to 7 player minions,
up to 7 opponent minions and up to 10 cards in player’s hand.

Representing these variables so that they can serve as an
input to a neural network is non-trivial due to the varying
number of minions. Basic information about a single minion
can be expressed as a numerical vector. However, a concatena-
tion of seven vectors into a single "board vector" representing
one side poses multiple problems. Firstly, this representation
does not guarantee equivalent or even similar results for equiv-
alent board states (i.e., shuffling minion positions). Secondly,
samples with minions present on all positions are rare in the
training set. Usually, only the first few positions are occupied.

Proposed solution is based on using a sparse autoencoder
to encode minion data. While autoencoders are typically a
dimensionality reduction method, sparse coding aims to detect
patterns and improve aggregation of data. E.g., given a set of
objects which form clusters in the data space, the simplest
form of sparse coding is a dictionary approach in which each
object is encoded as a one-hot vector that contains the object’s
cluster assignment. A sum of such sparse vectors contains
information of how much objects of each type there are in
the dataset. More complex dictionary encoding methods exist
[4], and neural network encoding with sparsity constraints can
be viewed as a non-linear extension of them [5].

In our approach, we encode information a