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EAR Reader, it is our pleasure to present to you Pro-
ceedings of the 2017 Federated Conference on Com-

puter  Science  and  Information Systems (FedCSIS),  which
took place, for the first time outside of Poland, in Prague,
Czech Republic, on September 3-6, 2017.

D

FedCSIS 2017 was Chaired by prof. Pavel Tvrdik, while
prof.  Jan  Janousek  acted  as  the  Chair  of  the  Organizing
Committee. This year, FedCSIS was organized by the Polish
Information  Processing  Society  (Mazovia  Chapter),  IEEE
Poland  Section  Computer  Society  Chapter,  Systems  Re-
search Institute Polish Academy of Sciences, Warsaw Uni-
versity of Technology, Wrocław University of Economics,
and Czech Technical University in Prague.

FedCSIS  2017  was  technically  co-sponsored  by:  IEEE
Region 8, IEEE Czechoslovakia Section, IEEE Poland Sec-
tion, IEEE Computer Society, IEEE Computer Society Tech-
nical Committee on Intelligent Informatics,  IEEE Czecho-
slovakia  Section  Computer  Society  Chapter,  IEEE Poland
Section  Gdańsk  Computer  Society  Chapter  Poland,  SMC
Technical  Committee  on Computational  Collective Intelli-
gence, IEEE Poland Section Systems, Man, and Cybernetics
Society Chapter, IEEE Poland Section Control System Soci-
ety  Chapter,  IEEE  Poland  Section  Computational  Intelli-
gence Society Chapter, ACM Special Interest Group on Ap-
plied Computing, Łódź ACM Chapter, International Federa-
tion  for  Information  Processing,  Committee of  Computer
Science of the Polish Academy of Sciences, Polish Opera-
tional and Systems Research Society,  Mazovia Cluster ICT
Poland,  Polski Klaster Badań i Rozwoju Internetu Rzeczy,
and Eastern Cluster ICT Poland. FedCSIS 2017 was spon-
sored by Intel, Profinit and Abra.

FedCSIS 2017 consisted of the following events (confer-
ences, symposia, workshops, special sessions). These events
were grouped into FedCSIS conference areas, of various de-
gree of integration. Specifically, those listed without indica-
tion of the year 2017 signify "abstract areas" with no direct
paper submissions to them (but with submissions to their en-
closed events).

• AAIA'17  –  12th International  Symposium
Advances  in  Artificial  Intelligence  and
Applications

◦ AIMA'17  –  7th International  Workshop  on
Artificial Intelligence in Medical Applications

◦ AIRIM'17 – 2nd International Workshop on AI
aspects  of  Reasoning,  Information,  and
Memory

◦ ASIR'17  –  7th International  Workshop  on
Advances in Semantic Information Retrieval

◦ JAWS'17  –  11th Joint  Agent-oriented
Workshops in Synergy

◦ LTA'17  –  2st International  Workshop  on
Language Technologies and Applications

◦ WCO'17  –  10th International  Workshop  on
Computational Optimization

• CSS - Computer Science & Systems

◦ CANA'17  –  10th Computer  Aspects  of
Numerical Algorithms

◦ C&SS'17 –  4th International  Conference  on
Cryptography and Security Systems

◦ CPORA'17  –  2nd Workshop  on  Constraint
Programming  and  Operation  Research
Applications

◦ MMAP'17 – 10th International Symposium on
Multimedia Applications and Processing

◦ WAPL'17 –  6th Workshop  on  Advances  in
Programming Languages

◦ WSC'17  –  9th Workshop  on  Scalable
Computing

• iNetSApp  –  International  Conference  on
Innovative Network Systems and Applications

◦ INSERT'17 – 1st International  Conference on
Security, Privacy, and Trust

◦ IoT-ECAW'17 – 1st Workshop on Internet  of
Things  –  Enablers,  Challenges  and
Applications

◦ WSN'17  –  6th International  Conference  on
Wireless Sensor Networks

• IT4MBS  –  Information  Technology  for
Management, Business & Society

◦ AITM'17  –  15th Conference  on  Advanced
Information Technologies for Management

◦ ISM'17  –  12th Conference  on  Information
Systems Management

◦ IT4L'17 –  5th Workshop  on  Information
Technologies for Logistics

◦ KAM'17  –  23nd Conference  on  Knowledge
Acquisition and Management

• SSD&A  –  Software  Systems  Development  &
Applications

◦ IWCPS'17 –  4th International  Workshop  on
Cyber-Physical Systems

◦ LASD'17 –  1st International  Conference  on
Lean and Agile Software Development

◦ MIDI'17 –  4th Conference  on  Multimedia,
Interaction, Design and Innovation

◦ SEW-37 –  The  37th IEEE  Software
Engineering Workshop

• DS-RAIT'17  –  4th Doctoral  Symposium  on
Recent Advances in Information Technology

The 2017 edition of an AAIA’17 Data Mining Challenge,
focused  on  “Helping  AI  to  Play  Hearthstone”. Its  results
constitute a separate section in these proceedings. Awards
for the winners of the contest were sponsored by: Silver Bul-
let Solutions and the Mazovia Chapter of the Polish Informa-
tion Processing Society. Papers resulting from the competi-
tion constitute a separate section of these Proceedings.

Each paper, found in this volume, was refereed by at least
two referees and the acceptance rate of regular full papers
was ~19.3% (96 papers out of 497 general submissions).

The program of FedCSIS required a dedicated effort  of
many people. Each event constituting FedCSIS had its own
Organizing and Program Committee. We would like to ex-
press our warmest gratitude to all Committee members for



their hard work in attracting and later refereeing 497 submis-
sions (regular and data mining).

We thank the authors of papers for their great contribution
to research and practice in computing and information sys-
tems. We thank the invited speakers for sharing their knowl-
edge and wisdom with the participants. Finally, we thank all
those responsible for staging the conference in Prague. Orga-
nizing a conference of this scope and level  could only be
achieved by the collaborative effort of a highly capable team
taking charge of such matters as conference registration sys-
tem, finances, the venue, social events, catering, handling all
sorts of individual requests from the authors, preparing the
conference rooms, etc.

We hope you had an inspiring conference and an unfor-
gettable  stay  in  the  beautiful  city  of  Prague.  We hope to
meet you again for FedCSIS 2018 in Poznań, Poland.

Co-Chairs of the FedCSIS Conference Series

Maria Ganzha, Warsaw University of Technology, Poland 
and Systems Research Institute Polish Academy of Sciences, 
Warsaw, Poland

Leszek Maciaszek, Wrocław University of Economics, 
Wrocław, Poland and Macquarie University, Sydney, 
Australia

Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, Warsaw Poland and Management 
Academy, Warsaw, Poland
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Combat triage support using the Internet of Military Things 835
Michał Dyk, Mariusz Chmielewski, Andrzej Najgebauer

An approach to prevention to the DNS Injection attacks on the base of system level
comparison method MM 843

Michał Melaniuk

6TH INTERNATIONAL CONFERENCE ON WIRELESS SENSOR NETWORKS

Call For Papers 847
Analysis of Interferences in Data Transmission for Wireless Communications
Implemented in Vehicular Environments 849

Valentin Iordache, Razvan Andrei Gheorghiu, Marius Minea

Considerations for using ZigBee technology in vehicular non-critical applications 853
Valentin Iordache, Marius Minea, Razvan Andrei Gheorghiu

Impact of External Phenomena In Compressed Sensing Methods For Wireless Sensor
Networks 857

Michal Kochláň, Michal Hodoň
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Michał Basiuras, Klaudia Greif, Jakub Santorek, Laurent Babout

Interacting with Digital Memorials in a Cemetery: Insights from an Immersive Practice 1239
Cristiano Maciel, Vinícius Carvalho Pereira, Carla Leitão, Roberto Pereira, José
Viterbo

xv



Aesthetic Categories of Interaction: Aesthetic Perceptions on Smartphone and Computer 1249
Mati Mõttus, David Lamas, Liina Kukk

User-Centered Design Case Study: Ribbon Interface Development for Point of Sale
Software 1257

Zdzisław Sroczyński
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Abstract—In recent years, there has been a growing interest
in the use of ontological theories in the philosophical sense
(Foundational Ontologies) to analyze and (re)design conceptual
modeling languages. This paper is about an ontologically well-
founded conceptual modeling language in this tradition, termed
OntoUML. This language embeds a number of ontological
patterns that reflect the micro-theories comprising a particular
foundational ontology named UFO. We here (re)define OntoUML
as a formal graph grammar and demonstrate how the models of
this language can be constructed by the combined application of
ontological patterns following a number of graph transformation
rules. As a result, we obtain a version of this language fully
defined as a formal Ontology Pattern Grammar. In other words,
this paper presents a formal definition of OntoUML that is both
explicit in terms of the ontological patterns that it incorporates
and is completely independent of the UML meta-model.

I. INTRODUCTION

IN RECENT years, there has been a growing interest in
the use of ontological theories in the philosophical sense

(Foundational Ontologies) and engineering tools derived from
these theories to improve the theory and practice of Informa-
tion Systems Engineering (ISE). In particular, there is a stable
tradition on the use of foundational ontologies to analyze
and (re) design conceptual modeling languages that play an
essential role in ISE. For example, in [1], the authors have
conducted an empirical study with 528 practitioners and have
shown that the perception of ontological deficiencies in con-
ceptual modeling languages negatively affects the perception
of the usability and usefulness of these languages.

This paper is written in the context of a research program
involving a particular Foundational Ontology, namely, the
Unified Foundational Ontology (UFO) [2] and a particular
conceptual modeling language derived from it, namely, On-
toUML [3]. OntoUML was conceived as an ontologically well-
founded version of the UML 2.0 fragment of class diagrams.
Both UFO and OntoUML have gained increasing attention
in the context of ontology-driven conceptual modeling. For
example, a recent study shows that UFO is the second-most
used foundational ontology in conceptual modeling and the
one with the fastest adoption rate [4]. Moreover, the study
also shows OntoUML is among the most used languages
in ontology-driven conceptual modeling (together with UML,
(E)ER, OWL and BPMN).

In a recent paper [5], we have shown that OntoUML
comprises a number of ontology patterns reflecting corre-

sponding ontological micro-theories put forth by its underlying
foundational ontology (UFO) [6]. As discussed in [5], UFO is
a system of micro-theories addressing basically all the classic
conceptual modeling concepts. For each of the ontological
distinctions present in UFO and which are reflected as mod-
eling constructs in OntoUML, we have a corresponding ax-
iomatization. This axiomatization makes sure that OntoUML
constructs can only appear in a model forming clusters of
constructs with their ties and associated constraints. In other
words, in general purpose languages such as ER, UML or
OWL, the actual modeling building blocks of the language are
low-granularity modeling primitives such as class, association,
attribute, etc. In OntoUML, in contrast, the actual modeling
primitives are these structures (and their corresponding axiom-
atization) reflecting the underlying ontological micro-theories.
As a consequence, OntoUML could be conceived as a pattern
grammar (language) whose models are constructed via the
combined instantiation of the ontological patterns.

In [5], we presented the ontological patterns embedded in
OntoUML, the connection between these patterns, and their
possible combination rules. However, the characterization of
OntoUML as a full-blown pattern grammar was done there
in an informal way. In this paper we remedy this situation by
defining and implementing OntoUML as an Ontology Pattern
Grammar. As the main contribution of this paper, we show
how OntoUML patterns can be formally defined using a graph
grammar based on the Single-Pushout Graph Transformation
theory. Furthermore, we present a practical implementation of
this grammar, using the general-purpose graph transformation
tool GROOVE [7][8].

We highlight that the definition and implementation of
OntoUML as a formal Ontology Pattern Grammar can bring
several benefits to the (Ontology-Driven) Conceptual Model-
ing community, namely: (i) the grammar is defined in a for-
mal, Turing powerful, computational method that circumvents
the limitations of the current meta-modeling approaches for
defining the abstract syntax of modeling languages; (ii) the
language is defined in a way that affords its independence
from the UML meta-model and, as consequence, the results
presented here can be ported to other conceptual modeling
languages (e.g., some ontological distinctions put forth by
UFO have been incorporated in the ORM language [9][10])
and employed by the conceptual modeling community at large
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beyond UML users; (iii) the language makes explicit its con-
stituting ontology design patterns which, once more, reflect the
ontological micro-theories put forth by UFO. In other words,
in comparison to the current definition of OntoUML’s abstract
syntax (in terms of a UML 2.0 meta-model with associated
OCL constraints), the implementation of this language in the
manner proposed here affords a much higher ontological trans-
parency for the language, i.e., the implementation makes much
more transparent the ontological commitments embedded in
that conceptual modeling language. Finally, we highlight that
the implementation of these patterns in a computational tool
supports the construction of OntoUML models by employing
modeling primitives of a higher-granularity (the ontological
patterns). Moreover, since these higher-granularity modeling
elements can only be combined to each other in a restricted set
of ways, in each modeling step, the design space is reduced.
We believe that this strategy reduces the complexity of the
modeling process, especially for novice modelers.

The remainder of this paper is organized as follows. Sec-
tions II and III present the background of this work. In
particular, Section III briefly introduces the basic concepts of
graph transformation, including the commonly used Single-
Pushout approach, and the definition of a graph grammar and
its associated graph language. Section IV presents the syntac-
tical conventions of the GROOVE tool set. Section V presents
the definition of OntoUML as an Ontology Pattern (Graph)
Grammar and shows its implementation in GROOVE. Finally,
by using this implementation, in Section VI we illustrate the
use of the proposed grammar to instantiate real OntoUML
models. Section VII presents our final considerations.

II. UFO AND ONTOUML

OntoUML, as all structural conceptual modeling languages
(e.g., UML, ER, ORM), is meant to represent type-level
structures whose instances are endurants, i.e., they are meant
to model Endurant Universals and their type-level relations.

Fig. 3 depicts the Endurant Universals hierarchy in UFO.
A basic formal relation that can hold between (endurant)
universals in UFO is the relation of subtyping. If a universal
B is a subtype of a universal A then we have that: (i) it is
necessarily the case that all instances of B are instances of A;
and (ii) all properties of universal A are in a sense inherited by
universal B, i.e., Bs are As and, therefore, have all properties
that are properties defined for universal A.

Endurant universals are distinguished into Substantial Uni-
versals and Moment Universals. Naturally, these are kinds of
universals whose instances are Substantials and Moments [3],
respectively. Substantials are existentially independent objects
such as John Lennon, the Moon, an organization, a car, a
dog. Substantials can have a mereologically complex structure,
i.e., they can have parts that are themselves substantials.
In case these substantials are functional complexes, their
parts are functional parts termed components (e.g., a CPU
is a functional component of a computer); in case they are
collectives, they have a uniform structure in which all parts
(termed members) are undifferentiated w.r.t. the whole (e.g.,

in the sense all trees are considered merely as members of a
forest) [3]. Moments, in contrast, are existentially dependent
individuals such as John’s headache (which depends on him)
and the marriage between John and Yoko (which depends on
both John and Yoko). Being existentially dependent entities,
moments can only exist by inhering in other endurants [3].

Concerning the substantial universal hierarchy, Sortal Uni-
versals are the ones that either provide or carry a uniform
principle of identity for their instances. A principle of identity
supports the judgment whether two individuals are the same,
i.e., in which circumstances the identity relation holds. In
particular, it also informs which changes an individual can
undergo without changing its identity. Within the category of
Sortal Universals, we have the distinction between rigid and
anti-rigid universals. A rigid universal is one that classifies its
instances necessarily (in the modal sense), i.e., the instances
of that universal cannot cease to be so without ceasing to
exist. Anti-rigidity, in contrast, characterizes a universal whose
instances can move in and out of its extension without altering
their identity. For instance, contrast the rigid universal Person
with the anti-rigid universals Student or Husband. While the
same individual John never ceases to be an instance of Person,
he can move in and out of the extension of Student or Hus-
band, depending on whether he enrolls in/finishes college or
marries/divorces, respectively. Kinds are sortal rigid universals
that provide a uniform principle of identity for their instances
(e.g., Person). Subkinds are sortal rigid universals that carry
the principle of identity supplied by a unique Kind (e.g., a
kind Person can have the subkinds Man and Woman that carry
the principle of identity provided by Person). Concerning anti-
rigid sortals, we have the distinction between roles and phases.
Phases are relationally independent universals defined as a
partition of a sortal. This partition is derived based on an
intrinsic property of that universal (e.g., Child is a phase of
Person, instantiated by instances of persons who are less than
12 years old). Roles are relationally dependent (or externally
dependent) universals, capturing relational properties shared
by instances of a given kind, i.e., putting it baldly: entities play
roles when related to other entities via the so-called material
relations (e.g., in the way some plays the role Husband when
connected via the material relation of “being married to” with
someone playing the role of Wife). Since the principle of
identity is provided by a unique Kind, each sortal hierarchy
has a unique Kind at the top [3].

The relational dependence of Roles is manifested by the
presence of a Relator (a particular type of moment that is
existentially dependent on multiple individuals) in the model.
Relators are individuals with the power of connecting entities.
For example, an Enrollment relator connects a Student role
with an Educational Institution. OntoUML has a construct
for modeling relator universals. Every instance of a relator
universal is existentially dependent on at least two distinct
entities. The formal relation that take place between a relator
universal and the object classes it connects is termed mediation
(a particular type of existential dependence relation) [3].
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Non-Sortals or Mixins are universals that aggregate prop-
erties that are common to different sortals, i.e., that ultimately
classify entities that are of different Kinds. Non-sortals do
not provide a uniform principle of identity for their instances;
instead, they just classify things that share common properties
but which obey different principles of identity. Furniture is an
example of non-sortal (a category) that aggregates properties
of Table, Chair and so on. Other examples include works of art
(including paintings, music compositions, statues), insurable
items (including works of arts, buildings, cars, body parts, etc.)
and social and legal objects (including people, organizations,
contracts, legislations, etc.). The meta-properties of rigidity
and anti-rigidity can also be applied to distinguish different
types of Non-Sortals (Mixins). A Category represents a rigid
and relationally independent mixin, i.e., a dispersive universal
that aggregates essential properties that are common to differ-
ent rigid sortals [3] (e.g., Physical Object aggregates essential
properties of Table, Car, Glass, etc). A RoleMixin represents
an anti-rigid and externally dependent non-sortal, i.e., a dis-
persive universal that aggregates properties that are common
to different Roles (e.g., a Customer that aggregates properties
of Individual Customer and Corporate Customer) [3].

The leaf ontological distinctions represented in Fig. 3 as
well as their corresponding axiomatization (i.e., their corre-
sponding ontological micro-theories) are reflected as modeling
constructs in OntoUML [3]. Moreover, as shown in [5], this
axiomatization ensures that the OntoUML constructs repre-
senting these ontological categories can only appear in a model
forming clusters of constructs with their ties and associated
constraints. In other words, as previously mentioned, the actual
modeling primitives of OntoUML are certain pattern-based
structures reflecting the ontological micro-theories comprising
UFO. Thus, OntoUML is a pattern language whose models are
constructed via the combined instantiation of certain founda-
tional patterns. As a pattern grammar, an OntoUML model is
a non-empty set of Endurant Universal Expressions. These
expressions, in turn, as summarized in Table I, are defined in
a recursive manner reflecting the taxonomic structure of the
UFO ontology of Endurant Universals (Fig. 3) until a level
of concrete terminal elements (kinds and concrete ontology
patterns) is reached. The OntoUML patterns have already been
presented in [5] but at a more informal level. In this paper,
we present the OntoUML patterns in a formal manner, using
a graph transformation system.

III. GRAPH TRANSFORMATION

A. Basic Concepts

Graph transformation (or graph rewriting) [11] has been
advocated as a flexible formalism, suitable for modeling
systems with dynamic configurations or states. This flexibility
is achieved by the fact that the underlying data structure,
that of graphs, is capable of capturing a broad variety of
systems. Some areas where graph transformation is being
applied include the visual modeling of systems, the formal
specification of model transformations, and the definition of
graph languages, to name a few [12][8].

TABLE I
EXPRESSIONS OF ONTOUML.

Expression Expression Structure

Essentially, whenever a system consists of entities with
relations between them, this can be naturally captured by a
graph in which nodes stand for entities and edges for relations.
If, in addition, a main characteristic of such a system is that
entities are created or deleted and the relations between them
can change, then the transformation of graphs comes into play.

The core concept of graph transformation is the rule-based
modification of graphs, where each application of a rule leads
to a graph transformation step. A transformation rule specifies
both the necessary preconditions for its application and the
rule effect (modifications) on a host graph. The modified
graph produced by a rule application is the result of the
transformation.

In this work, we use graph transformations to formally
model the construction of ontology patterns. A set of graph
transformation rules can be seen as a declarative specification
of how the construction of an ontology model can evolve
from an initial state, represented by an initial host graph. This
combination of a rule set plus an initial graph is called a graph
grammar, and the (possibly infinite) set of graphs reachable
from the initial graph constitute the grammar language.

In its basic form, our formal graphs are composed of nodes
and directed labeled binary edges. Fig. 1(a) shows a graph
representing a single-linked list composed of five cells (nodes
labeled C) and a sentinel node (L) to mark the head and tail
elements of the list. Labels C and L are actually part of self-
loop edges; however, for visual convenience, unary labels are
written inside their associated node and the edge is omitted.
Node identities are displayed at the top left corner of each
node (edge identities are not shown). Edges labeled n indicate
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Fig. 1. (a) A graph representing a single-linked list with five elements. (b),(c)
Two graph transformation rules.
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Fig. 2. Example of a graph transformation, with application of rule get to
the graph of Fig. 1(a). Match m is indicated with dashed arrows.

the next list element, and labels h and t, indicate the list head
and tail, respectively.

Graphs are modified according to transformation (or pro-
duction) rules, that describe both the conditions for their
application and the changes that should be performed to the
host graph. In its basic form, a transformation rule r is
composed of two graphs, a left-hand side (LHS) L and a right-
hand side (RHS) R. Fig. 1(b,c) shows rules for removing the
head element of a list (get) and inserting a new element at the
tail of the list (put). For rule get, we have that the set of deleted
nodes is {v2}, indicating that the head cell is removed by
the rule. Additionally, set {〈v1, h, v2〉, 〈v2, n, v3〉} corresponds
to the set of edges to be removed. Rule get does not create
new nodes, and set of edges to be created consists solely of
{〈v1, h, v3〉}. For the put rule given in Fig. 1(c) these sets can
be analogously inferred.

Graphs are related by morphisms, structure preserving func-
tions over nodes and edges that also respect edge labels. For a
rule r to be applicable to a host graph G, a match m of L into
G has to exist, where m must be structure-preserving, i.e., m is
a morphism from L to G. The application of r to G according
to match m comprises two steps. First, all nodes and edges
matched by L \R are removed from G. In the second step of
rule application, elements of R \ L are added to G, to obtain
the derived graph H . Fig. 2 depicts the application of rule get
(Fig. 1(b)) to the host graph of Fig. 1(a), under match m. The
commuting square of morphisms corresponds to a pushout in
Category Theory, therefore this type of construction for graph
transformation is dubbed the Single-Pushout (SPO) approach.

By associating an initial host graph to a set of related rules
we obtain a graph grammar. A graph grammar defines a graph
language, the set of all graphs reachable from the initial host
graph. If a grammar has at least one rule that is always enabled
(i.e., that has an empty LHS), then the grammar language is
infinite. However, a finite fragment of a language can still
be algorithmically generated. This is the core functionality of
the GROOVE tool set, which calls this action exploration of
the grammar state space. We describe the GROOVE tool in
Section IV.

A graph grammar is a Type 0 grammar according to the
Chomsky Hierarchy and therefore graph transformations can
be seen as an alternative, Turing powerful, computational
method [13]. However, despite their theoretical power, graph
grammars still require further extensions to be applicable in
practice. In this work, we use the concepts of typed graph
grammars and of rule schemata, described in the following
two sections.

B. Node Types and Inheritance

A typed graph transformation with node type inheri-
tance [14] is a formalization of the inheritance concept com-
mon to object oriented (OO) systems. The core concept of
this formalization requires enriching a graph grammar with
a (transitive) inheritance relation over node types. Using
the usual graph transformation terminology, the inheritance
relation is described by a type graph (roughly equivalent to a
class diagram, in OO terms) that describes all valid structure
of rule and host graph elements.

Roughly speaking, a graph grammar can be typed according
to a type graph T by the construction of a morphism from
any grammar graph (rule or host graphs) into T . If no such
typing morphism can be constructed, then the grammar is
considered erroneous. Tools such as GROOVE are properly
equipped to handle type graphs and node inheritance, and give
error messages if a grammar cannot be typed.

Although we refrain ourselves from presenting the theory of
typed graph transformation due to its complexity (an interested
reader is referred to [14]), in practice the consequences of
using types in a graph grammar are quite straightforward,
affecting only the rule matching mechanism. For example,
suppose two node types S and T, with S a subtype of T. Any
occurrence of a T-node in the LHS of a rule can be matched
by either a T- or S-node in the host graph. This idea can be
generalized to a complete transitive inheritance relation and is
properly implemented in the GROOVE tool [8].

Fig. 3 depicts a type graph that describes a UFO-A fragment
of Endurant Universals, as presented in [5] and discussed in
Section II. The type graph is able to properly capture the
complete hierarchy as given in [5], with the exception of
annotations such as disjoint and complete. In addition, the
type graph in Fig. 3 can be seen as a formal representation
of the recursive relationships between expression structures,
as informally presented in Table I of Section II. In Table I,
for example, a Anti-Rigid Sortal Expression can stand for
either a Phase Pattern or a Role Pattern. This is formalized
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Fig. 3. Type graph describing a UFO-A fragment of Endurant Universals.
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MaterialRelation
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componentOf
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inheritsFrom
mediation
memberOf
relation

Universal

involved

Fig. 4. Additional type graph used in the Ontology Pattern Grammar.

in the type graph by the subtyping (inheritance) relations
between node types AntiRigidSortal, Phase, and Role. It
is also important to note that some types in Fig. 3 have
been abbreviated for convenience. For example, an Endurant
Universal is summarized as the Endurant node type.

Not all expressions given in Table I are part of the UFO-A
fragment of Endurant Universals. Therefore, to completely and
formally define the graph structures allowed in the Ontology
Pattern Grammar, we also use the additional type graph
elements shown in Fig. 4. For convenience, we introduce the
most general node type Top, and unify all edge types allowed
using this node type. The string attribute n within the Top-
node is used to name the constructs as they are introduced
in the ontology graph. Also worthy of note is node type
RelationalDependencePattern, whose purpose is to serve as
a place-holder, representing an intermediate construction on
the ontology graph that will later be replaced by further rule
applications (see Section V).

From here on, we assume that all graph grammar elements
presented are typed by the type graph T that is formed by
the merge (on equal node types) of the type graphs shown in
Figs. 3 and 4.

C. Rule Schemata

If a node type T is not a leaf in the type graph T , then
any rule where a T-node occurs in the LHS actually describes

(a) A
(k>0)

Bc (b) A Bc (c)
A

A
B

c
c

Fig. 5. (a) LHS of a rule schema describing an arbitrary number of A-nodes
connected to a single B-node. (b),(c) Instantiation of such schema for k = 1
and k = 2, respectively.

a “collection of rules”, where the elements of this collection
are formed by instantiating the T-node with all its subtypes.
Although this is not necessary in practice, conceptually speak-
ing, a transformation rule that uses node type inheritance can
be seen as a rule schema, which defines a family of concrete
rules by means of the inheritance relation.

This idea of rule schemata or rule collections can also
be used capture the concepts of element multiplicity and
quantification [15][16]. Fig. 5(a) shows a rule schema to
handle node multiplicities. Node A is depicted with extra
copies to indicate that it can represent an arbitrary number
of concrete nodes, with such number bound by parameter k.
Fig. 5(b,c) shows the concrete schema instantiation for k = 1
and k = 2, respectively. Again, for simplicity’s sake, we will
not elaborate further on the theory of rule schemata, referring
the reader to [15] for details.

A rule schema for node types describe a finite collection of
rules, since any type graph T must be finite. However, in a rule
schema for multiplicities this is usually not the case: parameter
k can be unbounded, leading to an arbitrarily large collection
of concrete rules. This may pose a problem, since the definition
of a graph grammar requires the set of transformation rules
to be finite. Nevertheless, this problem can be easily fixed by
imposing an upper bound n to k, thus limiting the number
of concrete rules under consideration. The value for n is
dependent on the application scenario of the graph grammar;
in most practical scenarios (including the Ontology Pattern
Grammar), n is a small (single digit) natural. In Section V,
for each grammar rule that required the use of a schema, we
specify the value of k used upon instantiation.
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Fig. 6. Rules (a) get and (b) put in GROOVE notation.

IV. GROOVE

GROOVE [7][8] is a general purpose graph transformation
tool set that uses directed labeled graphs. The core function-
ality of GROOVE is to (partially) compute the language of
a graph grammar, by recursively applying all rules from the
grammar to the initial host graph, and to all graphs generated
by such applications. In the tool terminology, this exploration
results in a state space consisting of the generated graphs. The
main component of the GROOVE tool set is the Simulator, a
graphical tool that integrates (among others) the functionalities
of rule and host graph editing, and of interactive or automatic
state space exploration.

A graph transformation rule is composed of two graphs
L and R, as defined previously. However, in practice, it is
tedious and rather repetitive to describe a rule in terms of its
composing graphs. Therefore, in GROOVE, both L and R are
combined into a single graph, and colors and line strokes are
used to visually distinguish them. Fig. 6 shows the get and put
rules previously given in Fig. 1(b,c), now in GROOVE notation.
The semantics of this notation is summarized as follows:

• The black (continuous thin) components are reader ele-
ments, which must be present during matching and are
preserved by the rule application.

• The blue (dashed thin) components are eraser elements,
which must be present during matching and are deleted
by the rule application.

• The green (continuous fat) components are creator ele-
ments and are created by the rule application.

V. ONTOUML AS A GRAPH GRAMMAR

In this section we describe the main contribution of this
paper, namely the Ontology Pattern Grammar. In [5], we
discussed at length the static structure of OntoUML patterns,
focusing mainly on the rationale for the usage of a pattern,
but without concern with the actual sequencing of pattern
constructions that may lead to a complete model. On the other
hand, in Section III, we described the major concepts of graph
transformation, a formalism aimed at specifying the dynamic
evolution of graph structures. In this section we merge these
two concepts.

Our goal is to use graph transformations to formally cap-
ture the dynamic evolution of an OntoUML model from its
inception until its final form. To do so, we specify each step
in the construction of a Ontology Pattern as the application
of a graph transformation rule. This level of granularity in the
model construction is justified by the fact that, in OntoUML,
the patterns are the actual modeling primitives, as previously
stated.

Tables II and III show all graph transformation rules that
form the Ontology Pattern Grammar, as implemented in

GROOVE. The initial host graph is empty and thus it is not
depicted. Certain patterns admit two or more variants, which
are presented consecutively in Tables II and III. Additionally,
rules whose names end in ki are based in rule schemata, with i
indicating the concrete value used in the schema instantiation.
In these cases, we indicate in the rule description which nodes
are multiple (i.e., have an associated k > 0).

With exception of the Kind Pattern rule, for any other rule
to be applicable, an existing structure must already be present
in the model (these are the reader and eraser elements in the
rules). Also, every rule creates an additional graph structure
(creator elements) with each application. Thus, by sequencing
a series of rule applications, the ontology model (which starts
empty) grows until reaching its final form, with the GROOVE
tool ensuring that only valid (applicable) transformations can
be taken at each step. Therefore, the final model created
is guaranteed to be structurally and ontologically sound by
construction.

The first two cells of Table II show the rules for creating a
Category Pattern, which has two variants. Variant 1 creates
a Category node for an existing Mixin node to inherit from.
Variant 2 comes from a schema, where the RigidSortal node
is multiple, with the rule instance using k = 2. Thus, in this
rule, a category serves as the inheritance point of two rigid
sortals. The Collective Pattern also comes from a schema,
with the Endurant node being multiple (the rule instance uses
k = 1). Thus, in this rule, a new Collective node is created
as a member of a single existing endurant. The Component,
Inheritance and Membership Pattern rules are used to
respectively create the relations of parthood, inheritance and
membership among two existing endurants.

The Kind Pattern rule is used to create new Kind nodes.
This is always possible, since a kind has no preconditions to
be introduced in the model. Therefore, the Kind Pattern rule
is always applied first in a new graph (model). The Mode
Pattern rule follows a schema, with the Endurant node the
mode depends on being multiple. Here, this multiple node is
instantiated with k = 1. A similar construction occurs in the
Phase Pattern, with the multiple Phase nodes instantiated for
k = 2, indicating that two distinct phases can inherit from an
existing sortal.

The Relational Dependence Pattern has three variants to
handle distinct structures of mediation by a Relator node. In
Variant 1, the mediation is direct, whereas in Variants 2 and 3
the mediation occurs through the membership of a substantial.
In either case, the goal of these rules is to confirm the existence
of a relator mediating a Relationally Dependent Expression
(either a Role or RoleMixin node). The rules then erase the
temporary RelationalDependencePattern marker node which
was previously created when a Role or RoleMixin Pattern
was introduced.

The Relator Pattern has two variants, with Variant 1
handling the creation of a Relator node that directly mediates
one or more substantials. Table III shows instances of the
rule schema for k = 1, 2, 3. Variant 2 behaves similarly but
also introduces a reified MaterialRelation node to connect
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TABLE II
ONTOLOGY PATTERN GRAMMAR IN GROOVE (PART I)

CategoryPattern-Variant1

Mixin CategoryinheritsFrom

CategoryPattern-Variant2-k2

RigidSortal

Category

RigidSortal

inheritsFrominheritsFrom

CollectivePattern-k1

Collective EndurantmemberOf

ComponentPattern

Endurant EndurantcomponentOf

InheritancePattern

Endurant EndurantinheritsFrom

MembershipPattern

Endurant EndurantmemberOf

KindPattern

Kind

ModePattern-k1

EndurantMode

EndurantexternallyDependsOn

inheresIn

PhasePattern-k2

Sortal

PhasePhase

inheritsFrominheritsFrom

RelationalDependencyPattern-Variant1

RelationallyDependentExpression Relator

RelationalDependencePattern

mediation

relation

RelationalDependencyPattern-Variant2

RelationallyDependentExpression Substantial

RelationalDependencePattern Relator

mediationrelation

memberOf

RelationalDependencyPattern-Variant3

RelationallyDependentExpression Substantial

RelationalDependencePattern Relator

relation

memberOf

mediation

TABLE III
ONTOLOGY PATTERN GRAMMAR IN GROOVE (PART II)

RelatorPattern-Variant1-k1

Relator Substantialmediation

RelatorPattern-Variant1-k2

Relator Substantial

Substantialmediation

mediation

RelatorPattern-Variant1-k3

Relator Substantial

Substantial

Substantial

mediation

mediation

mediation

RelatorPattern-Variant2-k1

Relator

Substantial

Substantial

MaterialRelation

mediation

involvedmediation

involved

involved

RolePattern

Role

Sortal

RelationalDependencePatternrelation

inheritsFrom

RoleMixinPattern-Variant1

RoleMixin

RoleMixin

RelationalDependencePatternrelation

inheritsFrom

RoleMixinPattern-Variant2-k2

RoleMixin

Role Role

Sortal

RelationalDependencePattern

Sortal

inheritsFrominheritsFrom

inheritsFrominheritsFrom

relation

SubkindPattern-Variant1

SubKind RigidSortalinheritsFrom

SubkindPattern-Variant2-k2

SubKind RigidSortal

SubKind

inheritsFrom

inheritsFrom
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the involved substantials. This reification is necessary because
GROOVE only admits edges connecting nodes (not other
edges).

The Role Pattern rule creates a Role node that inherits
from an existing sortal. A role is a Relationally Dependent
Expression which must be connected to a Relator Pattern.
Since the relator can only be created after all mediated
substantials exist, the rule creates the RelationalDependen-
cePattern marker node, to indicate that there is a unresolved
dependence in the model. Subsequently, after one or more
Relator Patterns are created, this marker node is removed
by a Relational Dependence Pattern rule. A model with
one or more RelationalDependencePattern nodes is at an
intermediate state of construction, and cannot be considered
finished until all dependencies are satisfied.

The Role Mixin Pattern is similar to the Role Pattern,
with the distinction that this pattern creates a RoleMixin node
to aggregate one or more roles. Variant 2 instantiates the rule
schema with k = 2, both for the Role and Sortal nodes.
Variant 1, on the other hand, allows the introduction a mixin
that generalizes an existing one. Finally, the last two cells of
Table III show the rules that creates the Subkind Pattern.

The main functionality of the GROOVE tool is state space
exploration (language enumeration) of a graph grammar. Al-
though this functionality can be used with the Ontology Pattern
Grammar to (partially) enumerate consistent OntoUML mod-
els, this is not the grammar intended use, as the exploration
can quickly exhaust computational resources. Conversely, the
Ontology Pattern Grammar was designed to be used with the
interactive mode of GROOVE, where the user (modeler) decides
at each step which rule to apply to introduce a new pattern.
This sequencing of rule applications is illustrated in the next
section with two examples.

VI. APPLYING THE ONTOLOGY PATTERN GRAMMAR

In order to illustrate the application of the Ontology Pattern
Grammar to produce OntoUML models, we use two exist-
ing published models of [5]. The versions of these models
produced using the grammar are shown in Figs. 7 and 8,
respectively. In the model of Fig. 7, we see on the top-left
side the result of an application of a Kind Pattern (Person)
followed by an application of the Phase Pattern (Deceased
Person and Living Person specializing the sortal Person).
In the top-right side of the model, we see an analogous
application of the same patterns creating the kind Organization
and the phases Extinct Organization and Active Organization.
In the center of the model, we see the application of the
RoleMixin Pattern Variant 2 creating the rolemixin Customer
and the roles Personal Customer and Corporate Customer that
specialize the sortals Living Person and Active Organization,
respectively. The Relational Dependent Pattern node (let us
call it RDP-1) created by this RoleMixing Pattern Variant 2
serves as a marker to indicate that the rolemixin Customer
requires a relation with a pattern that is still not present.
Continuing with the model construction, the role Supplier is
introduced via an application of the Role Pattern. This role

also requires a Relational Dependent Pattern (call it RDP-
2). Finally, a relationally dependent expression is introduced
with a relator (Purchase Contract) and the material relation
purchases from via the application of the Relator Pattern
Variant 2. Once the relator Purchase Contract is created,
both RDP-1 and RDP-2 are satisfied and thus their temporary
node markers can be removed with two applications of the
Relational Dependency Pattern Variant 1. This concludes
the model creation, yielding the graph shown in Fig. 7.

In the model of Fig. 8, we can start with the applications
of the Kind Pattern creating the kinds Organization, Orga-
nizational Unit and Person. After that, with the application
of the Component Pattern, we can make an Organizational
Unit a component of an Organization (both Organizational
Unit and Organization are Endurant types). We have then
two applications of the SubKind Pattern Variant 1 creating
the subkinds Car Rental Branch and Car Rental Agency.
Again these two types can be connected by an application
of the Component Pattern. An application of the RoleMixin
Pattern Variant 2 creates the rolemixin Car Rental Provider as
well as the roles Car Rental Branch Provider (that specializes
the sortal Car Rental Branch) and Car Rental Agency Provider
(that specializes the sortal Car Rental Agency). The Relational
Dependency Pattern instance (let us call it RDP-1) associated
to this pattern is left unresolved at this moment. We can then
apply the RoleMixin Pattern Variant 1 to create the rolemixin
Service Provider as a supertype of Car Rental Provider,
leaving a second instance of the Relational Dependency
Pattern unresolved (let us call it RDP-2). We can apply
once more an instance of the RoleMixin Pattern Variant
2 creating the rolemixin Potential Car Renter and the roles
Potential Person Car Renter (specializing the sortal Person)
and Potential Organization Car Renter (specializing the sortal
Organization). Again, we leave an instance of the Relational
Dependency Pattern unresolved (RDP-3). We can apply again
the RoleMixin Pattern Variant 1 creating the rolemixin Target
Customer as a supertype of Potential Car Renter, leaving a
final instance of a Relational Dependency Pattern unresolved
(RDP-4). Then, using the Collective Pattern we can introduce
the Target Customer Community as a member of the endurant
Target Customer. This collective then appears as the supertype
of the Potential Car Renter Community subkind, created via
a Subkind Pattern Variant 1. Rule Membership Pattern is
used next, to introduce the memberOf relation between the
Potential Car Renter Community subkind and the Potential
Car Renter mixin. Finally, to complete the model we apply
the Relator Pattern Variant 1 (k = 2) twice, to introduce
the two relators Service Offering and Car Rental Offering,
which are then connected using the Inheritance Pattern. After
this step, all relational dependencies are satisfied, and are
removed via two applications of the Relational Dependency
Pattern Variant 1 (handling RDP-1 and RDP-2), and two
applications of the Relational Dependency Pattern Variant
2 (handling RDP-3 and RDP-4). This concludes the model
creation, yielding the graph shown in Fig. 8.
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Kind
n = "Person"

Kind
n = "Organization"

Phase
n = "Deceased Person"

Phase
n = "Living Person"

Phase
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Role
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Role
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RoleMixin
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Fig. 7. Model from [5] produced in GROOVE using the proposed Ontology Pattern Grammar.

Collective
n = "Target Customer Community"

Kind
n = "Organizational Unit"

Role
n = "Potential Person Car Renter"

RoleMixin
n = "Service Provider"

RoleMixin
n = "Target Customer"

Role
n = "Car Rental Agency Provider"

Kind
n = "Organization"

SubKind
n = "Car Rental Agency"

Relator
n = "Service Offering"

Kind
n = "Person"

SubKind
n = "Car Rental Branch"

SubKind
n = "Potential Car Renter Community"

Relator
n = "Car Rental Offering"

RoleMixin
n = "Car Rental Provider"

RoleMixin
n = "Potential Car Renter"

Role
n = "Potential Organization Car Renter"

Role
n = "Car Rental Branch Provider"
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inheritsFrom

inheritsFrom

inheritsFrominheritsFrom

mediation
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inheritsFrom
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inheritsFrom

inheritsFrom

inheritsFrom

inheritsFrom

inheritsFrom

componentOf

inheritsFrom
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componentOf

mediation

memberOfinheritsFrom

memberOf

Fig. 8. Model from [5] produced in GROOVE using the proposed Ontology Pattern Grammar.

VII. CONCLUSION

In this paper, we employ the formalism of a graph gram-
mar to propose an alternative formulation of the OntoUML
language, fully defining it as an Ontology Pattern Grammar.
Given that (as shown in [4]) OntoUML is among the most used
modeling languages for ontology-driven conceptual modeling,
we believe that the results presented here amount to a theo-
retical and practical contribution to the conceptual modeling
community.

In an extended version of this paper, we shall elaborate
on a version of the OntoUML modeling tool that fully im-
plements a computational support for the modeling strategy
proposed here, in which models are completely constructed
by the restricted combination of these patterns as higher-
granularity modeling primitives (see discussion in [5]). We
believe that this strategy dramatically reduces the complexity
of the modeling process, especially for novice modelers. This

is, of course, an empirical question, which we intend to address
in a series of experiments.

As discussed in [6], the observation of the application of
OntoUML over the years conducted by a variety of groups in
a variety of domains amounted to a fruitful empirical source
of knowledge that triggered the evolution of both UFO and
OntoUML. In this process, termed Systematic Subversions [6],
users of the language systematically created models that were
(purposefully) grammatically incorrect but which were needed
to express the intended characterization of their underlying
conceptualizations that could not be expressed otherwise.
These includes the representation of event-related phenomena
in structural conceptual models [17], the representation of
powertypes [18] (types whose instances are types, not in-
dividuals), as well as the representation of anti-rigid types
(e.g., roles, phases) and non-sortal types (i.e., categories, mix-
ins and role-mixins, whose instances are moments (relators,
modes) [19]. As a follow up of this paper, we intend to
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propose an updated version of the OntoUML pattern grammar
presented here to formally account for new patterns and
constraints related to the modeling of these phenomena.

We would like to highlight that the definition and imple-
mentation of the language as presented here bring several
benefits to this community, namely: (i) the grammar is de-
fined in a formal, Turing powerful, computational method
that circumvents the limitations of the current meta-modeling
approaches for defining the abstract syntax of modeling lan-
guages; (ii) the language is defined in a way that affords its
independence from the UML meta-model and, as consequence,
the results presented here can be ported to other concep-
tual modeling languages and employed by the conceptual
modeling community at large; and (iii) the language makes
explicit its constituting ontology design patterns which, once
more, reflect the ontological micro-theories put forth by UFO.
In other words, in comparison to the current definition of
OntoUML’s abstract syntax (in terms of a UML 2.0 meta-
model with associated OCL constraints), the implementation
of this language in the manner proposed here affords a much
higher ontological transparency for the language, i.e., the
implementation makes much more transparent the ontological
commitments embedded in that conceptual modeling language.

In summary, we believe to have proposed in this paper
what is (to the extent of our knowledge) the first attempt to
produce a general-purpose conceptual modeling language that
is ontologically well-founded, explicitly defined as an ontology
pattern language, and not tied to a particular legacy meta-
model (the UML 2.0 meta-model).
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Abstract—This paper deals with the process of identifying
the parameters of the dynamic equivalent (DE) load model
of an active distribution system (ADN) simulated in RTDS
using mean-variance mapping optimization (MVMO) algorithm.
MVMO is an emerging variant of population-based, evolutionary
optimization algorithm whose features include evolution of its
solutions through a unique search mechanism within a normal-
ized range of the sample space. Due to the prominent large-
scale integration of DG in low and medium voltage networks, it
is important to develop equivalent models that are suitable for
representing the resulting active distribution network in dynamic
studies of large power systems. This would significantly reduce
the computational demands and simulation time. Moreover,
only a defined portion of a system is usually studied, which
means that the external system can be substituted with DE
thereby allowing the detailed modelling of the focus area. The
IEEE 34-Bus distribution system was modified and used as
the reference network where measurement data were gathered
for identification of the parameters of its developed DE. An
optimization-enabled simulation involving MATLAB, which host
the MVMO algorithm and RTDS, which simulates the models
was established. The reactions of the detailed network and the DE
were compared upon subjecting them to different disturbances in
the retained system. The effectiveness of the MVMO algorithm in
identifying DE parameters based on its unique mapping function
is reflected through the results of the response comparison.

I. INTRODUCTION

O
VER the last couple of years, there has been an in-
crease in the level of renewable energy resources in

the electricity grid. Recently, countries such has Germany
and Portugal have reportedly supplied most of their energy
demands using only renewable energy sources. Consequently,
several technical challenges are being faced by utilities with
respect to planning and operations of the modern power
system. The surge in the capabilities of power electronic
devices implies that more large-scale integration of RES such
as Wind, PV, Biomass etc. should be expected, especially in
MV/LV networks. As a result, there is a paradigm shift in the
LV networks from traditionally passive to active networks.

Prior to these technological advancement, power systems
planners and operators have utilized results from power system

stability simulation studies to make appropriate decisions on
both short and long-term basis. They use simulations to eval-
uate the performance and limits of power system components
in the network upon subjection to several operating conditions
which could compromise the stability of the system. Among
all power system components, the need to model the electrical
characteristics of loads accurately due to their significant
influence on the dynamic behaviour of the power system as
long been acknowledged and documented [1], [2], [3]. Besides,
a working group (WG) C4.605: "Modelling and aggregation of
loads in flexible power networks" was established by CIGRE
Study Committee in 2009 to address cogent issues related
to load modelling. Since then, they have provided critical
and updated overview about the current methodologies and
approaches used in load modelling [4].

Most notable among the results of an international survey
of utilities done by the work group is the lack of aggregated
load models for active distribution networks [5]. Admittedly,
it was realized that very few recommendations for dynamic
equivalencing of ADN and microgrids exist from the in-
dustry. Their preliminary reports suggest that supplementary
development of equivalent models for ADNs and MGs be
investigated. Moreover, the intermittent nature of the DGs in
the active distribution network stresses the need for power
system planners to develop adequate models that efficiently
represent the grid. These models would facilitate reasonable
technical and economic decisions to maintain the stability and
reliability of their network.

However, it is a herculean task to build detailed models for
such large and multifaceted network due to the computational
resources required and the long simulation period. For these
reasons, only the specific region of interest (internal network)
is usually modelled in detail while the rest of the system
(external network) is reduced to equivalent models that provide
similar responses [6]. Dynamic equivalent (DE) models are
simple aggregated representation of large networks, able to
provide similar dynamic responses and behaviours as the
actual network for stability analysis. Although developing
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them can be complex, they significantly reduce the simulation
time and computational resources.

There are two main steps required to develop adequate DE
models. First is to establish the proper structure of the DE
based on the characteristic of the region of the network to
be reduced. Many methods have been implemented and well
documented in literature such as [7]. However, according to
[5], only a few have been deployed for ADNs in real time
digital simulations. The DE structure that is used in this
research is based on recommendations from [8] as shown in
Fig. 1. Secondly, a means of identifying the parameters of
the defined model is executed such that its responses correlate
with those of the reference detailed system upon subjection to
the same disturbances. There have been many studies done
on developing such aggregate models in several software
like PSSE and DigSilent Powerfactory [9] however, only few
have been done on models developed in Real Time Digital
Simulators. This research contributes to this important field of
load modelling by implementing an optimization-enabled real
time digital simulation of ADN.

ZIP Model
Induction

Motor

PCC

Equivalent transformer

Equivalent impedance

External Grid

(TS)

Fig. 1. Dynamic Equivalent load model structure

After establishing the DE structure, reference signal data
from the simulated detailed model are used for the identifi-
cation of appropriate DE parameters. To do this, several opti-
mization techniques based on metaheuristics such as Genetic
Algorithms, (GA) [10], Particle swarm optimization (PSO)
[11] and Levenberg-Marquardt algorithm (LMA) [12] have
been proposed. However, these techniques have some common
limitations such as slow convergence, high computational cost,
being trapped in a local optimum or low efficiency, with some
having better characteristics than others. These problems are
due to the non-linear, non-convex and multi-modal nature of
the optimization challenge in attempts to properly identify
parameters. Nevertheless, due to impressive results of these
heuristic-based techniques, this work uses the mean-variance
mapping optimization algorithm (MVMO), with its special
mapping function described in [13], to determine the parame-
ters of the DE model on RTDS.

The rest of this paper is structured as follows: Section
II presents the project approach while the model used are

discussed in Section III. The MVMO procedure is elaborated
in section IV while the test cases and the associated results
are presented in Section VI. Finally, derived conclusions and
recommendations for further studies are provided in Section
VII.

II. PROPOSED APPROACH

Fig. 2 illustrates the general approach adopted in this
research. The reference signals i.e. active and reactive power,
were measured at the point of common coupling between the
detailed distribution system and the external grid by applying
specific disturbances in the external grid. These signals were
then stored for subsequent comparison with those measured
from the PCC of the DE model. The error between the
signals is fed to MVMO algorithm as an objective function.
Thereafter, the algorithm supplies new parameters, as a vector
x, to the dynamic equivalent model based on its internal
evolutionary mechanism. The optimization process stops when
the termination criteria is fulfilled. Then the best obtained pa-
rameters are updated to the model thus producing a sufficient
dynamic equivalent.

Study Region

(TS)

-

PCC

Measured Signals

Dynamic

Equivalent 

Model

P+jQ

Reference Signals

Objective 

Function

Optimization

RTDS

MATLAB

New parameters [x]

Fig. 2. Research approach

The MVMO optimization algorithm is available as a MAT-
LAB script while the models are built in the RTDS software,
RSCAD and simulated in RTDS/Runtime.

III. DEVELOPED MODELS

The reference detailed model adopted in this research due
to the lack of actual field measurement data is the IEEE
34-Bus distribution system, an actual system in Arizona,
provided by the IEEE Power Engineering Society [14]. It
operates at a voltage level of 24.9KV and includes transform-
ers, voltage regulators, shunt capacitors, overhead distribution
lines as well as distributed and spot loads which sum up to
1.769MW/1.04MVAR, thus making it an ideal system for this
research. However, the system was modified to become an
active DS by including PV generation on 3 buses as described
in Fig. 3. The modified system was connected to an external
transmission system equivalent grid through a transformer and
a 120km transmission line. In addition, induction motors were
also added at a few nodes to increase the contribution of
dynamic loads in the detailed reference model.
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Fig. 3. Modified IEEE 34-Bus reference model

The PV system used for the above modification and also
as an aggregate in the DE was modelled using a PV array
component in RSCAD component library. The voltage source
converter was simulated with small time step in RTDS due
to its high switching frequency. The control blocks and the
interfacing of the PV array to the grid was implemented as
done in [15]. A unique scaling feature is available on the
VSC interface transformer which allows the generated power
of the PV to be increased without changing any variables.
The structure of the DE model was already shown in Fig.
1. The parameters that were chosen for optimization in each
block are: the length of the equivalent line, the scale factor
and reference voltage (Vsdref) of the PV model, the ZIP per-
centages of the load on each phase which totals 18 parameters
(6 parameters per phase), and 6 parameters of the IM model.
In total, 26 parameters were chosen for optimization. These
would determine the accuracy of the DE during the period of
disturbance.

IV. MVMO-BASED SOLUTION PROCEDURE

Fig. 4 illustrates the overall procedure of the MVMO
algorithm as implemented in this research. Firstly, the opti-
mization parameters of the model are initialized with their
upper and lower bounds. Then the numerical configuration
of the algorithm is done. In this case, its settings are as
follows: total number of evaluation is 200, the solution archive
size is 4, number of parameters to be randomly varied is 13
and the scaling factor is set to 1. Thereafter, the automated
phases of the procedure commence with MVMO generating an
initial solution vector by randomly sampling the optimization
parameters within the defined [min, max] bounds.

Since MVMO’s evolution mechanism operates in the nor-
malized search space, the generated values are scaled to the
[0, 1] range. This search range restricts the algorithm to the
defined boundaries. However, the variables are de-normalized
before sending them to the RTDS for dynamic simulations
and subsequent objective function evaluation. The OF takes
as input, the signals stored from the detailed model and those
from the simulation of the DE model. Its output is evaluated
for fitness and determines the evolution procedure in the inner
loop of the flowchart, shaded in Fig. 4.

The inner loop constitutes the core of the algorithm. The
solution archive is continuously updated based on the previous
outcomes. The best outcome available in memory is chosen as

the parent solution from which new solutions (i.e. offspring)
are generated. The unique mapping function is also applied to
strategically produce new values for an optimization variable
set. This phase is known as the mutation phase. The entire
optimization procedure is concluded upon fulfilling the termi-
nation criterion, which is the specified number of evaluations.
An elaborate description of the MVMO algorithm is addressed
in [13].
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Fig. 4. Flowchart of the approach used for identification of parameters of
DE with MVMO

A. Optimization Problem Statement

The desired goal of the optimization is to derive optimal
values of parameters that effect the closest match between the
behaviours of the dynamic equivalent model and the detailed
model. To do this, the active and reactive power signals are
measured at the boundary bus between the external grid and
both models. The comparison is formulated as the objective
function given in 1:

Minimize:

OF =

p∑

n=1

√
αn

∫ τ

0

[
(Pn − Pnref

)2 + (Qn −Qnref
)2
]
dt

(1)
Subject to:

xmin ≤ x ≤ xmax (2)

Where Pn and Qn are the active and reactive power signals
of the DE, while Pnref

, Qnref
are the corresponding signals

from the detailed model. p is the number of disturbances, αn
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is the probability of the nth disturbance and τ is the simulation
period. Also, x is the solution vector that constitutes the set
of DE parameters to be optimized while xmin and xmax are
the minimum and maximum values defined for each parameter
in x. Equation 1 is based on the Euclidean distance function
which calculates the point to point distance between two signal
vectors. The algorithm aims to reduce this distance error, thus
providing very similar response signals.

B. Dynamic Simulation

Dynamic simulation of the detailed and equivalent models
is implemented in RSCAD Runtime environment. To establish
a link between RTDS and MATLAB which host the MVMO,
a TCP/IP connection is established as described in Fig. 5.
A special Runtime script command called ‘ListenOnPort()’ is
used to open a specific communication port (Runtime becomes
a server) for MATLAB to connect as a client. Once the
connection is established, the port becomes a bi-directional
communication channel. Hence, the P and Q signals derived
at the PCC upon applying a fault in the external grid is
sent through this port to MVMO on MATLAB. The OF is
calculated using equation 1 and new parameters are sent in the
other direction from MATLAB to RTDS/Runtime. Sliders are
used in the Runtime module to accept the new de-normalized
parameters and a push button component is used to initiate the
fault occurrence.

RTDS

RSCAD/Runtime

Performs optimization

Performs dynamic simulations

MATLAB

Fig. 5. MATLAB and RSCAD/Runtime Interaction

MATLAB has a jtcp.m program which enables it to send
and/or receive TCP packets. Some of the basic functions used
in MATLAB to communicate with RTDS/Runtime are detailed
below:

• JTCPOBJ = jtcp ( ‘ REQUEST ’ , Host, Port) represents
a request from MATLAB to RTDS/Runtime to establish
a TCP/IP connection on the specified port opened by
RTDS/Runtime. The host can be represented by an IP
address string (e.g. ‘192.168.0.10’) or by a hostname.
Since both applications are on the same host, a loopback
address (‘127.0.0.1’) was used. Port is an integer number
between 1025 and 65535 which must be open by the
server to enable connection.

• jtcp ( ‘ writes ’, JTCPOBJ, msg) sends the specified infor-
mation contained in the ‘msg’ variable to RTDS/Runtime
through the TCP/IP connection.

• rmsg = jtcp ( ‘ read ’, JTCPOBJ) reads the information
that is sent from RTDS/Runtime through the communi-
cation port and stores it in a variable ‘rmsg’.

• jtcp ( ‘ close ’, JTCPOBJ) closes the port thereby
ending the TCP/IP connection between RTDS/Runtime
and MATLAB.

The variable "JTCPOBJ" stores all the necessary informa-
tion flowing through the communication port which are needed
by the remaining functions of the algorithm.

C. Solution archive

The solution archive is one of the key features of MVMO
algorithm. It serves as the knowledge database which guides
the algorithm’s search direction. Essentially, the n-best solu-
tions that MVMO has derived at any point in the iteration,
with their corresponding fitness value, d factors and shape,
are stored in the archive. The archive size is specified at the
beginning of the optimization through the main script.

Furthermore, the archive is gradually filled up in a de-
scending order of fitness as the iteration progresses. When
the archive is full, it is only updated if a newly generated
solution has better fitness than those already stored in the
archive. After each update, the mean and shape variables of
every optimization parameter xi are calculated using equations
3 and 4 respectively.

x̄i =
1

n

n∑

j=1

xi(j) (3)

si = − ln(vi).fs (4)

where the variance vi is computed as follows:

vi =
1

n

n∑

j=1

(xi(j)− x̄i)
2 (5)

Initially, x̄i is the same as the randomly generated value
of xi, and vi is set to 1. The geometric characteristics of the
mapping function is highly influenced by the shape variable
si, thus, the reason for si being dependent on the user defined
scaling factor fs. Moreover, si facilitates the control of the
mapping function hence the search process.

D. Evolution of new solutions

The process of generating new offspring solutions distin-
guishes MVMO from other algorithms. After the parent vector,
D is chosen, a subset m out of D optimization variables are
selected for mutation through a random, sequential selection
scheme. The mutation is facilitated by the mapping function
which samples the random selected dimension xi within
the [0, 1] limits. The mean and variance of the selected
dimension is explored by the function to produce new values.
These parameters influence the way the shape of the mapping
function varies. As a result, the algorithm’s control can switch
from a search exploration mode to a search exploitation mode.
The mapping function used in this paper based on [13] is as
follows:
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if x∗
r < 0.5 if x∗

r ≥ 0.5

s∗1 = s1/(1− x̄) s∗2 = s2/x̄ (6)

hm = x̄− x̄

(0.5 · s∗1 + 1)
hm =

(1− x̄)

(0.5 · s∗2 + 1)

hf = x̄ · (1− e−x∗
r ·s∗1 ) hb = (1 − x̄)/((1 −

x∗
r) · s∗2 + 1) + x̄

hc = (x̄− hm) · 2 · x∗
r hc = hm · 2(1− x∗

r)

xnew
i = hf + hc xnew

i = hb − hc

where x̄ is the mean of the selected variable xi, xnew
i

represents the new value of the selected dimension xi. s
∗
1 and

s∗2 denote the shape factors which vary around measure of
entropy as expressed in 5. The entropy measure is a function
of the selected variable variance vi. The values of x̄ and vi
are derived from the values available in the solution archive
[13].

V. TEST CASE

A modified version of the IEEE 34-Bus distribution sys-
tem was used in this research. PV generators and induction
motor were connected to different buses to create an active
distribution system and account for industrial dynamic loads
respectively. The PV generation accounted for 40% of the
load while the IM added about 15% additional load. Active
(P) and reactive power (Q) signals were measured at the
point of common coupling (i.e. HV side of the interfacing
transformer) between the external grid and the distribution
grid. The measurements were done after three phase faults
described in table I were implemented in the external TS grid.
Thereafter, these data were stored and used as reference data
for validating the parameters of the developed DE load model
mentioned in the previous section.

TABLE I
FAULT CASES

Fault Voltage
(pu)

Source Impedance
(ohms)

Fault Duration
(ms)

0.2 1.0 100
0.4 1.0 100
0.6 1.0 100

Three fault scenarios were considered in this study. The
faults were simulated in the external grid by instantaneously
varying the level of the source voltage behind a source
impedance. The three-phase source model that was used to
represent the external grid in RSCAD has a remote fault
feature which allows the faults to be initiated while the
simulation is running. However, only three-phase faults can
be simulated. The percentage drop in the source voltage
during faults represents the occurrence of the faults at various
places within the transmission system equivalent grid. The

fault duration was set to 100ms through the source model
configuration menu. The application of fault during every
function evaluation was automated through a MATLAB script
which sends instruction to RSCAD/Runtime to push the fault
button.

VI. NUMERICAL RESULTS

The simulations were performed on a personal computer
with Intel(R) Core(TM) i7-4510U CPU @ 2.0GHz and 8 GB
RAM. As mentioned previously, the algorithm was imple-
mented by interfacing MATLAB which performs the optimiza-
tion with RTDS/Runtime where the dynamic equivalent model
is simulated. A special scripting feature in RTDS/Runtime fa-
cilitated the communication between both applications. It takes
less than a second for MVMO to generate new parameters.
However, due to time delays included in the script to allow the
model to stabilize in RTDS, it takes approximately 2 minutes
to run one iteration of the optimization scheme.

The termination criterion used for the algorithm is the num-
ber of evaluations which was set to 200. A fault is applied in
the external grid during each evaluation and the error between
the power signals of the detailed and DE model is reduced
as the iteration progresses. Fig. 6 shows the convergence of
MVMO as it attempts to find the least error. It can be observed
that MVMO converges quite fast and obtains a nearly optimal
solution after about 100 evaluations which is reached within
3.5 hours.
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Fig. 6. Convergence plot of MVMO

The value of the objective function is based on the cal-
culation of the Euclidean distance between the active and
reactive power signals generated from the detailed and DE
models. Since the timestep used for the dynamic simulation
in RTDS is about 55µs, the data points for 1 second simulation
is 18,182. Therefore, the point to point distance is suitable for
determining the difference in the curves. After 200 evaluations,
the objective function value was 0.6987 which implies an
approximate error reduction of about 95%.
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Fig. 7 and 8 show the result of the first and second fault
scenarios. The first fault i.e. 0.2pu was applied during the
parameter identification process while the second fault 0.4pu
was applied to the DE model derived from the first scenario
as a way of validating the model. From Fig. 7, it can be
seen that the DE model produces an identical response to the
detailed model response. Besides, similar responses were also
derived when a random fault not used during the optimization
procedure was applied as shown in Fig. 8.

Fig. 7. Fault simulation result for 0.2pu retained voltage

Fig. 8. Fault simulation result for 0.4pu retained voltage

VII. CONCLUSIONS

The application of MVMO for identification of dynamic
equivalent parameters in Real time digital simulation was
presented in this paper. An optimization-enabled real time
digital simulation was implemented by connecting MATLAB
to RTDS. PV models were included in the detailed model to
properly represent an active distribution network. The suit-
ability of the heuristic-based MVMO algorithm was evident
through the close similarity of the DE model reactions to

those of the detailed model. Through its unique search and
evolutionary mechanism, adequate parameters of the dynamic
equivalent model were generated. Therefore, computational
resources and simulation time can be reduced by replacing a
detailed distribution system with the DE model. The MVMO
exhibits fast convergence which proves its effectiveness in re-
ducing the error between the signals measured on the detailed
model and the DE model. To further reduce computation time,
future research would explore the possibility of implementing
parallel computing with the optimization procedure. The in-
clusion of other DGs to the reference model shall also be
considered in subsequent research.
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Abstract—Recommender systems are software tools and tech-
niques which aim at suggesting to users items they might
be interested in. Context-aware recommender systems are a
particular category of recommender systems which exploit con-
textual information to provide more adequate recommendations.
However, recommendation engines still suffer from the cold-start
problem, namely where not enough information about users
and their ratings is available. In this paper we introduce a
method for generating a list of top k recommendations in a new
user cold-start situations. It is based on a user model called
Contextual Conditional Preferences and utilizes a satisfiability
measure proposed in this paper. We analyze accuracy measures as
well as serendipity, novelty and diversity of results obtained using
three context-aware publicly available datasets in comparison
with several contextual and traditional state-of-the-art baselines.
We show that our method is applicable in the new user cold-start
situations as well as in typical scenarios.

I. INTRODUCTION

RECOMMENDER systems are software tools and tech-
niques which aim at suggesting to users items they might

be interested in. Context-aware recommender systems are a
particular category of recommender systems which exploit
contextual information to provide more adequate recommen-
dations. For example, a restaurant recommendation for a
Saturday evening with your friends should be different from
one suggested for a workday lunch with co-workers [1].

We distinguish three forms of context-aware recommenda-
tion processes: a contextual pre-filtering, a contextual post-
filtering and a contextual modeling [2]. Pre-filtering ap-
proaches use a current context to select a relevant subset of
data on which a recommendation algorithm is applied. Post-
filtering approaches exploit a contextual information to select
only relevant recommendations returned by some algorithm.
Contextual modeling differs from other techniques as it incor-
porates a context into a recommendation algorithm.

During last decades many context-aware approaches were
proposed. But usually they have considered a situation where
a lot of data is available. On the other hand, a recommender
systems research still strives for solving the cold-start problem,
namely where we have not enough information about users and

their ratings. For example, matrix factorization methods do not
work well in the cold start scenarios [3].

Different situations described in the literature are called a
cold-start problem. Two of them are well-known and have
also another names, respectively: a new item and a new
user cold-start problem. Both occur when a recommender
system is well-established and a lot of ratings are available.
When we introduce a new item into such system, in many
recommendation algorithms it will not be recommended to
users, because of the lack of its history, i.e. user ratings. The
same happens when a new user registers into the recommender
system. He will not receive interesting recommendations just
because the system does not know his preferences yet [4].

In this paper we introduce a method for generating a list of
top k recommendations in a new user cold-start situations. It
is based on a user model called contextual conditional prefer-
ences [5] which represents user interests in items in a compact
way. We run our experiments on a context-aware datasets
publicly available in the Web, i.e. LDOS-CoMoDa dataset [6],
Unibz-STS [7] and Restaurant & consumer data
[8]. We confirmed that our method is applicable in the new
user cold-start situations as well as in typical scenarios.

The main contributions of this paper are:

• a new measure of satisfiability to describe how much an
item satisfies a contextual conditional preference,

• an algorithm for context-aware reshuffling of items in
the recommendations list using contextual conditional
preferences.

The advantages of the method are: (I) a possibility to combine
it with existing algorithms for a ranking task, and (II) the
ability to work well in a typical scenario and a new user cold-
start scenario.

The remainder of the paper is constructed as follows.
Related work is presented in Section II. Section III briefly
introduces contextual conditional preferences and describes
our method for generating a list of top k recommendations.
In Section IV the datasets are described. Algorithms and
measures used for the evaluation are presented in Section
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V. Section VI provides our evaluation approach and obtained
results. Conclusions close the paper.

II. RELATED WORK

The idea of modeling user interests with a preference
relation is not new. In [9] a formalism of CP-nets was pro-
posed. CP-nets are intuitive graphical models for representing
conditional preferences under the ceteris paribus (“all else
being equal”) assumption. Preferences presented in this paper
always contain “conditional part” which consists of contextual
parameters only. Another difference is the lack of the ceteris
paribus assumption.

In [10] constraint-based recommender systems were de-
scribed. Since users define their preferences in the form of
requirements for a product, they mainly focus on solving
the constraints satisfaction problem while recommending new
items. Additionally, authors proposed an algorithm that ranks
the recommended items according to their degree of a con-
straint fulfillment. Our approach is slightly similar to this
method, because the contextual conditional preferences could
be seen as constraints. Furthermore, we also rank and reshuffle
items in the primary recommendation list according to a level
of a satisfaction of the CCPs. Nevertheless, we focus mostly
on the context-awareness and learn the CCPs from a users
history.

Contextual preferences were described in [11] as database
preferences annotated with a contextual information, where
contextual parameters take values from hierarchical domains,
allowing different levels of abstraction. While using CCPs, a
generalization of contextual variables is not possible.

Context-Aware Recommender Systems is a well-established
research area and many recommendation techniques were al-
ready proposed. A multi-agent system for making context and
intention-aware recommendations of Points of Interest (POI)
was presented in [12]. The tasks of collecting an information
about POIs and storing a users’ profiles data were divided into
two kinds of agents. The user’s Personal Assistant Agent is
responsible for receiving queries, storing user data, computing
recommendations and updating user preferences according to
his feedback. Authors incorporated not only the context but
also a user’s goal in visit the POI. Besides a context-awareness,
this approach and ours are completely different.

An interesting approach for a context-awareness was pro-
posed in [13]. Authors introduced micro profiles which split a
user profile into partitions depending on the values of context
parameters. They showed that usage of such micro profiles
gives a significant improvement in the prediction accuracy in
the movie domain while considering time as a context variable.
CCPs could be seen as a kind of micro profiling, because each
preference statement consists of user interests and a context
in which it is true.

In [14] a new context-aware music recommender system
was presented. As a main recommendation technique au-
thors used case-base reasoning (CBR). CBR systems store
knowledge in the case base in the form of cases. During
a recommendation task, the cases are compared to the current

case according to some similarity measure. In the paper, 2-step
case-based reasoning was used. Firstly, to determine similar
context, and then to find similar users to make predictions.
Contextual conditional preferences could be seen as cases, but
in fact they are something different. We chose active prefer-
ences according to a similarity measure so we could position
our work in the CBR research area. However, we do not have
iterations or a relevance verification in the recommendation
process.

One of the possibilities for contextual pre-filtering are
Context-Aware Splitting Approaches (CASA). We could dis-
tinguish three kinds of them, i.e. item splitting, user splitting
and UI splitting which combines the first two [15]. For the
item splitting, we split the item into two items depending on
the contextual factor and its value assuming that the user’s
ratings are significantly different. Analogously, we could split
user into two users based on the contextual condition. The UI
splitting uses both kinds of splits, for items and for users. It
should be notice that the best contextual factor for splitting
users and items could be, and usually is, different, i.e. we do
not use the same contextual condition to split users and items.
The only two similarities between our post-filtering method
and this approach are incorporating contextual information
into a recommendation process and dependance from other
existing non-contextual algorithms, i.e. both methods cannot
be used alone.

A context-aware extension of the SLIM algorithm, contex-
tual SLIM (CSLIM), was introduced in [16]. Authors used
a binary vector to denote a contextual situation, i.e. context
parameters and their corresponding values. They followed
the idea of an aggregation of users’ ratings on other items,
and add contextual factors into this aggregation. In the case
when no other items were ranked in a certain context, the
rating is estimating based on user’s non-contextual ratings
on this item. Authors showed that the method outperforms
the basic SLIM algorithm as well as context-aware matrix
factorization methods. This algorithm differs from our method
as it incorporates context in the recommendation phase. Thus,
it could be classify as a context modeling method. In contrast,
our method is positioned as a post-filtering technique.

An interesting approach was introduced in [17]. Authors
presented a context-aware system for events recommendation
that addresses the new item cold-start scenario. They identified
many contextual signals and models, and used them as features
for learning to rank events.

A hybrid matrix factorization model for the cold start
problem was presented in [3]. It was shown to work well
with the cold and warm start scenarios. Similarly to our work,
author used both, user and item information.

III. GENERATING TOP k RECOMMENDATIONS

The proposed method can be classified as a post-filtering
technique. We rely on existing non-contextual algorithms
to generate a primary recommendations list which we then
reshuffle as described in Section III-C. For this purpose we use
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the Contextual Conditional Preferences Model whose details
are presented in Section III-A.

A. Contextual Conditional Preferences Model

Contextual conditional preferences (CCPs) introduced in
[5], [18] are a compact representation of user interests in items
in different situations. This model describes relations between
a context related to a user’s ratings and an item content, and
consists of a set of conditional preferences.

We define the Contextual Conditional Preference (CCP) as
an expression of the form:
(γ1 = c1) ∧ . . . ∧ (γn = cn) | (α1 = a1) ≻ (α1 = a′1) ∧ . . . ∧
(αm = am) ≻ (αm = a′m)
with γi being contextual variables and αi item attributes, and
c1, ..., cn, a1, a

′
1, ..., am, a′m being concrete values of these

parameters.
The above preference is read as given the context (γ1 =

c1)∧ . . .∧ (γn = cn) I prefer a1 over a′1 for α1 and am over
a′m for αm. An example of the CCP for the Unibz-STS
dataset is shown below.

weather = sunny ∧ companion = with children
| category ∈ {walk and trail, park}

≻ category ∈ {museum}
It means that for a given context (i.e. a sunny weather and a
companion of the children) a user prefers POIs with categories
like “walk and trail” and “park” to those with category
“museum”.

We distinguish two types of CCPs: individual and general.
An individual CCP (ICCP) represents preferences of a single
user, while a general CCP (GCCP) catches a general trend
of interests for all users in a certain contextual situation, i.e.
we treat ratings from all users like they were made by one
person. The GCCPs are very important for this work, since
we are unable to learn ICCPs for new users (they do not have
any rating history yet).

During our experiments we automatically generated CCPs.
Details are described in the next section.

B. Contextual Conditional Preferences Extraction

An algorithm of a preferences extraction was originally
published in [5].

In order to elicit preference relations we split the dataset
into two parts based on the value of the ratings. Depending
on a rating scale for a dataset we use a different threshold
to divide ratings into positive and negative ones. Then, both
datasets are divided into smaller sets containing all of the
contextual information and one of the movie features. With
such prepared data we computed context-aware individual
preferences for each user by running the Prism algorithm[19]
from the WEKA library1 (version 3.6.11) to generate rules of
the form

(γ1 = c1) ∧ . . . ∧ (γn = cn) | (α1 = a1) ≻ (α1 = a′1).

1http://www.cs.waikato.ac.nz/ml/weka/

Then we compacted preferences with the same “conditional
part” into one preference of the form shown below.

season = 3 ∧ weather = 1 ∧ time = 2 ∧mood = 1

| genre ∈ {18} ≻ genre ∈ {8, 12, 7}
∧ director ∈ {5, 8} ≻ director ∈ {3} .

It means that for a given context (e.g. season is 3 - Autumn)
a user prefers a genre with id 18 to those with 8, 12 or 7 and
directors from clusters 5 and 8 to those from cluster 3 etc.

If the value of some content parameter was the same on both
sides of a preference relation for some certain user’s context,
then this value was marked as meaningless and not taken into
consideration in this context for the user.

The main difference in the computation of general and
individual preferences is that in the first case all the ratings
from the dataset were treated like they were made by one
person. As a consequence, we removed many contradictory
values during the merging phase. To better understand the
issue, let us consider an example in the movie domain from
Tab. I. Besides information about rating for an item, we
have also two contextual factors, i.e. companion and day, and
one movie feature, i.e. genre in sample user profiles. For all
three users we could compute ICCPs. We obtained following
individual preferences for Alice:

companion = family ∧ day = Sunday
| genre ∈ {animated} ≻ genre ∈ {superhero} ,

companion = friend
| genre ∈ {thriller} ≻ genre ∈ {drama} ,

day = Saturday
| genre ∈ {fantasy}

≻ genre ∈ {drama, supernatural} .

We could observe that Alice’s movie preferences vary de-
pending on the company and day. The same applies for Bob
and Carol. General preferences (GCCPs) computed for sample
profiles are shown below.

companion = alone
| genre ∈ {fantasy} ≻ genre ∈ {sciencefiction} ,

companion = friend
| genre ∈ {fantasy} ≻ genre ∈ {drama} ,

day = Saturday
| genre ∈ {fantasy} ≻ genre ∈ {drama} .

C. Reshuffling of recommendations list

An algorithm is presented in Algorithm 1. We describe it
and refer to its concrete lines below.

We assume that ICCPs and GCCPs are generated for all
non-new users, since new users do not have any rating history.

For a certain user and his current context, first we generate
a primary list of top 100 recommendations with some existing
non-context-aware algorithm, e.g. User k Nearest Neighbors
(User kNN) [20] (line 1). Then we have to find the best CCPs
that will be further used in the reshuffling process (line 2).
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TABLE I
SAMPLE USER PROFILES OF ALICE, BOB AND CAROL.

User Item (Movie) Rating Companion Day Genre
Alice Donnie Darko 1 friend Saturday drama, supernatural
Alice Girl Interrupted 2 friend Friday drama
Alice How To Hook Up Your Home Theater 4 family Sunday animated
Alice Inception 5 friend Friday heist, thriller, science fiction
Alice The Imaginarium of Doctor Parnassus 5 friend Saturday fantasy
Alice Shrek 5 family Saturday animated, fantasy
Alice Spiderman 1 family Sunday superhero
Alice The Counselor 4 friend Friday thriller
Alice The Lion King 4 family Sunday animated, adventure
Bob An Unexpected Journey 5 alone Saturday fantasy, epic, adventure
Bob City Of Angels 2 girlfriend Saturday fantasy, romantic, drama
Bob Armageddon 2 alone Friday thriller, disaster, science fiction
Bob Inception 1 alone Tuesday heist, thriller, science fiction
Bob Green Mile 5 alone Saturday drama, fantasy
Bob Hunger Games 2 alone Saturday science fiction, adventure
Bob Tourist 4 girlfriend Friday thriller, comedy, romantic
Bob Sleepless In Seattle 4 girlfriend Friday drama, comedy, romantic
Bob The Desolation Of Smaug 5 alone Tuesday adventure, epic, fantasy
Carol At Worlds End 5 friend Friday fantasy, swashbuckler
Carol Dead Mans Chest 5 friend Friday fantasy, swashbuckler
Carol Gangs Of New York 2 friend Saturday historical, drama, epic
Carol The Imaginarium of Doctor Parnassus 5 friend Saturday fantasy
Carol Return Of The King 5 alone Saturday epic, fantasy
Carol The Curse Of The Black Pearl 5 friend Friday swashbuckler, fantasy
Carol The Fellowship Of The Ring 5 alone Saturday epic, fantasy
Carol Two Towers Film 5 alone Tuesday epic, fantasy
Carol Cast Away 2 alone Saturday drama, adventure

In this case, the best preferences are those which are the
most similar to the considered context. In order to count a
contextual similarity between a CCP p and a current user
context ctx(u) we used the following metric:

sim (p, ctx(u)) =
∑

(γi,ci)∈p

overlap(ctx(u), (γi, ci)),

overlap(ctx(u), (γi, ci)) =





1 (γi, ci) ∈ ctx(u);
0.5 ci = −1;
0 otherwise.

The overlap function returns 1 when the pair (γi, ci) is
contained in both: the contextual part of p and in the current
user context ctx(u). When the pair (γi, ci) is not contained in
neither or only in one set of pairs, 0 is returned. When it is
uncertain, i.e. when the value ci for the dimension γi is equal
to −1 (the unknown value), 0.5 is returned. Please note that
the current user context ctx(u) is also a set of pairs (γ′

i, c
′
i),

i.e. the name of the contextual variable and its value.
For each item in the primary recommendations list and each

best CCP we compute satisfiability (line 7), namely how much
an item i satisfies a CCP p:

sat(i, p) =

∑
α∈a(p) (sim(vmα (p), vα(i))− sim(vlα(p), vα(i))

|a(p)| ,

where sim denotes Jaccard similarity, α is the name of an
item feature, a(p) is the set of item attributes considered in
the CCP p, vα(i) is the set of values of an attribute α for an
item i. Similarly vmα (p) and vlα(p) denotes the sets of values
of an attribute α for a CCP p on both sides of the preference
relation - m stands for more preferred and l for less preferred.

The satisfiability measure represents the difference between
item similarities to the both sides of the CCP’s preference
relation, i.e. the similarity to most preferred part minus the
similarity of the less preferred part. In this way we reward
items that fit the best to user preferences and penalize items
that have features that user does not like, e.g. horror movies.
The size of a set of item attributes serves as a normalization
factor. Thus, disregarding to the number of item features, the
value of satisfiability is always between 0 and 1.

The next step is to order the primary recommendations list
according to the value of average satisfiability of the best
CCPs (line 13). The last part is to cut off unneeded items
from resulting recommendations list to receive top 5, top 10
or other top k ranking (line 14).

Let us consider again an example from Tab. I. We assume
that some traditional recommendation algorithm returned a
following top 10 list for Alice:
Gangs Of New York, The Curse Of The Black Pearl, Cast
Away, An Unexpected Journey, City Of Angels, Armageddon,
Green Mile, Hunger Games, Tourist, Sleepless in Seattle.

We consider a situation when Alice wants to watch a movie
with a friend. With our reshuffling method, using two rules
(ICCP for Alice profile and GCCP) for this contexts, we
obtained the final top 5 recommendations list:
An Unexpected Journey, Armageddon, Tourist, The Curse Of
The Black Pearl, City Of Angels.

Fantasy and thriller movies are higher in the final list, while
drama movies were mostly cut off the list as expected from
the user preferences. At this point, we will not evaluate results
of this example. A comprehensive evaluation of the algorithm
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Algorithm 1 Generating the list of top k recommendations
with CCPs
Require: alg - a name of a baseline algorithm,

k - a number of recommendations in the final list,
u - a user,
ctx - a user context,
ccps - a list of all CCPs for user u

Ensure: topK - an ordered list of top k recommendations
list← generateTop100Recommendations(alg, u);

2: best← findBestCCPs(ccps, u, ctx);
map← empty HashMap;

4: for all item in list do
sum← 0;

6: for all ccp in best do
sat← satisfiability(item, ccp);

8: sum← sum+ sat;
end for

10: avg ← sum/sizeOf(best);
map[item]← avg;

12: end for
rec← order(map);

14: topK ← cutOff(rec, k);

TABLE II
BASIC STATISTICS OF THREE DATASETS: LDOS-COMODA (COMODA),

UNIBZ-STS (STS) AND RESTAURANT & CONSUMER (R&C).

CoMoDa STS R&C
Number of users 121 325 138
Number of items 1232 249 130
Number of ratings 2296 2534 1161
Max number of ratings per user 275 175 18
Min number of ratings per user 1 1 3
Avg number of ratings per user 18.98 7.80 8.41
Max number of ratings per item 26 282 36
Min number of ratings per item 1 1 3
Avg number of ratings per item 1.86 10.18 8.93

is presented in Section VI.

IV. DATASETS

We performed our experiments with three datasets, i.e. the
LDOS-CoMoDa2 dataset (LDOS), the Unibz-STS dataset
(STS) and the Restaurant & consumer dataset3 (RC).
Basic statistics of the datasets are presented in Tab. II.

The LDOS-CoMoDa [6] contains user interaction with the
system, i.e. the rating on a 5-star scale, the basic users’
information, the content information about multiple item di-
mensions and twelve additional contextual information about
the situation when the user consumed the item. According to
[21] the choice of contextual variables to be used is crucial
because of a different amount of information they gain. To
eliminate irrelevant variables we computed correlation coeffi-
cients between context related attributes. We found only two

2The data is available at http://212.235.187.145/spletnastran/raziskave/um/
comoda/comoda.php.

3The data sets are available at https://github.com/irecsys/CARSKit/tree/
master/context-aware_data_sets.

of them to be strongly correlated, i.e. city and country, which
was known before the computation. Thus, we could conclude
that none of the other contextual factors are correlated.

In [21] six variables in the LDOS-CoMoDa were identified
as informative. Since we focus on the cold start problem in
this paper, we want to limit the sparsity of the data as much
as possible. Therefore, we chose two of six most informative
contextual variables, i.e. dominant emotion and end emotion,
to use in our further work presented in this paper. Since we
also focus on general trends, we will use age parameter which
we categorized into 5 groups.

The Unibz-STS [7] dataset was collected by a mobile
application that recommends places of interests (POIs) in
South Tyrol in Italy. The recommender is called South Tyrol
Suggests (STS). The dataset contains ratings on a 5-star scale,
an information about a users’ personality (e.g. extraversion,
emotional stability), a context of visiting a POI (e.g. weather,
season, companion) and a POI’s category.

The Restaurant & consumer data [8] consists of
three types of information: a restaurant data (e.g. cuisine,
smoking, dress), a user information (e.g. smoker, dress prefer-
ence, transport) and a rating that a user gave to a restaurant. In
this dataset ratings are expressed on a 0-2 scale. Contextual
parameters such as an information about a user’s mood or
companion are not available.

V. ALGORITHMS AND MEASURES

We had to choose some existing recommendation techniques
to evaluate our approach since it is designed to work with
any of baseline algorithms that generate a list of top k
recommendations. We used six algorithms from the LibRec4

library [22] that are appropriate for the ranking task, i.e.
User kNN, BPR[23], FISM[24], Latent Dirichlet Allocation
(LDA)[25], SLIM [26] and WRMF [27], [28] to be used in
both scenarios.

To compare our work with other context-aware state-of-
the-art algorithms, we chose two methods, i.e. Contextual
SLIM (CSLIM) [16] and UI Splitting [15], and used their
implementations from the CARSKit5 library [29]. Since the
UI Splitting approach is a pre-filtering technique, it needs to
be combined with other existing algorithms. From the methods
proposed in the CARSKit library, we chose those that overlap
with the algorithms that we already used with our method, i.e.
BPR, SLIM and User kNN.

To evaluate our method we use several measures for the
ranking task available in the LibRec library, i.e. mean average
precision (MAP), mean reciprocal rank (MRR), normalized
discounted cumulative gain (nDCG) and the classical infor-
mation retrieval measures: precision and recall. The latter two
were computed on the top 10 recommendations list. We have
also implemented four additional measures. The first one is
a diversity measure proposed by [30], i.e. Intra-List Diversity

4http://www.librec.net/
5https://github.com/irecsys/CARSKit/
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(ILD) that computes the average distance between each couple
of items in the list R:

ILD(R) =
1

|R| (|R| − 1)

∑

i,j∈R,i 6=j

(1− sim(i, j)), (1)

where i, j are items. The sim function is configurable and
application dependent. In our work, we used Jaccard similarity
as a similarity measure for all item attributes.

We wanted to compute the serendipity value for obtained
recommendations lists. But the problem is that there is no one
common serendipity measure. Thus, we decided to implement
two measures, i.e. a simple metric presented in [31] and given
by a formula (2) that we called expectedness and unserendipity
proposed by Zhang et al. [32] and given by a formula (3).

expectedness =
1

k

k∑

i=1

pop(i), (2)

where k is the size of the recommendations list, i denotes an
item and pop(i) is a popularity of an item i.

unserendipity =
1

|Hu|
∑

h∈Hu

1

k

∑

i∈Ru,k

sim(i, h), (3)

where u denotes a user, h is an item from a user history Hu, k
is the size of a user u recommendation list Ru,k and i denotes
an item from a recommendations list Ru,k. The sim function
used by Zhang et al. [32] was a cosine similarity. However, in
our work we used the Jaccard similarity as with the previous
measures.

Expectedness is a simple measure which sums up the
popularity of all items in the recommendations list. The
unserendipity measure is more complicated and checks how
much items from a recommendations list are similar to those
from a user history. Both measures are in opposite to the
definition of serendipity. Thus, the lower values of those
measures are, the better the serendipity of a recommendations
list is.

The last measure is novelty [33] which expresses how much
items from the list are unknown for a user. It is given by a
formula:

novelty =
1

k

∑

i∈Ru,k

log2(pop(i)). (4)

Similarly to the formulas presented above, u denotes a user, k
is the size of a recommendations list Ru,k, i denotes an item
and pop(i) is its popularity.

All of the four measures above were computed on the top
10 recommendations list.

In recommender systems, we provide a list of top k rec-
ommendations for each user. However, in the context-aware
recommender systems we need to incorporate a context also
into an evaluation. Thus, we generate the top k list for
each pairs of a user and his context. The resulting measures
values are usually much smaller than the ones in traditional
recommender systems, because it is not very common for users
to rate multiple items within a same context. This type of
evaluation has been used in prior research [15], [16].

VI. EXPERIMENTS AND RESULTS

We performed two experiments on three datasets described
in Section IV. The first, to simulate the new user cold-start
situation. The second, to check if our method works also in a
typical scenario.

To simulate two different scenarios we prepared two sepa-
rate splits of each dataset into training and test sets for hold
out validation. The following procedures were applied on each
datasets.

To be able to check if the method is applicable for a new
user cold-start scenario, we randomly chose 20% of users
and put all of their ratings in the test set. Remaining ratings
were used as a training set. With this construction of the
training and test sets, we were unable to generate ICCPs for
the test users (we do not have any rating of those users in the
training set). Thus, we used GCCPs only. The results obtained
with these splits are presented in the Tables III, IV and
V, for LDOS-CoMoDa, Unibiz-STS and Restaurant &
Customer datasets respectively. Because the unserendipity
measures a similarity with a user profile and we have only
new users in these splits, we omitted it in the tables. In all of
the following tables a prefix ctx- denotes that the list obtained
by the algorithm was reshuffled with our method.

The second splits were to test a typical situation. Thus
we randomly chose 20% of each user’s ratings and put
them in the second test sets, while remaining users ratings
were placed in the second training sets. The results obtained
with these splits are presented in the Tables VI, VII and
VIII, for LDOS-CoMoDa, Unibiz-STS and Restaurant
& Customer datasets respectively. A prefix ctx- denotes that
the list obtained by the algorithm was reshuffled with our
method.

It should be notice, that we did not consider the new item
problem during the splits. Therefore, all test sets contain some
number of items which do not appear in the corresponding
training sets.

It has been shown that the most informative contextual
variables in the LDOS-CoMoDa dataset are those related to
emotions, i.e. dominant emotion and end emotion [21]. Thus,
we decided to use them in all the situations when we could
compute both, ICCPs and GCCPs. For the new user scenario,
when we are able to generate GCCPs only, we found also
user age informative. It was not considered in the work [21],
since it is fixed for a user for a long time (we have an
age categorization), and could not be seen as a user context.
Because of the same reasons, it is a bad contextual candidate
to compute ICCPs.

The most informative contextual variables in the
Unibiz-STS dataset are weather and companion. In
the Restaurant & customer dataset, there are no truly
contextual variables. However, we found smoker, drink level,
dress preference, ambience, transport, personality and color
the most useful for the further work.

We tested our method also with other contextual parameters,
but the results were similar to those obtained by the traditional
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TABLE III
MEASURES FOR THE NEW USER COLD-START SCENARIO FOR LDOS-COMODA DATASET.

algorithm precision recall MAP nDCG MRR expectedness novelty diversity
CSLIM 0.0032 0.0117 0.0045 0.0075 0.0077 0.00 Infinity 0.4257
ctx-BPR 0.0026 0.0134 0.0019 0.0049 0.0037 0.0013 9.8509 0.3117
UISplitting-BPR 0.0008 0.0025 0.0022 0.0029 0.0050 0.00 Infinity 0.3979
BPR 0.0013 0.0006 0.0001 0.0006 0.0018 0.0013 9.7731 0.3377
ctx-FISM 0.0218 0.0992 0.0382 0.0615 0.0765 0.0037 8.2339 0.2843
FISM 0.0179 0.0605 0.0298 0.0455 0.0702 0.0051 7.7079 0.2996
ctx-LDA 0.0218 0.1114 0.0383 0.0637 0.0765 0.0039 8.1771 0.2874
LDA 0.0154 0.0471 0.0280 0.0409 0.0682 0.0054 7.6109 0.2997
ctx-SLIM 0.0077 0.0330 0.0086 0.0176 0.0238 0.0016 9.8338 0.3180
UISplitting-SLIM 0.0032 0.0117 0.0045 0.0074 0.0077 0.00 Infinity 0.4257
SLIM 0.0064 0.0202 0.0085 0.0140 0.0173 0.0019 9.4216 0.3661
ctx-UserKNN 0.0077 0.0330 0.0086 0.0176 0.0238 0.0016 9.8338 0.3180
UISplitting-UserKNN 0.0032 0.0117 0.0045 0.0074 0.0077 0.00 Infinity 0.4257
UserKNN 0.0064 0.0202 0.0085 0.0140 0.0173 0.0019 9.4216 0.3661
ctx-WRMF 0.0077 0.0330 0.0086 0.0176 0.0238 0.0016 9.8338 0.3180
WRMF 0.0064 0.0202 0.0085 0.0140 0.0173 0.0019 9.4216 0.3661

TABLE IV
MEASURES FOR THE NEW USER COLD-START SCENARIO FOR UNIBIZ-STS DATASET.

algorithm precision recall MAP nDCG MRR expectedness novelty diversity
CSLIM 0.1121 0.2868 0.0706 0.1571 0.1454 0.00 Infinity 0.1889
ctx-BPR 0.1165 0.3057 0.1836 0.2623 0.3573 0.0417 3.9549 0.2931
UISplitting-BPR 0.2664 0.6596 0.4328 0.5186 0.5217 0.00 Infinity 0.3748
BPR 0.2055 0.5761 0.3583 0.4397 0.4454 0.0634 4.2905 0.3707
ctx-FISM 0.1174 0.3103 0.1883 0.2673 0.3629 0.0417 3.9723 0.2894
FISM 0.2055 0.5728 0.3557 0.4362 0.4358 0.0674 4.1225 0.3667
ctx-LDA 0.1174 0.3103 0.1903 0.2688 0.3637 0.0417 3.9723 0.2894
LDA 0.2055 0.5728 0.3630 0.4427 0.4498 0.0674 4.1225 0.3667
ctx-SLIM 0.1083 0.2610 0.0790 0.1578 0.1656 0.0465 3.7607 0.1864
UISplitting-SLIM 0.1121 0.2868 0.0706 0.1571 0.1454 0.00 Infinity 0.1889
SLIM 0.0899 0.2685 0.0582 0.1354 0.1212 0.0551 5.4390 0.1889
ctx-UserKNN 0.1083 0.2610 0.0790 0.1578 0.1656 0.0465 3.7607 0.1864
UISplitting-UserKNN 0.1121 0.2868 0.0706 0.1571 0.1454 0.00 Infinity 0.1889
UserKNN 0.0899 0.2685 0.0582 0.1354 0.1212 0.0551 5.4390 0.1889
ctx-WRMF 0.1083 0.2610 0.0790 0.1578 0.1656 0.0465 3.7607 0.1864
WRMF 0.0899 0.2685 0.0582 0.1354 0.1212 0.0551 5.4390 0.1889

TABLE V
MEASURES FOR THE NEW USER COLD-START SCENARIO FOR RESTAURANT & CUSTOMER DATASET.

algorithm precision recall MAP nDCG MRR expectedness novelty diversity
CSLIM 0.0958 0.1233 0.0671 0.1282 0.2472 0.0131 6.7086 0.3339
ctx-BPR 0.2000 0.1962 0.1518 0.2192 0.3444 0.1588 2.7032 0.1325
UISplitting-BPR 0.1167 0.1437 0.0858 0.1529 0.2903 0.0178 5.9118 0.3214
BPR 0.1750 0.1703 0.1120 0.1952 0.3869 0.1520 2.7644 0.1753
ctx-FISM 0.2000 0.1897 0.1578 0.2185 0.3304 0.1717 2.5809 0.1684
FISM 0.1714 0.1680 0.1074 0.1859 0.3533 0.1562 2.7093 0.1918
ctx-LDA 0.2071 0.1965 0.1535 0.2209 0.3299 0.1724 2.5735 0.1637
LDA 0.1571 0.1502 0.0965 0.1732 0.3474 0.1569 2.7000 0.1933
ctx-SLIM 0.1571 0.1591 0.1271 0.1833 0.3191 0.1352 3.2177 0.1358
UISplitting-SLIM 0.0958 0.1233 0.0671 0.1282 0.2472 0.0131 6.7086 0.3339
SLIM 0.1179 0.1290 0.0790 0.1558 0.3726 0.0938 3.8699 0.1844
ctx-UserKNN 0.1571 0.1591 0.1271 0.1833 0.3191 0.1352 3.2177 0.1358
UISplitting-UserKNN 0.0958 0.1233 0.0671 0.1282 0.2472 0.0131 6.7086 0.3339
UserKNN 0.1179 0.1290 0.0790 0.1558 0.3726 0.0938 3.8699 0.1844
ctx-WRMF 0.1571 0.1591 0.1271 0.1833 0.3191 0.1352 3.2177 0.1358
WRMF 0.1179 0.1290 0.0790 0.1558 0.3726 0.0938 3.8699 0.1844

ALEKSANDRA KARPUS ET AL.: TOP K RECOMMENDATIONS USING CONTEXTUAL CONDITIONAL PREFERENCES MODEL 25



TABLE VI
MEASURES FOR THE TYPICAL SCENARIO FOR LDOS-COMODA DATASET.

algorithm precision recall MAP nDCG MRR expectedness unserendipity novelty diversity
CSLIM 0.00 0.00 0.00 0.00 0.00 0.0013 0.1980 9.9382 0.4099
ctx-BPR 0.0075 0.0259 0.0075 0.0151 0.0209 0.0015 0.3206 9.7732 0.3103
UISplitting-BPR 0.0014 0.0071 0.0021 0.0041 0.0042 0.0018 0.1980 9.5279 0.4065
BPR 0.0075 0.0235 0.0070 0.0144 0.0213 0.0016 0.3063 9.7312 0.3427
ctx-FISM 0.0123 0.0823 0.0473 0.0601 0.0659 0.0034 0.3304 8.3279 0.2866
FISM 0.0130 0.0897 0.0462 0.0615 0.0675 0.0046 0.3148 7.8182 0.3174
ctx-LDA 0.0130 0.0891 0.0504 0.0641 0.0691 0.0034 0.3301 8.3196 0.2864
LDA 0.0137 0.0965 0.0481 0.0645 0.0686 0.0046 0.3165 7.7995 0.3189
ctx-SLIM 0.0062 0.0377 0.0153 0.0226 0.0204 0.0016 0.3186 9.8028 0.3128
UISplitting-SLIM 0.00 0.00 0.00 0.00 0.00 0.00 0.1945 Infinity 0.4098
SLIM 0.0055 0.0360 0.0147 0.0217 0.0216 0.0016 0.2968 9.8361 0.3527
ctx-UserKNN 0.0068 0.0438 0.0249 0.0314 0.0322 0.0020 0.3248 9.2998 0.2995
UISplitting-UserKNN 0.0012 0.0122 0.0030 0.0052 0.0030 0.00 0.1776 Infinity 0.4136
UserKNN 0.0062 0.0386 0.0136 0.0215 0.0206 0.0026 0.3128 8.8376 0.3247
ctx-WRMF 0.0075 0.0512 0.0281 0.0348 0.0307 0.0020 0.3280 9.4117 0.3020
WRMF 0.0048 0.0324 0.0070 0.0140 0.0101 0.0026 0.3190 8.8903 0.3260

TABLE VII
MEASURES FOR THE TYPICAL SCENARIO FOR UNIBIZ-STS DATASET.

algorithm precision recall MAP nDCG MRR expectedness unserendipity novelty diversity
CSLIM 0.0615 0.5426 0.1927 0.2773 0.2007 0.0237 0.2353 8.1371 0.4321
ctx-BPR 0.1129 0.7473 0.4723 0.4527 0.2938 0.0064 0.6137 7.4848 0.1715
UISplitting-BPR 0.0844 0.7393 0.2714 0.3859 0.2789 0.0553 0.3122 4.6419 0.3727
BPR 0.0817 0.5448 0.2636 0.3519 0.3306 0.0062 0.6063 7.6027 0.1976
ctx-FISM 0.0538 0.3082 0.1960 0.1951 0.1400 0.0107 0.6065 6.4944 0.1687
FISM 0.0409 0.2312 0.1220 0.1630 0.1715 0.0101 0.5906 6.6668 0.2060
ctx-LDA 0.0516 0.2975 0.1982 0.1927 0.1398 0.0107 0.6070 6.4910 0.1676
LDA 0.0387 0.2222 0.1222 0.1601 0.1698 0.0101 0.6072 6.6580 0.1854
ctx-SLIM 0.1000 0.6703 0.3490 0.3732 0.2280 0.0060 0.6140 7.5653 0.1722
UISplitting-SLIM 0.0728 0.6452 0.2787 0.3701 0.2900 0.0365 0.3211 6.1613 0.3744
SLIM 0.0860 0.5824 0.2469 0.3452 0.2987 0.0058 0.6039 7.7061 0.1985
ctx-UserKNN 0.0452 0.2885 0.1824 0.1795 0.1258 0.0052 0.6063 7.7853 0.1736
UISplitting-UserKNN 0.0095 0.0906 0.0230 0.0385 0.0234 0.0097 0.1678 9.0467 0.4304
UserKNN 0.0366 0.2240 0.0935 0.1397 0.1489 0.0051 0.5872 7.8932 0.2077
ctx-WRMF 0.0892 0.5502 0.2931 0.3418 0.2720 0.0061 0.6107 7.4968 0.1706
WRMF 0.0828 0.5287 0.2376 0.3298 0.3108 0.0057 0.6009 7.6870 0.2004

TABLE VIII
MEASURES FOR THE TYPICAL SCENARIO FOR RESTAURANT & CUSTOMER DATASET.

algorithm precision recall MAP nDCG MRR expectedness unserendipity novelty diversity
CSLIM 0.0581 0.4068 0.1413 0.2173 0.1806 0.0091 0.3225 7.0568 0.3393
ctx-BPR 0.1129 0.7473 0.4723 0.4527 0.2938 0.1001 0.6137 3.5661 0.1715
UISplitting-BPR 0.0720 0.5000 0.1869 0.2781 0.2411 0.0110 0.3281 6.7637 0.3352
BPR 0.0817 0.5448 0.2636 0.3519 0.3306 0.0971 0.6063 3.6413 0.1976
ctx-FISM 0.0538 0.3082 0.1960 0.1951 0.1400 0.1671 0.6065 2.5757 0.1687
FISM 0.0409 0.2312 0.1220 0.1630 0.1715 0.1568 0.5906 2.7055 0.2060
ctx-LDA 0.0516 0.2975 0.1982 0.1927 0.1398 0.1673 0.6070 2.5723 0.1676
LDA 0.0387 0.2222 0.1222 0.1601 0.1698 0.1575 0.6072 2.6967 0.1854
ctx-SLIM 0.1000 0.6703 0.3490 0.3732 0.2280 0.0939 0.6140 3.6465 0.1722
UISplitting-SLIM 0.0194 0.1165 0.0524 0.0758 0.0824 0.0081 0.2930 7.2665 0.3593
SLIM 0.0860 0.5824 0.2469 0.3452 0.2987 0.0907 0.6039 3.7447 0.1985
ctx-UserKNN 0.0452 0.2885 0.1824 0.1795 0.1258 0.0806 0.6063 3.8666 0.1736
UISplitting-UserKNN 0.0183 0.1022 0.0302 0.0543 0.0505 0.0086 0.3027 7.1533 0.3520
UserKNN 0.0366 0.2240 0.0935 0.1397 0.1489 0.0789 0.5872 3.9318 0.2077
ctx-WRMF 0.0892 0.5502 0.2931 0.3418 0.2720 0.0943 0.6107 3.5781 0.1706
WRMF 0.0828 0.5287 0.2376 0.3298 0.3108 0.0884 0.6009 3.7256 0.2004
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baseline algorithms. It could be seen as a constrain for the
proposed method - it is strongly context dependent.

As could be seen in Tables III, IV, V, VI, VII and VIII,
the method is also algorithm dependent. It is impossible to
identify one algorithm that is better than others in all of the
cases for all of the datasets.

For the new user scenario with the LDOS-CoMoDa dataset,
our post-filtering method works the best with FISM and
LDA algorithms. They improves all of the measures besides
diversity. The improvements vary for different measures but
they are greater than 35 % in comparison with traditional
baselines for the first six measures. The reshuffling with other
algorithms also gives slightly better results than the traditional
baselines in the new user scenario. Surprisingly, baseline
context-aware algorithms perform pretty weak according to the
accuracy measures. However, they obtained the best values for
expectedness, novelty and diversity measures, which is shown
in Tab. III.

Interesting is the fact that different algorithms which we
combined our method with, are good for a typical scenario in
the LDOS-CoMoDa dataset. In this case, the best algorithm
to work with our approach is WRMF, which improves all
metrics besides unserendipity and diversity. As seen in Tab.
VI, all other algorithms combined with our reshuffling method,
improve at least some measures - mostly nDCG and MRR,
which means that good recommendations are usually higher
in the ranking than without reshuffling, even if the number
of good recommendations in the top 10 list is the same or
smaller.

For the new user scenario with the Unibiz-STS dataset,
the UI Splitting method with BPR algorithm outperforms
all other methods according to all of the measures. For the
reshuffling method, the best algorithms are SLIM, User kNN
and WRMF, which improve all of the accuracy measures and
expectedness and only slightly decrease diversity, which is
presented in Tab. IV.

As could be seen in Tables VII and VIII, our reshuf-
fling method performs the best in the typical scenario
when combined with BPR and SLIM algorithms for the
Unibiz-STS and Restaurant & customer datasets.
For the Unibiz-STS dataset, our method with BPR algo-
rithm gives better results for the novelty measure than UI
Splitting with BPR, which is surprising, since UI Splitting
improves novelty for almost all of the cases for all of the
datasets.

For the new user scenario with the Restaurant &
customer dataset, our reshuffling method outperforms all
other algorithms according to the accuracy measures when
combined with BPR, FISM and LDA algorithms, as shown in
Tab. V. Thus, we could conclude that there is no one algorithm
which always performs the best with our reshuffling method.
It depends on the scenario and the dataset that the experiments
are performed on.

From Tables III, IV and V, we could observe that CSLIM
and UI Splitting with SLIM and User KNN give exactly the

same results for all of the datasets in the new user cold-start
scenario. However, this never occurs for the typical scenario.

CSLIM and UI Splitting almost always give better val-
ues of the expectedness, unserendipity, novelty and diversity
measures. Nevertheless, they received the worst precision and
recall values for all of the cases beside the new user cold-start
scenario for the Unibiz-STS dataset, when UI Splitting with
BPR performed the best.

The value of diversity measure always decreases after
reshuffling the primary recommendations list with proposed
method. It seems to be the price for improving the accuracy
of the recommendation process.

VII. CONCLUSIONS

In this paper we introduce a method for generating a list
of top k recommendations, which works well also in the new
user cold-start situations. The method is based on user interests
model called Contextual Conditional Preferences and it also
relies on existing non-contextual algorithms for a ranking task,
since it could be classified as a post-filtering technique. We
performed experiments on three publicly available datasets,
i.e. LDOS-CoMoDa, Unibiz-STS and Restaurant &
customer, which contain user ratings, contextual informa-
tion and item features. The experiments confirmed that our
method is applicable in the new user cold-start situations as
well as in typical scenarios, which is the main advantage of
proposed technique. In the first case, when we do not have
any test user’s rating in the training set, we use only General
Contextual Conditional Preferences, while in the second, we
use both types: individual and general ones. We identified
different algorithms that work the best with the proposed
method for different usage scenarios, e.g. BPR and LDA for
the new user situation, and WRMF for a typical scenario
in the LDOS-CoMoDa dataset. The main constraints of the
proposed reshuffling method are the context and the algorithm
dependence.

We also compared our reshuffling technique with other
context-aware methods, i.e. contextual SLIM and UI Split-
ting combined with BPR, SLIM and User kNN algorithms.
We showed that our method outperforms them according to
accuracy measures like precision or recall, but obtains worse
results when considering measures like novelty or diversity.
However, it seems to be the price for improving the accuracy
of the recommendation process.

The next step that needs to be taken is a comparison with
other cold-start methods. We also plan to automatize the
process of a selection of appropriate contextual features, which
is crucial to improve our method.
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Abstract—This paper describes the use of a new swarm-based
metaheuristic, namely Krill Herd Algorithm (KHA), in computer
gaming. In this work, KHA is employed to find a bots movement
strategy in a computer racing game. The complete algorithm is
implemented using a Unity Engine in C# language. Herein, the
triggering of the metaheuristic optimization task was conducted
by the way of a KHA internal parameter investigation. In this
approach, the goal of the race (the KHA evaluation function) for
both the human and computer player is to finish a lap in the
shortest time possible.

I. INTRODUCTION

THe goal of any artificial intelligence algorithm is to
create a mechanism that can learn, conclude, and solve

problems like a human. In computer games, this creates a form
that mimics human behavior, and computer games provide an
excellent environment for implementing and even testing arti-
ficial intelligence procedures. Developers of computer games
are increasingly turning towards creating projects based upon
artificial intelligence. Instead of crafting their product through
employing predictable algorithms, whose results are identical
inside each successive game world, artificial intelligence meth-
ods are used to dynamically adapt the behavior of a computer
opponent to the player’s level of competence.

One of the first games using artificial intelligence tools was
released in 1999 by id Software, a first-person shooter game
called Quake III Arena. In the production of this, the behavior
of the computer player (the so-called bot) was based on an
artificial neural network [1]. The bot was able to learn the
behavior of its opponents, both the computer generated, and
the genuine human player, so as to develop winning strategies.

Swarm intelligence is one of the more important domains
of computational intelligence. This group of algorithms is

applied in optimisation tasking. Herein, natural environmental
processes and behaviours are the main inspiration [2]. Com-
monly used metaheuristics are: the Genetic Algorithm [3],
the Gravitational Search Algorithm [4], Cuckoo Search [5],
Earthworm Optimization Algorithm [6], Harmony Search [7],
the Firefly Algorithm [8], Particle Swarm Optimization [9],
[10], Ant Colony Optimization [11], the Bat Algorithm [12],
the Differential Evolution [13] and the Autonomy-oriented
computing methodology [14]. Newer algorithms, have been
recently introduced for this tasking. These are: the Krill Herd
Algorithm [15], [16], [17], Animal Migration Optimization
[18], Wolf Search Algorithm [19], The Dragonfly Algorithm
[20], Monarch Butterfly Optimization [21] and the Flower
Pollination Algorithm [22]. Such bio-inspired metaheuristic
algorithms are able to tackle very hard combinatorial opti-
misation problems [11] as well as, they can be applied for
solving optimization problems in continuous space [23].

In this paper, we decided to test the utilization of the KHA
within a computer race game. In this type of game, the user
competes with computer generated opponents. Titles of such
games currently on the market are: Test Drive or Need for
Speed. During the project, interesting concepts were developed
for the use of swarm intelligence.

The content of this paper has been divided into two main
parts - theoretical and implementation. In the first, (Section
II), the problem of utilizing artificial intelligence in the imple-
mented computer game was discussed. Above all, the problem
of optimization is delved into, as this issue affects the character
and behavior of the computer generated opponent. It is to
this that the artificial intelligence tools have been applied.
We then thoroughly describe the chosen artificial intelligence
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algorithm. In the second part of the article (Section III and
Section IV), aspects of both the implementation and, above
all, the details related to the adaptation of individual elements
as swarm bots, is described. Following this, we present of the
results of selected tests of the proposed algorithm. The article
ends with a chapter devoted to the summary and towards
further plans for the development of this algorithm.

II. OPTIMISATION BASED ON KRILL HERD ALGORITHM

KHA is an iterative heuristic procedure inspired by the nat-
ural phenomena of krill herd behaviour. This method is mainly
applied for solving optimization problems in continuous space.
Here, the solution of this problem is defined as finding such
an argument x°, included in the space under consideration
S ⊆ RN , which fulfils the following formula

f(x°) = min
x∈S

f(x) (1)

where f(x) describes the value of the cost function.
The KHA was proposed by Amir Hossein Gandomi and

Amir Hossein Alavi in the article [15], and is based on imi-
tating the behaviour of the individual krill moving together as
a herd. Individual krill, and the herd itself, move accordingly
to diverse environmental factors. Among these are proximity
to neighbours (defined by herd density), dispersion of the
animal group, food location and several other biological and
environmental phenomena.

In order to solve the optimization problem, we introduced
the KHA non-deterministic procedure. Herein, particular ele-
ments xi = x1

i , . . . , x
N
i are proposed of an N dimensional

solutions space, in the form of P individuals. In the kth
iteration, the best solution of the this problem as represented
by the pth members of swarm is given alternatively by these
two equations:

x°(k) = arg min
p=1,...,P

f(xp(k)) /for minimalization task/ (2)

or

x°(k) = arg max
p=1,...,P

f(xp(k)). /for maximalization task/ (3)

The above best solution corresponds with the minimal or
maximal value of cost function f° = f(x°) given as (2) or
(3).

The full KHA procedure as a flow chart description is shown
as Figure 1. This procedure begins from an initialization of
all its internal parameters, and positions of all P individuals
are generated randomly ❶. In next stage ❷, the cost (or
fitness) function values are computed for all initial P swarm
members using (2) or (3). The subsequent step ❸ is of great
importance and is characterized by this technique. It consists
of formulas describing the movement of particular individuals.
Such motion viv-a-vis each individual krill is determined by
three main components. They are:

• movement induced by other krill individuals,
Fig. 1: Flowchart of KHA
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• foraging activity,
• random diffusion.

In subsequent iterations, in the KHA technique, a vector of
movement for the ith krill is based on the Lagrangian equation:

dxi

dt
= Ni + Fi +Di, (4)

where Ni is the motion induced by other krill individuals, Fi

denotes the foraging motion and Di is the physical diffusion
of the krill individuals.

The first element ❹ is a reflection of the social inspiration
of the individual members of the herd. In the swarm, members
are maintained at a high density. Hence, the velocity of
each individual is influenced by the movement of others. In
consequence, the direction of movement by the αi parameter
is induced by the presence of other herd individuals. This
parameter is determined on the basis of the following parts:
local effect and target effect. The individual fractions of
motion can be notated as:

Nnew
i = Nmaxαi + ωnN

old
i . (5)

Here Nmax represents the maximum possible speed that can
be induced, ωn belongs to the interval [0, 1], and is defined as
the inertia weight of a particular krill and finally Nold

i is the
motion induced in the previous time step. The αi parameter
is introduced in following way:

αi = αlocal
i + αtarget

i , (6)

where αlocal
i describes the local influence of the neighbours

of any particular swarm member, whereas αtarget
i is the

target direction. The latter is determined by the position and
movement of the best individual in a swarm.

The αlocal
i parameters are computed according to the for-

mula:

αlocal
i =

NN∑

j=1

f̂ijX̂ij , (7)

where
X̂ij =

xj − xi

∥xj − xi∥+ ϵ
, (8)

and

f̂ij =
fi − fj

fworst − f best
. (9)

In equation (9), f in provides the cost value (1) of any
investigated krill. Consequently fworst and f best represent,
respectively, the worst and the best fitness of individuals in
swarm. Additionally, NN describes the identification of the
number of reachable krill neighbours, and ϵ is a positive
number introduced to avoid singularities in the denominator
of formula (8).

For determination of distance between particular krills and
their neighbours, a parameter designated as being the sensing
distance ds, is proposed. Its value may be formulated as:

ds,i =
1

5P

P∑

j=1

∥xi − xj∥. (10)

What is more, each swarm member incorporates its own
target vector. This is formulated as follows:

αtarget
i = Cbestf̂i,bestx̂i,best, (11)

where

Cbest = 2
(
rand+

k

Kmax

)
. (12)

Herein, k, Kmax designate, respectively, the current iteration
number and the maximum number of iterations. Moreover,
a rand is a random value between 0 and 1, whereas f̂i,best
is the best value of fitness function, while x̂i,best provides the
location of the best ith individual from the previous time steps.

In the equation (4), the symbol Fi is connected with the
food foraging issue. Herein, Fi is defined in the following
way:

Fi = Vfβi + ωfF
old
i , (13)

where Vf is the food foraging speed and ωf describes the
inertia of the movement. In equation (13), the food fitness of
the ith krill is designated as follows:

βi = βfood
i + βbest

i . (14)

The aforementioned food aspect is defined by way of its
location. Therefore, the centre of food concentration is defined
via KHA as a virtual point. This conception by the "centre of
mass" approach is interpretable. Hence, the food concentration
in each iteration is calculated according to formula:

Xfood =

∑P
i=1

1
fi
xi

∑P
i=1

1
fi

. (15)

Here, the food attraction for the ith swarm member is de-
scribed via:

βfood
i = Cfoodf̂i,foodX̂i,food. (16)

The food coefficient in (16) expresses the global attraction of
the food centre (15), and may be calculated as:

Cfood = 2
(
1− k

Kmax

)
. (17)

The second part of equation (14) is as follows:

βbest
i = f̂i,bestx̂i,best. (18)

In this equation, fi,best expresses the best fit achieved by a
given ith individual so far. This is determined by its position
x̂i,best.

The last element of the Lagrangian equation (4) is connected
with random physical diffusion ❺, represented as Di. In
essence, this component has a fully random character. This
part of movement is focused upon the diversity in the swarm;
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it allows the individual krill to position itself inside the krill
swarm so as to be within a situation of local optimum. This
part of equation (4), hence, represents a trade-off between
exploration and exploitation. The following equation shows
these aspects as a random diffusion:

Di = Dmax
(
1− k

Kmax

)
δ, (19)

where, Dmax is the maximum diffusion factor and δ expresses
the random directional vector.

The motion aspect of krill activity can now be fully de-
scribed. Herein, all the aforementioned effective parameters
are applied. Thus, the position of the ith individual during the
interval t to t+∆t is determined by the following equation:

xi(t+∆t) = xi(t) + ∆t
dxi

dt
. (20)

Here, it should be underlined that parameter ∆t is very
sensitive to the speed and accuracy of the optimisation task.
In this respect, the ∆t may be interpreted as being a scale
factor of krill movement, and can be obtained by way of the
following equation:

∆t = Ct

N∑

j=1

(UBj − LBj). (21)

In the above equation, Ct is an empirically found constant
number from the interval [0, 2]. What is more, UBj and LBj

constitute, respectively, the upper and lower bounds of the jth
feature (j = 1, . . . , N) of data set X = x1, . . . , xP .

The subsequent step of the heuristic algorithm is an im-
plementation of two genetic or evolutionary operators. In
step ❻, the crossover function is considered. This operator is
controlled by the Cr parameter referred to as the ’crossover
probability’. In this approach, this operator is defined ran-
domly, and the crossover is revealed in the change of the mth
coordinate of the ith individual. This comes about by applying
the following formula:

xi,m =

{
xr,m for γ ≤ Cr
xi,m for γ > Cr

, (22)

where Cr = 0.2K̂i,best; r ∈ {1, 2, ..., i − 1, i + 1, ..., P} and
γ is a random number drawn from the interval [0, 1), which
is generated via uniform distribution. In this solution, the
crossover operator is calculated by way of a single individual.

Finally, the mutation operator ❼ is applied within the last
stage of the main loop of the KHA. This changes the m-
th coordinate of the i-th individual, as shown below by the
formula:

xi,m =

{
xgbest,m + µ(xp,m − xq,m) for γ ≤ Mu

xi,m for γ > Mu
,

(23)
wherein Mu = 0.05/K̂i,best; p, q ∈ {1, 2, ..., i−1, i+1, ..., P}
and µ ∈ [0, 1).

This operation completes all evolutionary procedures. Sub-
sequently, we can now obtain individuals that can be used
within the next iteration. In so-doing, in the last step ❽ of
the main loop, the cost function for all the swarm members
is calculated. Now, the algorithm’s termination condition ❿
decides whether the next iteration is to be entered into or the
optimization algorithm is to be completed. The form of stop
condition applied could be that of a time limit, or the reaching
of a desired fitness level or a combination of above two.

More information about this metaheuristic algorithm can be
found in [15]. Regarding the procedure’s internal parameters,
the tuning of the KHA is described in papers: [24], [25]
and [26], while publications [17] and [16] introduce some
modifications into the algorithm. The KHA procedure has been
verified for application within optimization problems in the
case of discrete input data [27], while a parallel version of
this procedure is put forward in [28]. Furthermore, it has been
applied in medical tasks [29], for data base domains [30], in
mechanism and machine theory [31], in clustering tasks [32],
[33], and also in neural learning processes [34]. Extensive use
of this algorithm has been collected in the article [35].

III. IMPLEMENTATION AND OPTIMIZATION OF GAME

The Unity engine [36] is now employed in order to complete
the task and to implement the game. This is a tool that allows
the creation of games for Windows, Linux, Mac OS, Xbox
360, PlayStation 3, Wii U, iPad, iPhone, Android, Windows
Phone 8 and BlackBerry environments. Unity has rapidly
gained popularity thanks to its user-friendly interface. It allows
for fast development of the game, along with the ability to
test existing progress. In optimising Unity for creating cross-
platform games, the programmer can use any of three program-
ming languages: C# for the Mono platform, JavaScript, or the
Boo-inspired language, Python. All implementations described
in this work have been written in C#.

Swarm intelligence is applied in our study application
for optimizing the travel time by way of adjusting driving
performance. Firstly, the track was divided into sectors that
consist of curves of similar characteristics. In doing so, a
racing line was formed along which the bots are to move.
Figure 2 shows the waypoints which are densely distributed
throughout the route.

In completing this task, some parameters are introduced.
These are considered as being the same parameters that affect
the coordinates of individual krill within the herd. The most
important parameter is undoubtedly the maximum speed in the
sector. If a bot is currently located in a straightaway or where
steering arcs are long, and where the steering input angle is
low, a high maximum speed is desirable. In turn, if the bot
enters within a twisting and winding section of the track or
where the curves are tight and steering input is intense, then
the speed must be properly limited, otherwise the car loses its
grip, resulting in drift, a wider line of travel and, consequently
slower travel times. The second parameter is related to the
angle between the car and the next point of the race line. If it
is greater than the value for a given sector, then the computer
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Fig. 2: Race line with waypoints

player starts to understeer or oversteer and must accelerate or
decelerate. This value should be greater for straightforward
sectors as it reduces the gliding effect of the car on the track.
The third and last parameter of the driving characteristic is the
time it takes to make a turn. For winding sectors, the value is
less than that for simple sectors, because a faster response is
needed. The above parameters are transferred to the algorithms
for bots controlling in the game engine.

In presenting the implementation of swarm intelligence,
the passage time within a particular sector of the track is
optimized by adjusting the driving parameters of a given
computer player. Therefore, the algorithm should be run only
when all the computer players overcome the sector. Detecting
the moment when players finish the passage of a given sector
takes place using the so-called ’collider’ (Fig. 3). Thus, when
the last computer player completes a subsequent sector, the
Run(int) function is called up for the sector identifier that it is
responsible for when executing one iteration of the algorithm.

A. Application of KHA to game

For the implementation of the KHA, each computer-based
object was coded as a MKrill class component representing
one individual in the population.

Each object has the following attributes: an identifier in the
form of an integer, of times in the current round; sector records
which store the performance characteristics of the computer
player used in the current lap; the parameters described above
(maximum speed in the sector, angle between the car and
the next point and time to make a turn); best parameters
array; induced vectors, foraging vectors and diffusion vectors
as components of KHA; and, finally, lower bounds and upper
bounds. All the aforementioned are used to store the lower
and upper limits of the respective main driving parameters.

Another important element is the determination of the value
of the cost function (1). This is the first step in executing each
iteration of the KHA. In this implementation, however, cost

function is not calculated explicitly, because the value of this
function is the passage time within the sector for which the
algorithm is being executed at the moment.

Now, the individual designated Lagrangian (4) components
are calculated (see Section II). Firstly, the determination of the
motion induced by other krill individuals is accomplished by
applying the formulas (5)-(12). In this part of the algorithm,
the displacement vector for each individual in the population
is generated. In doing this, in each iteration, αlocal and αtarget

based on equations (7) and (11) are first calculated, and
then summed according to equation (6). Thereafter, in each
iteration, the appropriate vector (5) is determined, taking into
account the following parameters, Nmax and ωn.

In the next step of the algorithm, the food foraging move-
ment is ascertained as per notation (13). In this part of
the iteration, equations (14)-(18) are applied. This process is
similar to that of the Ni calculation. Due to the optimization of
travel time in the presented version of the algorithm, it is not
possible to easily determine the value of the cost function for
food (the value appearing in equation (16)). Thus, the solution
is to assign to its value, the activity adapted by an individual
closest to the food.

Finally, with regard to moment computing, a random phys-
ical diffusion, notated as Di , is performed. In this case,
equation (19) is used.

After all the above effective motion parameters are calcu-
lated, the change of each i-th krill position can be ascertained
through employing equation (20) and applying notation (21).

Finally, it is worth observing that basic KHA utilizes
several other evolutionary operators such as mutation (23) and
crossover (22) for swarm member modifications. In the present
iteration of the paper, these were not applied.

In summation, it should be noted that utilizing KHA is, in
a sense, a way of optimising the computer game activity. The
presented implementation of the KHA has its advantages and
disadvantages. The disadvantage is the inability to explicitly
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Fig. 3: A collider located at the end of the sector

calculate the value of the cost function. This value is the
time of sector passage, and it can only be known when the
computer player has overcome the sector through applying
the parameters specified. Therefore, only the estimation of the
effect of food position for the krill movement was applied.

The advantage of this implementation is, undoubtedly, its
scalability. When needed, it is easy to take into account
additional factors that can influence the nature of the player’s
computer. Moreover, this implementation is not computation-
ally demanding, because each one iteration takes place when
the last competitor crosses the boundary of a given sector. In
the case of a track, as used in the game, and assuming that the
players are moving close together, this means that one iteration
every 1.5 – 2.0 seconds is performed.

IV. NUMERICAL SIMULATIONS

While researching the effectiveness of the proposed method,
we analysed the impact of KHA internal parameters on quality
of solution. Herein, we saw that the quality of the solution can
be greatly influenced by the impact of internal parameters [24],
[37].

The enclosed figures show the results of the tests that were
applied to assess the quality and speed of the solution accord-
ing to KHA parameters. In this case, the subject quantities
were Ct, ωn, ωf and N .

In the test of the first parameter, Ct, the remaining parameter
values are ωn = 0.5, ωf = 0.5 and N = 5. The results have
been visualized in Figure 4. Here, each line shows the best
results (i.e., the shortest time of the lap of the bot-car) for the
investigated Ct value.

From the above tests, it can be inferred that an increase
in the value of the variable Ct resulted in an increase in the
difference between the times gained by the individual players
in the first phase of the test. This indicates that even the far-
fetched points in the solution space are represented. Finally,
the best time was reached at Ct = 1.5. This was 93.27 s.

Fig. 4: Convergence of the optimisation procedure with various
Ct parameters

In the next test, the ωn parameter is modified through the
application of a number in the range (0.0; 1.0). This action
represents the influence of neighbors in the creating of the
movement vector. The obtained results are shown in Figure 5.

In this case, increasing ωn, slowed the computer players in
achieving better results. This means that through introducing
the calculated influence of the neighbors, a larger value of ωn

results in a more accurate search within the krill environment
while reducing its pace of approaching the global minimum.
The best time passed in the test was for the case of ωn = 0.2.
Herein, the time value of 92.30 s was achieved.

In our study, the parameter ωf was modified (Figure 6).
This is a number in the range of (0.0; 1.0), and it represents
the effect of the phase of the food search on the movement
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Fig. 5: Convergence of the optimisation procedure with various
ωn parameters

Fig. 6: Convergence of the optimisation procedure with various
ωf parameters

vector value. Increasing the value of ωf , therefore, resulted
in better player performance. For ωf = 0.1, the best time is
93.69, while for ωf = 0.9, this increased to 95.02. However,
it is important to take into account that in this implementation,
the approximate value of the cost function of the food is one
that was calculated to reduce the efficiency of the entire phase
of the food search.

The last test was to change the size of the krill population.
In this research, a limited amount of the swarm are employed
as bots. The main reason for this is that each krill represents
one car on the race route. So a large number of bots in one
place holds the implication that their collective movement is

similar to that of a krill herd, and a great number of collisions
will take place. The results of racing 3, 5 and 7 bots are shown
in Figure 7.

One can observe from Figure 7 that increasing population
numbers, increases the speeds in which better lap times are
acquired by the computer players. When the population had
three individuals, it was only after 10 laps that all players
started to regularly achieve lap times less than 100 seconds. In
the case of a population of five, this came about on the 7th lap.
The main reason for such results is that the parameters for each
krill are generated according to a uniform distribution. In other
words, increasing the population, increases the probability that
one of the individuals will be closer to the global minimum.
The second reason is the development of synergies between
the herd participants.

In conclusion, the modification of the studied parameters
can influence the behaviour of the KHA. Increasing the Ct

parameter speeds up the exploration of the solution space, but
at Ct > 1.0, the incremental value of the movement vector
may be too large, which in turn, can lead to better solutions.
Increasing the value of variables ωn and ωf clearly slows
the pace to gaining better results. Increasing the size of the
population, in addition to having impact on the speed of the
solution, also affects the quality of the solution, as more agents
can better search for better solutions.

V. SUMMARY

Experimental results indicate that the proposed solution can
be used in a professional computer game, but only for one
of low and medium difficulty. Thus, the level of computer
opponents in this approach could be a challenge only for
lesser and intermediate players. In order to streamline the
implementation, a number of modifications would have to be
made. Among these are the incorporation of target users’ game
results, as this would help improve the performance of the
computer players. In order to eliminate the fluctuations of the
final travel times, it would be useful to include the current
best path, which would have an impact on the routing of the
car. An alternative to improving the algorithm is to reduce the
random factor generated through the method of determining
a new food distribution, by replacing it with a deterministic
algorithm or by manually selecting a developer designated
fixed location during the game design. The implementation
of the game presented in this paper can be further developed
in many different ways. The most interesting directions are to
find a better selection of krill algorithm parameters in order
to be more efficient; to implement an improved version of the
KHA, ie Lévy-flight KHA [37]; or to implement a learning
mechanism based on human player experience.
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Fig. 7: Results of simulation for 7, 5 and 3 members of swarm respectively.
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Abstract—In this article, the problem of determining the
significance of data features is considered. For this purpose the
algorithm is proposed, which with the use of Sobol method,
provides the global sensitivity indices. On the basis of these
indices, the aggregated sensitivity coefficients are determined
which are used to indicate significant features. Using such an
information, the process of features’ removal is performed. The
results are verified by the probabilistic neural network in the
classification of medical data sets by computing model’s quality.
We show that it is possible to point the least significant features
which can be removed from the input space achieving higher
classification performance.

I. INTRODUCTION

GLOBAL sensitivity analysis (GSA) embraces a group of
algorithms which determine the influence of the input

of the model to the model’s output. This gives the possibility
of estimating how the model output variance is influenced by
relative impact of a single input variable and the interactions
between them. In GSA, the influence on the output of the
model can be assessed by means of regression methods,
screening approaches [1], and the variance-based techniques,
e.g., Sobol method [2], [3], the Fourier amplitude sensitivity
test (FAST) [4], or the extended (EFAST) [5].

In literature, we can find a lot of contributions devoted
to applications of GSA to feature selection. For example,
in [6], the Sobol method is applied in optimization of shell
and tube heat exchangers; the non-influential geometrical
parameters which have the least effect on total cost of tube heat
exchangers are identified. In turn, in [7], a new GSA based
algorithm for the selection of input variables of neural network
is proposed. The algorithm ranks the model’s inputs according
to their importance in the variance of the network output.
In reference [8], one can find the use of the standardized

The work was supported by Rzeszow University of Technology, Department
of Electronics Fundamentals Grant for Statutory Activity (DS 2017).

regression coefficients, Morris screening and EFAST methods
in assessing the most relevant processes occurring in waste-
water treatment systems. The aforementioned methods are
applied to a complex integrated membrane bioreactor where
various interactions among the input factors are detected. The
authors of current work utilize the GSA methods in the domain
of neural network structure reduction. In [9], we present how
the structure of the probabilistic neural network (PNN) can be
optimized by means of Sobol, FAST and EFAST methods.

It is important to note that, in addition to GSA based
techniques, many other approaches exist which can be uti-
lized for feature selection. For example, ReliefF algorithm,
proposed by Kira and Rendell in [10], computes the weights
for data set features. This shows how well the feature values
distinguish among patterns which are near to each other,
taking into account the output class. On the basis of the
weight values, the feature significance can be established.
Similarly, Breiman’s random forest algorithm [11], within
its training process, invokes variable importance procedure.
This procedure provides a ranking of the overall relevance of
features. On the other hand, the extended version of Naı̈ve
Bayes classifier, presented in [12], determines the importance
of features in classification process by means of weights of a
normalized neural network. The weights are obtained by the
backpropagation-like technique applied to the model training.
The appropriate connection between the network and the
classifier is implemented. The attribute clustering algorithms
are also utilized to construct informative subset of available
features from high dimensional data. The authors of [13]
propose such a solution along with an attribute similarity
measure which is useful for identifying groups of features that
are likely to be selected for reduction purposes.

In this study, we propose the algorithm for determining the
significance of input features. This significance is obtained us-
ing Sobol method. For the analysis, the UCI machine learning
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repository (UCI–MLR) data sets [14] are used. The algorithm
is tested in the classification problems conducted using PNN;
the correctness of operation is verified by computing the
learning and test qualities.

This article is organized as follows. In section II, the Sobol
sensitivity analysis fundamentals are provided. Section III,
introduces the PNN model highlighting its architecture and
training algorithm. In section IV, the algorithm for determining
the significance of input features is proposed. Section V
presents numerical verification results achieved by the pro-
posed algorithm. In section VI, we shortly summarize our
work.

II. SOBOL SENSITIVITY ANALYSIS

Sobol method is based on decomposition of the model
output variance into summands of variances of the input
parameters in increasing dimensionality [2], [15]. It establishes
the contribution of each input variable and the interactions
between them to the overall variance in the output of the
model. This is achieved by computing the first-order, second-
order, higher-order and the overall sensitivity indices. Below,
we show how to determine this contribution of variables
according to the Sobol approach.

Let x = (x1, x2, . . . , xN ) be the set of mutually in-
dependent input parameters in which xi ∈ IN where I
denotes [0,1] interval and IN is the N–dimensional unit hy-
percube. The model output, whose sensitivity to the parameters
x1, x2, . . . , xN is to be determined, is an integrable function
f(x) defined in IN

f(x) = f0 +
N∑

s=1

N∑

i1<i2<···<is

fi1i2···is (xi1 , xi2 , . . . , xis). (1)

It can be seen that the overall number of summands in (1) is
2N . Equation (1) can be rewritten in the following form

f(x) = f0 +
N∑

i=1

fi(xi)+

N∑

i=1

N∑

j=i+1

fij(xi, xj) + . . .+ f12···N (x1, x2, . . . , xN ).

(2)

Formula (1) is called ANOVA-representation of f(x) if the
integral of each summand over each of its own variables is
zero ∫ 1

0

fi1i2···is(xi1 , xi2 , . . . , xis)dxk = 0 (3)

for k = i1, i2, . . . , is where both {i1, i2, . . . , is} and s run
from 1 to N .

Some important remarks can now be inferred. First of all,
the integration of (1) over IN yields

∫ 1

0

f(x)dx = f0. (4)

which allows for computing the term f0. Further, after inte-
grating (1) over all variables excluding xi one obtains

∫ 1

0

f(x)
∏

k 6=i

dxk = f0 + fi(xi), (5)

which provides

fi(xi) =

∫ 1

0

f(x)
∏

k 6=i

dxk − f0. (6)

Similarly, integrating (1) over all variables excluding xi and
xj defines the term fij(xi, xj) as follows

fij(xi, xj) =

∫ 1

0

f(x)
∏

k 6={i,j}
dxk−fi(xi)−fj(xj)−f0. (7)

The procedure is performed until last term
f12···N (x1, x2, . . . , xN ) is determined.

Assuming that f(x) is square integrable over IN , all terms
fi1i2···is in (1) are also integrable. Thus

∫ 1

0

f2(x)dx−f2
0 =

N∑

s=1

N∑

i1<i2<···<is

∫ 1

0

f2
i1i2···isdxi1 · · · dxis .

(8)
The left side of (8) is called the total variance of f(x)

D =

∫ 1

0

f2(x)dx − f2
0 (9)

while

Di1···is =

∫ 1

0

f2
i1i2···isdxi1 · · · dxis (10)

are the partial variances for each term in (1). Using (8)–(10)
we receive

D =

N∑

s=1

N∑

i1<i2<···<is

Di1···is , (11)

which means that

D =

N∑

i=1

Di +

N∑

i=1

N∑

j=i+1

Dij + . . .+D12···N . (12)

The sensitivity indices are defined as the following ratios

Si1···is =
Di1···is

D
, (13)

where

Si =
1

D

∫ 1

0

f2
i (xi)dxi (14)

are the first-order sensitivities computed for the variables xi,
i = 1, . . . , N ; the sensitivities Si measure how particular xi

variables affect the output of the model, i.e., the variance of
f(x). Similarly, the second-order sensitivity

Sij =
1

D

∫ 1

0

∫ 1

0

f2
ij(xi, xj)dxidxj (15)
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is used to determine the second-order contribution from inter-
action between xi and xj to the output variance. The sum of
all sensitivity indices for xi defined as

STi = Si +
∑

j 6=i

Sij + . . .+ S12...N (16)

measures the overall effect of this parameter on the output of
the model. All Si1···is indices are nonnegative and their sum
is equal

N∑

s=1

N∑

i1<i2<···<is

Si1···is = 1. (17)

A Monte Carlo algorithm is used for an estimation of global
sensitivity indices.

III. PROBABILISTIC NEURAL NETWORK

PNN is a feedforward network initially proposed by Specht
in [16], [17]. It is very popular with the scientists in the
field of machine learning. PNN is frequently utilized in many
applications, e.g.: medical diagnosis and prediction [18], [19],
[20], [21], image classification and recognition [22], [23], [24],
multiple partial discharge sources classification [25], interval
information processing [26], [27], phoneme recognition [28],
email security enhancement [29], intrusion detection systems
[30] or classification in a time-varying environment [31].

The operation of PNN is based on a Bayes decision rule.
In this section, we shortly highlight the structure of the model
and its training algorithm.

A. Structure of the network

PNN is organized into four layers. The input vector variables
x = [x1, . . . , xN ] form the neurons in the first input layer. All
given training data, after some activation, are used to create the
neurons in the second layer, called the pattern layer. Pattern
neurons forward produced output to the next summation layer,
where each summation neuron acquires inputs from the pattern
neurons representing the same class. In particular, in the
summation layer, there exist g = 1, . . . , G neurons and each
gth neuron sums the signals from the neurons of the gth class.
The last output layer yields the classification outcome on the
basis of the highest value obtained from all G summation
neurons.

Different approaches may be utilized to activate pattern
neurons of PNN. In this paper, the product kernel involving
all input variables is considered

K(x) = K(x1)· K(x2)· . . . · K(xN ), (18)

where each multiplicand takes the following Cauchy form

K(xi) =
2

π(x2
i + 1)2

. (19)

Such a form of kernel function allows us to define summa-
tion neuron output as follows

fg(x) =
1

Pgdet(h)

Pg∑

p=1

1

sNp
K




(
x− x

(p)
g

)T
h−1

sp


, (20)

where: Pg stands for the number of cases in the gth class
(g = 1, . . . , G); h = diag(h1, . . . , hN ) denotes the vector
of smoothing parameters; sp is the modification coefficient;
x
(p)
g = [x

(p)
g,1, . . . , x

(p)
g,N ] is the pth training vector of the gth

class. The formula (20) is also referred to as the kernel density
estimator (KDE) for the gth class in the context of PNN
operation.

Using (18) and (19), the gth summation layer neuron
produces the following signal

fg(x) =
1

Pgdet(h)

Pg∑

p=1

1

sNp

N∏

i=1

2

π

((
xi−x

(p)
g,i

hisp

)2

+ 1

)2 .

(21)
The final output layer of PNN determines the class assignment
for the sample vector x based on the Bayes decision rule [17]
for all fg KDEs

G(x) = argmax
g=1...G

fg(x), (22)

where G(x) provides the predicted class label. The structure
of the PNN model is illustrated in Fig. 1.

B. Training algorithm

The training algorithm of PNN consists in the appropriate
choice of the smoothing parameter hi and the computation of
the modification coefficients.

For N -dimensional data sets, when the product kernel is
used for KDE estimation, one recommends to compute hi by
means of the plug-in method [32], [33]. The hi parameters are
then determined independently for each dimension

h =

[
R(K)

U(K)2
8
√
πσ̂9

3P

] 1
5

(23)

where σ̂ denotes the estimator of the standard deviation and
for the Cauchy kernel in (19), R(K) = 1 and U(K) = 5/4.
The calculation of σ̂ is solved iteratively using second-order
level approximation [34], [33].

As presented in both (20) and (21), KDE for the gth class
depends on the value of the modification coefficient sp. For
PNN, it is computed separately for each class and is related to
the pth training vector. The modification coefficient is defined
as follows [34]

sp =

(
f̂(x(p))

s̃

)−c

, (24)

where

s̃ =

(
P∏

p=1

f̂(x(p))

) 1
P

, (25)

where c is the non-negative constant used to determine the
modification intensity. In literature, one usually assumes c =
0.5 [33].

PIOTR ANDRZEJ KOWALSKI, MACIEJ KUSY: DETERMINING THE SIGNIFICANCE OF FEATURES WITH THE USE OF SOBOL’ METHOD 41



Fig. 1. The architecture of probabilistic neural network.

IV. ALGORITHM FOR DETERMINING SIGNIFICANCE OF
FEATURES

This section describes the proposed algorithm for determin-
ing the significance of particular features in data set, which
in turn, entails the reduction of the PNN’s input layer. All
components of the this algorithm are set out in Fig. 2 in form
of the flowchart. As it can be observed, the flowchart is divided
into two parts. The upper part (over the dashed line) concerns
a description of PNN topology with all stages of learning
process. The bottom part (under the dashed line) shows the
application of Sobol method for providing a sensitivity indices
what results in establishing the order of data features.

In the first stage of the algorithm, we start from data
acquisition ❶. Since the PNN model is utilized, it is assumed
(step ❷) that data are distinguished between particular classes.
In step ❸, the topology of PNN is created. For this purpose,
the number of records, features and classes of the considered
data are acquired. Then all training patterns are copied into
appropriate neurons (stage ❹) preserving class membership,
as it is shown in Fig. 1. This results in obtaining the required
structure of PNN ready for training process. Now, as it
is presented in subsection III-B, in step ❺, the smoothing
parameters hi are computed for each of regarded classes
separately. As a result N smoothing parameters are obtained
in each class (which gives N · G in total). In step ❻ of the
algorithm, for every gth class, the modification coefficients sp,
p = 1, . . . , Pg, are determined.

In the second stage of the algorithm, the global sensitivity
analysis takes place (❼). The application of Sobol method
allows us to obtain required information about influence of
individual elements of the input vector on particular KDEs
fg(x). Based on the Sobol approach described in Section II,
for each input element xi and each class estimator fg(x),
the first order sensitivity index S

(p)
i,g (14) for the pth training

pattern is computed. After determination of S
(p)
i,g for all P

training patterns, one can calculate aggregated parameters by
applying mean square average sensitivity norm

Smean
i,g =

√√√√
∑P

p=1

(
S
(p)
i,g

)2

P
. (26)

Finally, it is required to define the maximum value Si in
ith row of the matrix Smean with the elements aggregated
according to (26)

Si = max
g=1,...,G

{
Smean
i,g

}
. (27)

In the last step ❽, the algorithm returns the sorted vector with
Si coefficients and the vector which contains the indices corre-
sponding to the sorted coordinates. The first algorithm output
item informs us about the aggregated quantitative sensitivity of
individual inputs in the PNN’s class estimator. These inputs
are associated with the features of the considered data set.
The second algorithm output item gives us the possibility to
indicate the order of features’ significance.
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Fig. 2. Flowchart of the proposed algorithm.

The steps ❼ and ❽ as well as the PNN learning stages
❶–❻ constitute the complete algorithm for determining the
significance of particular features of data set.

In the current paper, we do not focus on providing a priori
general criterion to decide what is the right number of features
to remove. Such a criterion could, for example, be based
on finding explicit difference between two neighboring Si

elements in the matrix Smean, as shown in [9]. On the other
hand, determining a general threshold of feature significance is
difficult to establish since it is dependent on classifier applica-
tions. However, if we assume the use of PNN in classification
tasks, some solution could rely on iterative reduction of the
least significant feature along with simultaneous assessment
of the network quality.

V. NUMERICAL RESULTS

In this section, numerical verification results of the proposed
algorithm are presented. In the first part, we focus on Sobol
sensitivity method applied to determine the significance of
input features. The second part considers the evaluation of
the introduced algorithm in the classification tasks. To make

our study more representative, three UCI–MLR medical data
sets are taken under consideration. Table I characterizes these
data sets. In particular, we present: the number of records with
class distribution (Mi), the number of features (N ), and the
number of classes (C). In the last column of the table, the
bibliography reference of each data set is provided.

TABLE I
CHARACTERISTICS OF EXPERIMENTAL DATA SETS

Data set Abbrev. Mi N C Biblio.

Wisconsin Breast Cancer WBC 239 – 444 9 2 [35]
Statlog Heart SH 150 – 120 13 2 [36]

Parkinsons Data PD 48 – 147 22 2 [37]

A. Significance of data features

This part of paper examines the application of the Sobol
method used to determine the significance of the individual
features for all data sets presented in Table I. The results of
the numerical verification of the algorithm presented in Section
IV are shown in three drawings for each data set separately. In
particular, for the WBC data set, Fig. 3 contains the sensitivity
values Si for each data feature, Fig. 4 displays the sorted
values of Si in descending order while Fig. 5 illustrates the
difference between the particular bins presented in Fig. 4, i.e.
dSi = Si−1 − Si for i = 2, 3, . . . , N . Figures 6, 7, and 8
depict respectively: Si, sorted Si and dSi for the SH data set.
Finally, in Fig. 9, Fig. 10, and Fig. 11, we show Si, sorted Si

and dSi for the PD data set, respectively.

Fig. 3. Sensitivity coefficients for the WBC data set.

In the case of the WBC data set (Fig. 3 and Fig. 4), we
can see that the 9th feature is the most dominating since
its sensitivity is equal S9 = 0.3998. Then, two features
can be distinguished, i.e., x6 and x7 for which Si ≈ 0.2.
The next distinctive group of features constitute x1 and x3

where Si ∈ (0.05, 0.1). The remaining features, i.e., {2,4,8,5}
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Fig. 4. Sorted sensitivity coefficients for the WBC data set.

Fig. 5. The differences between sorted sensitivity coefficients for the WBC
data set.

comprise the collection of less significant inputs because all
their sensitivities are less than 0.025. In Fig. 5, one can clearly
notice two distinct values for the first and third bar. This
indicates the border between the most important feature x9,
two elements group of x6, x7, and further features x1 and x3.
These visible bars may contribute to discovering the cutoff
between significant and negligible features for this data set.
This fact will be explained in subsection V-B.

In the case of the SH data set (Fig. 6), it is possible to point
out two significant features x6 and x2 for which Si equals
0.2751 and 0.2434, respectively. The next group of features
create the inputs x13 and x3 with Si ≈ 0.1150. Then for the
features {x12, x11, x10} (what can be observed in Fig. 7), we
can remark linear decline of the sensitivity. The remaining
features are characterized by a similar value of Si ≈ 0.02.
Only the last feature x1 is the least significant what results
from S1 = 0.0047. Analyzing Fig. 8, one can see a noticeable
peak at 13th feature and much smaller one at x12. These
observations indicate two potential borders where the input

Fig. 6. Sensitivity coefficients for the SH data set.

Fig. 7. Sorted sensitivity coefficients for the SH data set.

reduction may occur.
Finally, for the last PD data set considered in this study,

which consists of 22 features, one observes that the most
important feature index is 10; here S10 = 0.1602 (see Fig.
9 and 10). Subsequent group of features is characterized by
Si ≈ 0.1 which includes inputs {x13, x6, x8, x12}. Analyzing
the indices of features from the set {1, 5, 4, 15} we can see a
linear decrease in the sensitivity coefficient values. The next
two peaks in the figure belong to features 11 and 14 with
similar sensitivity (approx. 0.028). The last group of features
comprises the ones for which Si < 0.02.

B. Verification of data features significance in classification
task

The results presented in subsection V-A are verified in
the classification problems. Firstly, we apply Sobol method
globally on the entire data set and determine the order of
features’ significance. Sorted sensitivity coefficients for the
considered WBC, SH and PD data sets are presented in
Figures 4, 7 and 10, respectively. Then, the PNN classification
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Fig. 8. The differences between sorted sensitivity coefficients for the SH data
set.

Fig. 9. Sensitivity coefficients for the PD data set.

performance is evaluated using a 10-fold cross validation (CV)
procedure. Single classification task is performed by removing
the least significant feature. The entire procedure is conducted
until a single feature is left. The whole experiment is repeated
30 times. As the result, we provide classification quality
computed as the ratio of the number of correctly classified
input patterns to the data set cardinality.

For all analyzed data sets, the obtained results are set out in
tables and figures. The tables present the following indicators:
the current number of features (N ), the least significant feature
index (LSF ), average learning quality along with standard
deviation–denoted as qLcv and std(qLcv), and average test quality
with standard deviation–denoted as qTcv and std(qTcv). In the
case of figures, the plotted bars depict qLcv (painted gray) and
qTcv (painted white) determined at particular set of selected
features.

Table II and Fig. 12 represent the results for the WBC
data set. Analyzing the reduction of individual features, the
following is observed. First of all, the inequality qLcv > qTcv

Fig. 10. Sorted sensitivity coefficients for the PD data set.

Fig. 11. The differences between sorted sensitivity coefficients for the PD
data set.

holds in the entire range of feature indices. The sensitivity
to the reduction in the test set is higher than the one in
the learning set. Secondly, by reducing the least significant
feature (no. 5) we notice an improvement in the quality of
the classification for the test set. However, within the removal
of the next least significant features (i.e., 8,4 and 2), a slight
quality decrease is noticed: qLcv drops from 0.9987 (for full
data set) down to 0.9946 (data set with 6 features) while qTcv
– from 0.9677 down to 0.9458. Let us proceed further: by
removing x3 and x1, we achieve the decrease of the test quality
to 0.9311. Now the tendency in quality decrease becomes
stronger and stronger since discarding the next two features (7
and 6) results in a sudden qTcv decline (0.8912). Finally, leaving
only the most significant 9th feature causes a drastic worsening
of the test quality (down to 0.7861). The above conclusions
strongly refer to the groups of features with similar sensitivity
values.

For the SH data set, the results are presented in Table III and
in Fig. 13. Here, the effect of simultaneous features’ reduction
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TABLE II
SIMULATION RESULTS FOR WBC DATA SET

N LSF qLcv std(qL) qTcv std(qT )

9 5 0.9987 0.0001 0.9677 0.0023
8 8 0.9973 0.0001 0.9697 0.0019
7 4 0.9972 0.0002 0.9589 0.0024
6 2 0.9946 0.0001 0.9458 0.0032
5 3 0.9861 0.0002 0.9421 0.0030
4 1 0.9691 0.0005 0.9311 0.0026
3 7 0.9245 0.0004 0.8918 0.0019
2 6 0.9079 0.0008 0.8912 0.0046
1 9 0.7876 0.0008 0.7861 0.0015
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Fig. 12. Simulation results for WBC data set.

and the increase of the classification quality can be discerned.
This phenomenon occurs when first two features (i.e., 6 and
2) are deleted from data set. The test quality grows form
0.7781 for original data set up to 0.7819 for the reduced
one. The removal of four least significant features leads to
0.0155 decrease of qTcv index. The rejection of the subsequent
features results in a significant deterioration in the data set
representativeness, therefore the obtained outcomes keep on
worsening. The smallest value of test quality is obtained for
N = 2. However, for the data set with the single feature
(N = 1), the value of qTcv is over 7% higher than the one
determined when N = 2.

Finally, Table IV and Fig. 14 present the results achieved
for the PD data set. As shown, discarding ten least significant
features yields a slight fluctuation in classification outcomes,
since the overall level of quality varies by about 2% here. The
reduction of 11 features makes qTcv decrease below 0.84. The
removal of seven subsequent features results in qTcv changes
in the range of 0.87 to 0.83. Discarding 17 least significant
features results in a substantial drop in test quality down to a

TABLE III
SIMULATION RESULTS FOR SH DATA SET

N LSF qLcv std(qL) qTcv std(qT )

13 1 1.0000 0.0000 0.7781 0.0083
12 4 1.0000 0.0000 0.7859 0.0087
11 5 1.0000 0.0000 0.7819 0.0077
10 7 1.0000 0.0000 0.7478 0.0083
9 8 1.0000 0.0000 0.7626 0.0081
8 9 0.9967 0.0002 0.6763 0.0091
7 10 0.9968 0.0004 0.6726 0.0127
6 11 0.9966 0.0002 0.6419 0.0100
5 12 1.0000 0.0000 0.6041 0.0083
4 3 0.9801 0.0012 0.5537 0.0126
3 13 0.9460 0.0012 0.5807 0.0164
2 2 0.7503 0.0021 0.5500 0.0195
1 6 0.6429 0.0012 0.6204 0.0064
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Fig. 13. Simulation results for SH data set.

value of 0.7197. At last, when we get rid of N − 1 features,
the worst outcome is provided, i.e., qcv = 0.7015.

VI. SUMMARY

In this work, the complete algorithm for determining the sig-
nificance of input features in medical data sets was proposed.
It was based on the definition of the global sensitivity indices
generated according to the Sobol method. The correctness of
the algorithm was verified on the UCI-MLR data classifica-
tion tasks using the PNN model by computing learning and
testing qualities. We showed that it was possible to obtain
higher classification performance of PNN after removal of the
least significant features. According to medical feedback, the
proposed algorithm exhibited proper functioning. Based on the
numerical verification, the algorithm had advantageous prop-
erties in high-dimensional case (N = 22) since no increase
in data set cardinality was required to achieve satisfactory
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Fig. 14. Simulation results for PD data set.

TABLE IV
SIMULATION RESULTS FOR PD DATA SET

N LSF qLcv std(qL) qTcv std(qT )

22 16 1.0000 0.0000 0.9027 0.0046
21 18 1.0000 0.0000 0.9000 0.0065
20 2 1.0000 0.0000 0.8968 0.0090
19 20 1.0000 0.0000 0.8860 0.0069
18 9 1.0000 0.0000 0.8993 0.0082
17 3 1.0000 0.0000 0.9000 0.0050
16 7 0.9954 0.0003 0.8905 0.0075
15 21 0.9962 0.0005 0.8918 0.0075
14 19 0.9912 0.0007 0.8972 0.0084
13 22 0.9911 0.0005 0.8775 0.0093
12 17 0.9919 0.0006 0.8410 0.0092
11 14 0.9582 0.0006 0.8278 0.0069
10 11 0.9620 0.0011 0.8345 0.0069
9 15 0.9636 0.0009 0.8420 0.0112
8 4 0.9638 0.0013 0.8285 0.0091
7 5 0.9720 0.0008 0.8348 0.0110
6 1 0.9767 0.0008 0.8777 0.0062
5 12 0.8058 0.0023 0.7197 0.0105
4 8 0.8077 0.0019 0.7120 0.0121
3 6 0.8525 0.0019 0.7477 0.0110
2 13 0.7793 0.0039 0.7392 0.0176
1 10 0.7519 0.0032 0.7015 0.0118

results. This, in turn, saved us from well known “curse of

dimensionality”.
The future work will focus on application and simplifica-

tion of the proposed algorithm on high-dimensional data set
classification problems. Other global sensitivity methods will
also be considered.
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Abstract—The paper is devoted to the problem of automatic 

geometry evaluation of the log moving through the conveyor. 

The video sequence obtained from the single camera is used as 

the input data. The principal restrictions of the target objects 

described for the given task, and the requirements to the video 

recording of the manufacturing process are formulated on the 

basis of datasets from more than .5M video images. The 

authors’ method for the video sequence segmentation in respect 
to the log tracking is presented. The algorithm is based on the 

combination of background subtraction techniques and 

probabilistic methods. Next part of the paper is devoted to the 

log geometry estimation methods. The authors’ algorithm for 
the log geometry structure recovery is based on the detection, 

isolation and approximation of log boundaries. The results of 

the research are implemented in the development of the 

conveyor-tracking system for automatic log sorting. 

I. INTRODUCTION 

HE recent problem of solid body geometry 

determination by using machine vision techniques is 

connected with development of the fast and precise methods 

for object form and dimension measurements by its two-

dimensional images. The peculiarity of the given task is logs 

volume measurement during their passing through the 

conveyor. The input data for the measurement algorithm is 

digitalized video sequence obtained from the camera which 

is mounted over a conveyor. It should be mentioned that 

such a problem can be rather successfully solved with 3D 

scanning by using an expensive laser scanner and particular 

methods for its output data processing [1]. This paper 

presents another approach which is least expensive in the 

view of required technical equipment: data on objects of 

interest is obtained from one video camera (Fig. 1).  

Log geometry determination is a complex task. On the one 

hand it involves development of the mathematical algorithms 

for video processing which can sufficiently represent in real 

time the processes related to the observed objects. This 

group includes segmentation, detecting and tracking 

methods. On the other hand it is necessary to investigate the 

methods for geometry estimation and 3D structure recovery 

of the object of interest. Implementation of the 3D structure 

recovery is the  principle requirement for the successful 

development of the machine vision system for the round 

timber automatic sorting. 

This paper presents a log detection algorithm, which 

develops the previously suggested approach based on 

combination of background subtraction and probabilistic 

methods. The filtering of the false positives at pixel or region 

of connected pixel levels is presented. The method of log 

video tracing is considered, thus the method of efficient 

detection and tracking of several observed logs by predicting 

of the object position in consecutive frames is developed. 

Finally, method of an object boundaries search and 

approximation to restore the geometry of logs is given. 

The paper structure is the following. The related works are 

analyzed and discussed in the Part 2. In the Part 3 an 

overview of the authors’ method for segmentation, detection 

and isolation of the geometric features of logs is given. The 

results of experiments and their discussion are given in the 

Part 4. The Part 5 is the findings of the research performed. 

II. RELATED WORK 

First stage of the image sequence processing is the 

isolation of the moving objects in the scene from the 

background. The well-known methods performing this 

operation can be roughly divided into three main groups: 

background subtraction methods [2,3], probabilistic methods 

[4-6,12-14] and frame difference methods [11,19]. Each 

group has its own advantages and disadvantages, so it is 

necessary to select method or combination of methods 

obeyed the given task in order to achieve the optimum 

efficiency of the system. The specifics of the isolation of 

logs passing through the conveyor are the following: 

 Strict restrictions to the algorithm speedup (real time 

mode); 

 Background dynamic changing (due to the moving parts of 

the conveyor) 

 Flat contrast of the scene; 

 Probable overlap of the objects of interest which 

discourages their separation. 

The next stage is determination of a direction and velocity 

of the objects of interest. The problem-solving techniques 

considered in the research are cross-correlation function, 

T 
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phase correction and Lukas-Kanade method [10,11,19]. 

These methods are widely used for movement analysis in 

real-time surveillance and control systems. 

The large amount of methods is developed for the purpose 

of analyzed scene recovery. They permit estimation of the 

3D objects properties by 2D projections with sufficient 

precise depending on the restrictions for the objects in the 

scene and recording conditions. All the observed methods 

can be divided into several groups according to the data 

source on analyzed scene. This is about features which 

permit the structure recovery by motion [11,16], texture and 

silhouettes [26], contours of the objects of interest [15] or 

data on scene luminosity [19,25]. Structure recovery by 

motion [18] involves search in the image the key points 

regions in the form of angles or spots [16,17], determination 

the correspondence between detected regions, computation 

of their location and forming the surface of the objects. The 

approach based on form determination by scene luminosity 

data is presented in [25]. It means the surface form 

determination through the calculation of correlation between 

intensity (luminosity) of the surface element and direction of 

the normal to the surface by the Lambert’s cosine law. 
Lambertian reflectance method determines the correlation 

for light source power, surface albedo and distance between 

surface, sensor and light sources; it can be successfully 

implemented in tasks where mentioned parameters are priory 

known or determined by calibration procedure. 

Analysis of the video sequence of the given technological 

process shows that image features suited for making 

hypothesis about geometry and dimension of the object 

cannot be implemented in the given task in general as far as 

they are subjected to the many factors, such as luminosity, 

form distortion, reflectivity of the objects’ surface, etc. For 
example the surface of a log can be texturized or machined, 

which is influence on reflectivity of logs. This restriction 

does not permit implementation of the motion or scene 

luminosity methods for object form recovery in the given 

task. Thus the surface recovery method based on the 

silhouettes of the object [15,26] was selected for 

implementation in the given task. 

III. MATERIAL AND METHODS 

A. Image segmentation and object detection 

Literature data and log movement video sequence analyses 

show that the most appropriate for log segmentation are the 

background subtraction and statistics-based methods. The 

former group of methods assumes the extraction of the 

foreground objects by subtraction of the pattern called 

background model from the current frame of the video 

sequence, therefore the subtractive image is formed. The 

subtractive image of two images can be defined as following: 

  
 , , ( , )

,
,                   

true I i j B i j p
D i j

false otherwise

 





 (1) 

where p – preset threshold, D(i,j) –subtractive (binary) 

image, I(i,j) –video frame, B(i,j) –background model in each 

pixel (i,j) of images. 

In order to consider the background alteration it is to be 

periodically estimated and updated. For this purpose the 

Gaussian smoothing method which assumes the sequential 

calculating of frame pixel deviation from pixel value of 

periodically updated background model. It is expected that 

each pixel of the background model is described by 

expectation value and dispersion. The randomized processes 

can be described by using the Gaussian distribution; however 

the expectation value and dispersion can be determined 

   
   

   
   

Fig.  1 Sample images from the video sequence of the logs passing through the conveyor 
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without probability distribution law by averaging the finite 

number of measurements: 
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where It(i,j)randomized process for pixel (i,j) at the 

instant t.  

That is how the background model initialized during first 

n frames, so the expectation value and mean square deviation 

are calculated over n frames. The belonging of the pixel to 

the foreground object is confirmed when the difference 

between mean square deviation of the background pixel and 

dispersion of the current pixel exceeds the threshold p: 

    , ( , ) ,
t t t
i j I i j i j p     (4) 

The background is updated with the infinite impulse 

response for the purpose of the scene changes accounting: 

        
1
, 1 , ,

t t t
i j i j I i j   


    (5) 
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t t t t
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
     (6) 

where  defines the background model sensitivity to 

external condition alteration. The problem of the optimal 

threshold p and parameter  selection is considered in Part 4 

of this paper. 

That way, the segmentation algorithm implements the 

following procedure for background and foreground 

separation (Fig. 2): 

 preliminary formation of the background model; 

 background model updating in real-time mode; 

 log isolation at the pixel level. 

Next stage is a log detection. It is possible to extract noise 

from the obtained foreground image by using fast and simple 

morphology methods such as dilatation and erosion [11]. 

Then remained connected components are combined into 

blobs and the minimal bounding rectangle is calculated [21] 

for each region, by doing so the small regions are excluded 

from the consideration. After the foreground objects were 

isolated they should be matched with the objects in the 

previous frame. At this stage the problem of log tracking 

among sequential video frames should be solved. It can be 

reduced to the assignment problem if the matching of a pair 

of contiguous frames is formulated as optimization problem 

with characteristic function which minimum provides the 

best matching. The assignment problem can be solved by 

using combinatorial optimization apparatus [22]. In general 

this problem is stated as following: 

Let there be given two sets U и V of the same size and a 

cost function C. It is necessary to correspond each element 

of one set to exactly one element of another  in 

such a manner that the cost function  would be 

minimum. 

In the context of the given task the sum of the Euclidian 

distances between log images of two contiguous frames is to 

be minimum. Hence the algorithm output in terms of 

bipartite graph is a list of edges with minimum weight 

matching directed from U to V. Such parameters as shape 

similarity and location of blobs as well as dimension and 

location of their bounding rectangles are implemented as 

metrics in the given task. 

Two common cases are possible during the objects 

matching: 

1. The one-to-one correspondence for the objects in current 

and previous frames is specified. 

2. The full or partial correspondence for the objects in 

current frame to the objects in previous frame cannot be 

recognized. This case corresponds with disappearing of the 

object from video sequence, appearing of the new object, 

overlapping of two or more objects or splitting object into 

several blobs. 

The separation of the objects by using prediction of the 

object location from previous frame in the current one is 

implemented to avoid their overlapping or merging [23].  

B. Contour extraction and parameters estimation 

The main parameters of a log that should be determined 

are diameter and length. The length of the log is defined as 

integral sum of its shifts determined for each pair of 

contiguous frames in video sequence as far as log moves. 

The magnitude and direction of the shift is determined by 

matching contiguous frames. The idea of matching is in the 

determination of the spatial g:ST and brightness f:RR 

transformations which permit transformation of the image It 

towards image It+1 in such a way that points belonging to the 

    
a) b) c) d) 

Fig.  2 Log segmentation a) background expectation value b) background mean square deviation c) input frame d) background model subtraction result (log 

silhouette) 
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object in one frame are coincident with the points in another 

one: 

        
1

,    , 
t t
I x f I g x x S g x T


  (7) 

In the given task the magnitude and direction of the log 

movement is determined in real-time mode by using group of 

methods based on the phase correlation [19,20]. 

For the purpose of log diameter determination the log 

boundaries detection algorithm by line-to-line image 

scanning was developed. In assumption that the object is 

stretched and linear, with vertical orientation, the search of 

points and  belonging to the right and left boundaries 

of the log respectively is applied to each line of log binary 

image (Fig. 3). As a result two sets and  containing 

points of right and left probabilistic boundaries of the log are 

obtained after processing each line of the current frame. 

Mahalanobis distance [7] is implemented to determine 

diameter (distance between points of the right and left 

boundaries) which is define as following: 

   1
( , ) ( )

T

R L R L R L
d m m m m S m m

    (8) 
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0

0 1

cos
S



  (9) 

Matrix S can be explained as correcting coefficient which 

considers slope angle of the log towards vertical projection, 

if S is a unity matrix the Mahalanobis distance is equal to 

Euclidian distance, the log is straight up and down. In order 

to calculate this coefficient the mathematical tools of inertia 

moment theory [6,11,19] is implemented. 

Obtained sets of the diameters for each frame with a 

binding to the log movement are stored in the resulted log 

accumulator D. The accumulator D is defined as a set of 

ordered pairs (x,y)XY, where Y is a set of diameters and X 

is a set of lengths. The diameters’ set Y might contain not 
only the required points of log boundaries but also the points 

of other objects, such as conveyor parts, knots or bark, which 

are distort the log form. In order to exclude these elements 

three methods for adjustment the noisy data to the log 

geometry were observed: Random sample consensus 

(RANSAC) method [9], non-parametric locally weighted 

scatterplot smoothing LOWESS [8] and polynomial 

regression [24]. The results of the method comparison and 

discussion are presented in Part 3. 

C. Log model reconstruction 

The unequivocal reconstruction of the object 3D shape by 

its contour in 2D image is impossible [19]. However, the 

reasonable approximation of the objects of interest can be 

developed in presence of an appropriate model and suited 

recording conditions. Some assumptions which hold true in 

practice and simplify the algorithm development should be 

introduced for this purpose: 

1. Log is a generalized cylinder which surface is induced by 

the movement of cross-section area along the symmetry line; 

radius of the cross-sectional area can have smooth variations.  

2. Internal and external calibration parameters for the camera 

are given. 

3. Camera is downward directed to observe log in such a 

way that image plane is parallel to the conveyor plane and 

the distance between the latter and camera is given. 

The 3D coordinates of the points which projections in the 

image are located at the silhouette boundaries are to be 

determined for the purpose of observed object 3D structure 

recovery. The photo and video cameras used in technical 

systems generate image according to the central projection 

law. This projection of 3D space into plane is not 

unequivocal as far as all 3D points along the line are reduced 

into one point of 2D image. The authors’ method for log 

structure determination is based on the assumption that the 

physical dimensions of the log presented in the image as a 

silhouette can be determined by using the fact that the 

rotation body section perpendicular to the symmetry line is a 

circle. The description of the method is given below. 

Fig. 4 illustrates the process of log capturing into image P 

at a height Z over a conveyor plane E. Points a and b are the 

images of the boundary point A and B of the circle cross-

section of the conic surface of a log. These points are located 

at the distances ao = r and bo = r from the central point. 

Intervals SA, SB are tangents to the circle of radius R. The 

problem is to find a real radius R of the object by given value 

r. 

 

 

 

   
Fig.  3 Result of the log boundaries detection 
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The radius R can be determined as following by using 

well-known trigonometric expressions: 

 
2

2
1 1

Z
R

f

r



 

 (10) 

where focal distance f is known after calibration 

performance, distance to the conveyor Z can be determined 

at the stage of installation and start-up work.  

Thus the 3D structure of a log can be recovered by 

determination of all the radii forming the generalized 

cylinder. The log volume in this case can be defined as a sum 

of the volumes of frustum cone sections along the log length. 
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where Ri and ri  upper and lower radii of the log section, 

li section length. 

IV. RESULTS AND DISCUSSION 

Some experiments on real data while changing input 

parameters of the algorithms and analysis methods were 

carried out in order to estimate the quality of logs detection 

and accuracy of their dimensions determination. First 

experiment was dedicated to the log segmentation quality 

estimation. The idea of the experiment is in the following. 

For all images in the sample the standard location of the 

object of interest is marked out within the accuracy of a pixel 

(Fig. 5b) and recorded in database. Then the same images 

(Fig. 5a) are inputted to the detection algorithm at various 

values of threshold p and background model sensitivity 

 

Fig.  4 Result of the log boundaries detection 

    

    

    

    
a) b) c) d) 

Fig.  5 Video sequence segmentation. a) input image b) ground truth c) algorithm output d) algorithm output after noise filtration (morphological filter) 
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parameter . Resulted binary images (Fig. 5c) are also 

recorded in database for the purpose of the further 

comparison with standard images and calculation of the 

algorithm performance quality. 

The F-score index which based on the concept of 

precision and recall is implemented for algorithm estimation:  
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where 

 ;
TP TP

Precision Recall
TP FP TP FN

 
 

 (13) 

TP  true-positive predicted condition, TN  true-negative 

predicted condition, FPfalse-positive predicted condition 

and FN false-negative predicted condition. 

Parameter  lies in the range of 0<β<1 if the priority is 

given to precision, otherwise >1. In the given task the 

priority is given to the recall as far as the accuracy of the log 

silhouette boundaries detection relies on the minimum rate of 

the type II error. Thus the =2 was implemented. 

The metrics of segmentation algorithm applied to the test 

video set are illustrated in Fig. 6. The resulted charts 

demonstrate how the algorithm characteristics vary 

depending on variations in threshold p (Fig. 6a) and 

sensitivity parameter  (Fig. 6b). The F-scores in both charts 

have clearly defined global maximum. In this case the 

algorithm provides permissible compromise between the 

precision and recall for the log segmentation. For this reason 

the further investigations implement the detector with 

threshold p=8 and parameter =0,004. 

Second experiment was dedicated to the problem of the 

real log boundaries recovery from noisy input data. This 

problem can be formulated in terms of regression analysis as 

following. The set of objects X and set of possible response 

Y are given. The relevant connection y
*
:XY exists, which 

true values are known for the test sample only. The 

transformation y:XY which provides minimum mean 

square error for test sample is to be found: 

   2*

1

( ) min

n

i i

i

y x y x y



   (14) 

For the task of the log boundaries approximation the set Y 

determines the set of diameters and set X determines the set 

of lengths. The results of the observed regression methods 

implementation are shown in Fig. 7. 

The noise rate in the input data is high (Fig. 7d, blue 

column) because of the low contrast of some logs and 

adverse impact of the conveyor elements and bark. The main 

disadvantage of the polynomial regression is sensitivity to 

the spikes in the input data. The sufficient deviation of the 

approximation function from the real boundary of the log 

near the minimum and maximum x values (edge effect) is 

evidenced by using the polynomial of degree k > 1. The 

methods based on locally weighted smoothing and random 

sample are less sensitivity to the problem of spikes and edge 

effect. The average results of the regression algorithm 

implementation are shown in Table 1. The approximation 

error is calculated according to the formula: 

  2*

1

1
n

i i

i

MSE Y Y
n 

   (15) 

where diameter obtained by the observed algorithm; 

diameter nominal value. Diameter nominal values were 

founded manually for each test log. 

  
a) b) 

Fig.  6 Detector adjustment. a) binarization threshold p b) background sensitivity parameter  

TABLE I. 

MEAN SQUARE ERROR FOR THE REGRESSION METHODS 

Method MSE(MSE) 

Initial data (before smoothing) 1,781(0,153) 

LOWESS 0,115 (0,097) 

RANSAC 0,045(0,041) 

Polynomial (1 degree) 0,271 (0,107) 

Polynomial (3 degree) 0,395 (0,139) 

Polynomial (5 degree) 0,585 (0,065) 

Polynomial (7 degree) 0,726 (0,041) 
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Analysis of the Table 1 allows us to conclude that the 

RANSAC has the best performance among the observed 

methods. The RANSAC method is tolerant to noisy input 

data and provides the relevant connection approximation 

with minimum mean square error 0,045 ± 0,041. 

The log detection and dimension algorithm introduced 

within this paper was programmed in C++. It was tested on 

the PC Intel Core i7, 2800 Mhz, 6Gb DDR RAM, GeForce 

GTS 450. The operation speed of the algorithm provides 

processing of the video sequence of 384x288 frame size at 

25 frames per second. Thus the algorithm meets the 

requirement for the implementation in the real-time machine 

vision system for round timber sorting. 

V. CONCLUSIONS AND FURTHER WORK 

The problem of logs dimensions and form determination 

during their passing through the conveyor was observed 

within this paper. The principal feature of this task is that the 

input data in the form of digitalized video sequence is 

obtained by using single camera. The results of logs 

segmentation allow us to conclude that the image can be 

separated into background and foreground regions by using 

quite simple subtraction methods. These methods have 

successful performance for the cases of the static 

background. When the global changes of the scene, i.e. 

movement of the conveyor parts, bark or as a result of the 

camera vibration, are happened the impropriate image pixels 

non-related to any log can be selected even with periodically 

updated background model. The implementation of the 

morphological operations partially solves this problem. The 

result of the segmentation can be recognized as satisfactory 

as far as algorithm provides quality of the detection at the 

rate of 96,9% true positive rate with 2,9∙10
-2

 false positive 

rate. 

The results of the regression and log surface 

reconstruction experiment show that the RANSAC has the 

best performance among the observed methods. Moreover 

the implementation of RANSAC allow eliminating effects of 

improper segmentation. 

The further development of this project is in the 

adaptation of the system to the two-camera mode for the log 

surface reconstruction with higher accuracy. This approach 

also provides an opportunity to estimate not only quantity 

a) 

 

b) 

c) 

d) 

 

e) 

   

Fig.  7 Result of the regression methods implementation a) LOWESS b) RANSAC c) polynomial regression of the 1,3,5, 7th degree d) error rate 

comparison e) reconstructed 3D-viewofthe log 
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(volume, length) but the quality characteristics of logs, such 

as crook, ovality and buttswell. 
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Abstract—This paper is on a new approach to mathematics
of the notion of algorithm. We extend the higher-order, type-
theory of acyclic recursion, i.e., of typed, state-dependent algo-
rithms, which was originally introduced by Moschovakis in [1].
We introduce the concept of recursive λ-binding of argument
slots across a sequence of mutually recursive assignments. The
primary applications of the extended theory are to computational
semantics of formal and natural languages, and to computational
neuroscience. We investigate some properties of algorithmic
equivalence of functions and relations that bind argument slots
of other functions and relations across the recursion operator
acting via mutually recursive assignments.

I. INTRODUCTION

THE IDEAS of the new approach to the mathematical
notion of algoritm, by a theory of formal languages of

functional recursion, were introduced by Moschovakis [2]. The
initial steps for extending the approach in [2] to a typed theory
Lλ
ar of acyclic algorithms, were introduced by Moschovakis

in [1]. The theory Lλ
ar and its formal language, also denoted by

Lλ
ar, use terms formed under an acyclicity condition restricting

the theory to acyclic algorithms that always terminate their
calculations after finite number of steps. In addition, Lλ

ar uses
currying coding of functions and relations that have multiple
arguments, via sequences of unary functions and correspond-
ing terms denoting them. The idea of such coding was initially
given by Gottlob Frege. Later, Shönfinkel re-introduced it
by mathematical precision. Then, Curry [3] developed the
coding into a fully formalised technique, nowadays popularly
named as currying. The type theory Lλ

r of algorithms with full
recursion, i.e., of algorithms that are not necessarily acyclic,
is under development along with Lλ

ar.
The type theory Lλ

r , including its sub-theory Lλ
ar, extends

Gallin λ-calculus and its logic TY2 (see Gallin [4]), in various
aspects. Similarly to traditional λ-calculi, Lλ

r and Lλ
ar employ

function application and λ-abstraction for construction of com-
plex terms that denote composite functions with components
that can involve other functions. E.g., if f is a constant
denoting a unary function, then λ(x)f(x3) is a term denoting
another unary function. The theories Lλ

r and Lλ
ar extend

traditional λ-calculi, by adding a specialised recursion operator
designated by the constant where. E.g., the formal terms (1b)
and (1c) are constructed by using the constant where. The
Lλ
r terms (1a)–(1c) denote the same function. The term (1c)

represent the algorithm for computing the denotation of these

terms stepwise. At first, the function that is the denotation of
the term λ(x)(x3) is computed, e.g., as a table of argument
values and corresponding function values, and saved in the
memory slot p. After that, the denotation of λ(x)[f(p(x))] is
computed by using the data saved in the memory slot p.

λ(x)f(x3) (1a)

λ(x)[f(p) where { p := x3 }] (1b)

λ(x)[f(p(x))] where { p := λ(x)(x3) } (1c)

In this way, Lλ
r and Lλ

ar extend the expressive power of λ-
calculus. Actually, Lλ

r is a mathematical theory of the notion
of algorithm, which is equivalent to modelling the notion
of algorithm, e.g., by Turing machines. The sub-theory Lλ

ar

models acyclic algorithms, i.e., computations that always end
after a finite number of steps. Importantly, this is achieved
by the recursion operator where, at the object level of Lλ

r for
modelling algorithmic computations. The formal theories Lλ

r

and Lλ
ar have reduction calculi, in various versions. By using

the standard reduction calculus of Lλ
r and Lλ

ar, the term (1a)
can be reduced to (1c) (and even to a more basic term).

The type theory Lλ
r represents crucial semantic distinctions

in formal and natural languages. We have demonstrated that
Lλ
ar has major applications to computational semantics and

computational syntax-semantics interfaces of human language.
The work in this paper is on development of the mathematics
of the notion of algorithms by targeting broad applications to
Artificial Intelligence and robotics. In Section II, we give an
overview of related work on type-theory of situated algorithms
and situated information. Primary applications of Lλ

ar have
been achieved for computational semantics and computational
syntax-semantics interfaces of human language. Development
of computational syntax-semantics interfaces, by using Lλ

ar,
offers significant steps forward to computational representation
of context-dependency and ambiguities in human language.
In particular, recursion terms with free recursion variables,
i.e., memory variables, represent parametric information and
parametric algorithms.

This paper is on theoretical development of Lλ
r and Lλ

ar.
Section IV presents the syntax of an extended version Lλ

raa of
Lλ
ar, which has terms with components for restrictions. In the

major Section V, we focus on some properties of generalised
binding operators in the type theory of acyclic recursion
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Lλ
ar. We point out that the results presented in Section V,

about the binding operators, hold for the language Lλ
raa,

too. We target applications to computational neuroscience for
modelling computational power of neural networks, e.g., as
described in Section VI.

II. RELATED WORK

By providing the technical notion of binding accros recur-
sive assignments, this paper is directly related to and extends
the work in Loukanova [5]. For some more explanations, see
the beginning of Section IV.

Terms with restrictions, as in Section V, were originally
introduced for the first time in Loukanova [6]. That work is on
the formalisation of major notions of algorithmic granularity
and algorithmic underspecification defined inherently, at the
object level of the languages of the typed theory of recursion
Lλ
r and Lλ

ar. Closely related to the work here, the paper [6]
introduces two kinds of constraints on possible specifications
of underspecified recursion variables by: (1) general acyclicity
constraints, and (2) constraints that arise from specific applica-
tions. The theory of acyclic recursion is employed to represent
semantic ambiguities in human language, which can not be
resolved when only partial knowledge is available, even in
specific contexts, with specific speakers and their references.
The work in [6] takes the direction of formalisation of the
notion of algorithmic underspecification carrying constraints,
and fine-granularity specifications via syntax-semantics inter-
faces. For more details on representation of underspecification
in semantics of human language, by using the type theory of
acyclic recursion Lλ

ar, see Loukanova [7], [8], [9], [5].
The idea of generalised, restricted parameters were origi-

nally, for the first time, introduced by Barwise and Perry [10].
An early, more precise mathematical introduction of restricted
parameters was given by Loukanova and Cooper [11], and
then by Loukanova [12], [13], [14], [15]. Restricted param-
eters, as semantic objects, in relational semantic domains
of mathematical structures, were presented more officially,
i.e., mathematically, in Loukanova [16]. The first introduc-
tion of formal language of restricted parameters is given
by Loukanova [17], which introduces a higher-order, type-
theoretical formal language of information content that is par-
tial, parametric, underspecified, dependent on situations, and
recursive. The formal system is extended by Loukanova [18].
While the formal syntax of that language is relational and
semantically designates relational semantic structures, it is
the first, original formalisation of the semantic concept of
generalised, restricted parameters and parametric networks.
The terms of that formal language represent situation-theoretic
objects. The language has specialised terms for constrained
computations by mutual recursion. It introduces terms repre-
senting nets of parameters that are simultaneously constrained
to satisfy restrictions. The restricted terms presented here in
Section V are close in their formal structure to corresponding
terms in the formal languages in [17], [18]. In this paper, we
limit the formal language and theory to functional structures
of typed functions, via Curry coding, see Curry [3].

III. OVERVIEW OF THE TYPE-THEORY OF ACYCLIC
RECURSION

Here we give a brief overview of Lλ
ar to facilitate the expo-

sition in the rest of the paper. For details, see Moschovakis [1].
and Loukanova [5], [19].

A. Syntax of Lλ
ar

a) The set TypesLλ
ar

of Lλ
ar: is the smallest set defined

recursively by the following rules in Backus-Naur form (BNF):

τ :≡ e | t | s | (τ1 → τ2) (2)

The type e is for primitive objects that are entities of the
semantic domains, as well as for the terms of Lλ

ar denoting
such entities. The type s is for states consisting of context
information, e.g., possible worlds (situations), time and space
locations, speakers, listeners; t is the type of the truth values.
The type (τ1 → τ2) is for functions from objects of type τ1 to
objects of type τ2. The type (3) is for functions on n-arguments
of corresponding types τ1, . . . , τn that take values of type σ,
by currying coding.

(τ1 → · · · → (τn → σ)) σ, τi ∈ Types, n ≥ 0 (3)

The formal language Lλ
ar has typed vocabulary. For each

type τ ∈ Types:
Constants K: denumerable set of typed constants

Kτ = {c0τ , . . . , cτk, . . . } (4a)

K =
⋃

τ
Kτ (4b)

Pure variables PV: denumerable set of typed pure variables

PVτ = {v0, v1, . . .} (5a)

PV =
⋃

τ
PVτ (5b)

Recursion (memory) variables RV: denumerable set of
typed recursion (memory) variables

RVτ = {r0, r1, . . .} (6a)

RV =
⋃

τ
RVτ (6b)

Variables:

Varsτ = PVτ ∪RVτ (7a)
Vars = PV∪RV (7b)

In addition to the terms the typical λ-calculi, the language
Lλ
ar has new ones formed by using the facility of the re-

cursion, i.e., memory, variables and a new operator for term
construction, which we call recursion operator, designated by
the operator constant where, in infix notation.

The recursive rules for generating the set of Lλ
ar-terms are

given in (8a)–(8e), by using the extended, typed Backus-Naur
(TBNF) form, with the assumed types given as superscripts.
We also use the typical notation for type assignments: A : τ ,
to express that A is a term of type τ .
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Definition 1. The set TermsLλ
ar

of the terms of Lλ
ar consists

of the expressions generated by the following rules, in Typed
Backus-Naur Form (TBNF):

A :≡ cτ : τ (8a)
| xτ : τ (8b)

| B(σ→τ)(Cσ) : τ (8c)
| λ(vσ)(Bτ ) : (σ → τ) (8d)
| Aσ

0 where { pσ1
1 := Aσ1

1 , . . . , pσn
n := Aσn

n } : σ (8e)

where A1 : σ1, . . . , An : σn are in Terms,; p1 : σ1, . . . ,
pn : σn (n ≥ 0), are pairwise different recursion variables
of the types of the assigned terms, such that the sequence
of assignments { pσ1

1 := Aσ1
1 , . . . , pσn

n := Aσn
n } satisfies the

following Acyclicity Constraint (AC):
Acyclicity Constraint (AC): the sequence of assignments

{p1 := A1, . . . , pn := An} is acyclic iff there is a function
rank : {p1, . . . , pn} −→ N such that, for all pi, pj ∈
{p1, . . . , pn},

if pj occurs freely in Ai then rank(pj) < rank(pi) (9)

Typesτ is the set of the terms of type τ , For each τ ∈ TYPE.
We call the terms of the form (10) recursion terms, or

alternatively where-terms:

[A0 where {p1 := A1, . . . , pn := An}] (10)

We say that a term A is explicit if the constant where does
not occur in it.

Notation 1. We shall use the abbreviation (11a) for stated-
dependent types sigma, and (11b) for state-dependent truth
values:

σ̃ ≡ s → σ (11a)

t̃ ≡ s → t (11b)

We may use the following abbreviations and similar vari-
ants:

Notation 2.
−→p :=

−→
A ≡ p1 := A1, . . . , pn := An (n ≥ 0) (12a)

Notation 3.

H(−→x ) ≡ H(x1) . . . (xn) (13)
λ(−→vj ) ≡ λ(vj,1, . . . , vj,lj ) ≡ λ(vj,1) . . . λ(vj,lj ) (14)

We use the typical notation N of the set of the natural
numbers.

Definition 2 (Immediate terms). The set of the immediate
terms, which we denote by ImT, is defined as follows:

Definition 3 (Immediate Terms ). The set ImT of immediate
terms is defined as follows:

ImTτ :≡ X | (15a)
Y (v1) . . . (vm) (15b)

ImT(σ1→...(σn→τ)) :≡ λ(u1) . . . λ(un)Y (v1) . . . (vm) (15c)

where n ≥ 0, m ≥ 0; ui ∈ PVσi , for i = 1, . . . , n; vj ∈
PVτj , for j = 1, . . . ,m; X ∈ PVτ , Y ∈ RV(τ1→...→(τm→τ)).

Definition 4 (Proper terms). A term A is proper if it is not
immediate, e.g, the set PrT of the proper terms of Lλ

ar consists
of all terms that are not in ImT:

PrT = (Terms− ImT) (16)

B. Reduction Calculus

a) Reduction Rules:
Congruence: If A ≡c B, then A ⇒ B (con)
Transitivity: If A ⇒ B and B ⇒ C, then A ⇒ C (t)
Compositionality:

If A ⇒ A′ and B ⇒ B′, then A(B) ⇒ A′(B′) (c-ap)

If A ⇒ B, then λ(u)(A) ⇒ λ(u)(B) (c-λ)

If Ai ⇒ Bi, for i = 0, . . . , n, then

A0 where { p1 := A1, . . . , pn := An }
⇒ B0 where { p1 := B1, . . . , pn := Bn }

(c-r)

Head rule:
(
A0 where {−→p :=

−→
A }

)
where {−→q :=

−→
B }

⇒ A0 where {−→p :=
−→
A, −→q :=

−→
B }

(h)

given that no pi occurs freely in any Bj , for i = 1, . . . , n,
j = 1, . . . , m.

Bekič-Scott rule:

A0 where { p :=
(
B0 where {−→q :=

−→
B }

)
,

−→p :=
−→
A }

⇒ A0 where { p := B0,
−→q :=

−→
B, −→p :=

−→
A }

(B-S)

given that no qi occurs freely in any Aj , for i = 1, . . . , n,
j = 1, . . . , m

Recursion-application rule:

(A0 where {−→p :=
−→
A }

)
(B)

⇒ A0(B) where {−→p :=
−→
A }

(rap)

given that no pi occurs freely in B for i = 1, . . . , n
Application rule:

A(B) ⇒ A(p) where { p := B } (ap)

given that B is a proper term and p is a fresh recursion variable
λ-rule:

λ(u)(A0 where { p1 := A1, . . . , pn := An })
⇒ λ(u)A′

0 where { p′1 := λ(u)A′
1, . . . ,

p′n := λ(u)A′
n }

(λ)

where for all i = 1, . . . , n, p′i is a fresh recursion variable
and A′

i is the result of the replacement of the free occurrences
of p1, . . . , pn in Ai with p′1(u), . . . , p

′
n(u), respectively, i.e.:

A′
i ≡ Ai{ p1 :≡ p′1(u), . . . , pn :≡ p′n(u) }
for all i ∈ { 1, . . . , n } (20)
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Definition 5 (Reduction Relation). The reduction relation in
Lλ
ar is the smallest relation, denoted by ⇒, between terms that

is closed under the reduction rules.

Definition 6 (Term Irreducibility). We say that a term A ∈
Terms is irreducible if and only if

for all B ∈ Terms, if A ⇒ B, then A ≡c B (21)

Here we shall present some of the major results that are
essential for algorithmic semantics and which have direct
relevance to this paper.

Theorem 1 (Canonical Form Theorem: existence and unique-
ness of the canonical forms). (See Moschovakis [1], § 3.1.) For
each term A, there is a unique, up to congruence, irreducible
term C, denoted by cf(A) and called the canonical form of
A, such that:

1) cf(A) ≡ A0 where { p1 := A1, . . . , pn := An },
for some explicit, irreducible terms A1, . . . , An (n ≥ 0)

2) A ⇒ cf(A)
3) if A ⇒ B and B is irreducible, then B ≡c cf(A), i.e.,

cf(A) is the unique, up to congruence, irreducible term
to which A can be reduced.

Theorem 2 (Referential Synonymy Theorem). (For the orig-
inal theorem, see Moschovakis [1]) Two terms A and B are
algorithmically synonymous, i.e., algorithmically equivalent,
A ≈ B, if and only if there are explicit, irreducible terms of
corresponding types: A0 : σ0, . . . , An : σn, and B0 : σ0, . . . ,
Bn : σn (n ≥ 0), such that:

Aσ0 ⇒cf A
σ0
0 where { p1 := Aσ1

1 , . . . , pn := Aσn
n } (22a)

Bσ0 ⇒cf B
σ0
0 where { p1 := Bσ1

1 , . . . , pn := Bσn
n } (22b)

and for all i = 0, . . . , n,

den(Ai)(g) = den(Bi)(g), for all g ∈ G (23)

Thus, A and B are algorithmically synonymous, A ≈ B, if
and only if

1) either A and B are proper terms that have the same
denotations computed by the same algorithm

2) or A and B are immediate and have the same denotations
When A ≈ B, we also say that A and B are referentially
synonymous, in case we refer to the algorithms they designate.

Theorem 3 (Compositionality Theorem for algorithmic syn-
onymy). For all A ∈ Termsσ , B,C ∈ Termsτ , x ∈ PVτ ,
such that the substitutions A{x :≡ B }, and A{x :≡ C } are
free, i.e., do not cause variable collisions:

B ≈ C =⇒ A{x :≡ B } ≈ A{x :≡ C } (24)

Proof. See Moschovakis [1], § 3.22.

Corollary 1. For all explicit, irreducible terms A : σ and
B : σ,

A ≈ B iff den(A)(g) = den(B)(g),

for all g ∈ G
(25)

A ≈ B
A ≈ B (27)

A ≈ A
B ≈ A
A ≈ B

A ≈ B B ≈ C
A ≈ C

(28)

A1 ≈ B1 A2 ≈ B2

A1(A2) ≈ B1(B2)

A ≈ B

λ(u)A ≈ λ(u)B (29)

A0 ≈ B0 A1 ≈ B1 . . . An ≈ Bn

A0 where {−→p :=
−→
A } ≈ B0 where {−→q :=

−→
B } (30)

|= C = D

C ≈ D
(∗) (

λ(u)C
)
(v) ≈ C{u :≡ v}

(C e.i.)
(31)

where:
“e.i.” abbreviates “explicit, irreducible”;
(*): C,D are both e.i. terms;
|= C = D ⇐⇒ for all g ∈ G, den(C)(g) = den(B)(g).
u, v ∈ PV and the substitution C{u :≡ v} is free.

TABLE I
THE CALCULUS OF ALGORITHMIC SYNONYMY

Corollary 2. For every explicit, irreducible term A : (σ → τ)
and x ∈ PVσ , x : σ, such that x does not occur in A:

λ(x) (A(x)) ≈ A (26)

IV. SEQUENTIAL BINDERS

Loukanova [5] renders sentences of human language, which
contain several quantifiers with multiple scope interpretations,
into underspecified Lλ

ar terms. These terms contain quantifier
expressions Qi, e.g., for i = 1, 2, 3, that can have multiple
scope distributions over a joint core relation h, depending
on context. The common characteristics of such terms is that
regardless of the specified scope distribution of the quantifier
subterms Qi, each Qi binds a fixed argument slot of h, i.e.,
i-th argument of h.

Recursion terms in canonical forms provide a very sophis-
ticated and elegant representation of scope distributions. They
display the common factors across multiple scope distributions
corresponding to a given sentence A with several quantifiers.
By factoring out the differences, the canonical forms of the
Lλ
ar terms representing different scopes give a common under-

specified term that represents the set of all scope distributions
for A. Such a term has free recursion variables that can be
instantiated to specific scope distributions. The technique is
based on formal linking of each of the quantifiers Qi with
the corresponding i-th argument slot of h that it binds, across
λ-abstractions, recursion assignments, and reduction steps.

The details of the formalisation of linking the quantifiers to
the respective argument slots that they bind across recursive
assignments are left open In [5].

The rest of this paper elaborates the formalisation of bindig
concepts for a broad class of terms that bind argument slots.
The class of these terms include terms denoting quantifiers
and other binding relations and functions.

For sake of rigour and clarity, in Theorem 4, we provide
detailed assumptions, the formal types (33a)–(33h), and extra
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subterms in (32a)-(32e) and (34b)–(34i). These details are
important for the proof. They can be ignored for understanding
the essence of the theorem. Similarly, we provide such details
in other theorems and results presented in this paper.

Theorem 4 (Reduction of Strong Binders 4). Let Tm+1 be
the term (32a)-(32e):

Tm+1 ≡ Qim

[
λximQi(m−1)

[
λxi(m−1)

Qi(m−2)
[ (32a)

λxi(m−2)
Qi(m−3)

[λxi(m−3)
Qi(m−4)

[ (32b)

. . .

λ xi(j+1)
Qij [λxijQi(j−1)

[λxi(j−1)
Qi(j−2)

[ (32c)

. . .

λ xi3Qi2 [ (32d)

λxi2Qi1 [λxi1H(x1) . . . (xn)]]]]]]]]
]]

(32e)

where we assume that:
• m,n ∈ N, m,n ≥ 1
• x1, . . . , xn ∈ PV are pure variables of types σi, i.e.,
(xi : σi), for σi ∈ Types, i = 1, . . . , n

• xi1 , . . . , xim ∈ PV are pure variables of types σij , i.e.,
(xij : σij ), for σij ∈ Types, ij ∈ N, j = 1, . . . ,m

• Qi1 , . . . , Qim , H are terms of the corresponding types
in (33a)–(33h):

H : (σ1 → · · · → (σn−1 → (σn → σ))) (33a)
Qi1 : ((σi1 → σ) → τi1) (33b)
Qi2 : ((σi2 → τi1) → τi2) (33c)
. . .

Qij−1 : ((σij−1 → τij−2) → τij−1) (33d)
Qij : ((σij → τij−1) → τij ) (33e)

Qij+1 : ((σij+1 → τij ) → τij+1) (33f)
. . .

Qim−1 : ((σim−1 → τim−2) → τim−1) (33g)
Qim : ((σim → τim−1) → τim) (33h)

(The types are such that Tm+1 in (32a)-(32e) is a well-formed
term.)

In addition, assume the following:
(1) H is a proper, i.e., not immediate, term
(2) m ≤ n
(3) x1, . . . , xn ∈ PV are pairwise different, pure variables
(4) xi1 , . . . , xim ∈ PV are pairwise different, pure variables
(5) {xi1 , . . . , xim } ⊆ {x1, . . . , xn }, i.e.,

{ i1, . . . , im } ⊆ { 1, . . . , n }
Then, the term Tm+1 in (32a)-(32e) can be reduced to the

term Rm+1 in (34b)–(34i):

Tm+1 ⇒ Rm+1 ≡ (34a)

Qim [R0
im ] where { (34b)

R0
im

:= λ(xim)Qi(m−1)
[R1

i(m−1)
(xim)], (34c)

R1
i(m−1)

:= λ(xim)λ(xi(m−1)
)Qi(m−2)

[

R2
i(m−2)

(xim)(xi(m−1)
)],

(34d)

R2
i(m−2)

:= λ(xim)λ(xi(m−1)
)λ(xi(m−2)

)Qi(m−3)
[

R3
i(m−3)

(xim)(xi(m−1)
)(xi(m−2)

)],
(34e)

. . .

R
m−(j+1)
i(j+1)

:= λ(xim) . . . λ(xi(j+1)
)Qij [

Rm−j
ij

(xim) . . . (xi(j+1)
)],

(34f)

Rm−j
ij

:= λ(xim) . . . λ(xi(j+1)
)λ(xij )Qi(j−1)

[

R
m−(j−1)
i(j−1)

(xim) . . . (xij )],
(34g)

| for j = m, . . . , 2,

. . .

R
(m−2)
i2

:= λ(xim) . . . λ(xi2)Qi1 [

R
(m−1)
i1

(xim) . . . (xi2)],
(34h)

R
(m−1)
i1

:= λ(xim) . . . λ(xi2)λ(xi1)H(−→x ) } (34i)

for some fresh recursion variables Rl
k ∈ RV of the types

(35a)–(35f):

R
(m−1)
i1

: (σim → · · · → (σi2 → (σi1 → σ)) . . . ) (35a)

R
(m−2)
i2

: (σim → · · · → (σi2 → τi1) . . . ) (35b)

. . .

Rm−j
ij

: (σim → . . .

→ (σij+1 → (σij → τij−1)) . . . )
(35c)

R
m−(j+1)
i(j+1)

: (σim → · · · → (σij+1
→ τij ) . . . ) (35d)

. . .

R1
i(m−1)

: (σim → (σim−1
→ τim−2

)) (35e)

R0
im : (σim → τim−1) (35f)

Proof. The proof is by induction on the number of the terms
Qi1 , . . . , Qim . It uses the reduction rules of Lλ

ar (and Lλ
r ) and

verifies the types.
The superscripts of the variables Rm−j

ij
are counters of the

number of the applications of the λ-rule (λ). For sake of space,
we do not include the proof here.

Note 1. The types of the terms Qi1 , . . . , Qim , H do not need
to be such that Qi1 , . . . , Qim can denote quantifiers over
arguments of a range denoted by H , which are in the focus of
the work in Loukanova [5]. In this paper, we investigate the
broader class of terms Qi1 , . . . , Qim , H , such that Qi1 , . . . ,
Qim can bind argument slots of the term H .

Note 2. The requirements (4)–(5) in Theorem 4 guarantee
that there is binding of existing argument slots of H . I.e.,
the bindings in the term Tm+1 in (32a)-(32e) are strong, not
vacuous. Therefore, the chained bindings by Rm+1 in (34b)–
(34i) are strong too. The term H may still denote a function
that does not depend essentially on some of its arguments,
including such that are bound by some Qij . The requirements
(4)–(5) in Theorem 4 can be removed in a general term Tm+1

of the same form (32a)-(32e), while the reduction to the term
Rm+1 in (34b)–(34i) holds.
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Theorem 5. The term Rm+1 in (34b)–(34i) is algorithmically
synonymous (equivalent) with the term R′

m+1 in (36b)–(36i).

Rm+1 ≈ R′
m+1 ≡ (36a)

Qim [λ(xim)R0
im(xim)] where { (36b)

R0
im

:= λ(xim)Qi(m−1)
[

λ(xi(m−1)
)R1

i(m−1)
(xim)(xi(m−1)

)],
(36c)

R1
i(m−1)

:= λ(xim)λ(xi(m−1)
)Qi(m−2)

[

λ(xi(m−2)
)R2

i(m−2)
(xim)(xi(m−1)

)

(xi(m−2)
)],

(36d)

R2
i(m−2)

:= λ(xim)λ(xi(m−1)
)λ(xi(m−2)

)Qi(m−3)
[

λ(xi(m−3)
)R3

i(m−3)
(xim)(xi(m−1)

)

(xi(m−2)
)(xi(m−3)

)],

(36e)

. . .

R
m−(j+1)
i(j+1)

:= λ(xim) . . . λ(xi(j+1)
)Qij [

λ(xij )R
m−j
ij

(xim) . . . (xi(j+1)
)(xij )],

(36f)

Rm−j
ij

:= λ(xim) . . . λ(xi(j+1)
)λ(xij )Qi(j−1)

[

λ(xi(j−1)
)R

m−(j−1)
i(j−1)

(xim) . . .

(xij )(xi(j−1)
)],

(36g)

| for j = m, . . . , 2,

. . .

R
(m−2)
i2

:= λ(xim) . . . λ(xi2)Qi1 [λ(xi1)

R
(m−1)
i1

(xim) . . . (xi2)(xi1)],
(36h)

R
(m−1)
i1

:= λ(xim) . . . λ(xi1)H(−→x ) } (36i)

Proof. For every ij ∈ { i1, . . . , im }, from (35c), we have that
Rm−j

ij
∈ RV:

Rm−j
ij

(xim) . . . (xi(j+1)
) : (σij → τij−1

) (37a)

∴ Rm−j
ij

(xim) . . . (xi(j+1)
)(xij ) : τij−1

(37b)

∴ λ(xij )R
m−j
ij

(xim) . . . (xi(j+1)
)(xij ) : (σij → τij−1) (37c)

Since Rij ∈ RV, the terms Rm−j
ij

(xim) . . . (xi(j+1)
)(xij )

and λ(xij )R
m−j
ij

(xim) . . . (xi(j+1)
)(xij ) are immediate, and

thus explicite, irreducible. Furthermore, for all g ∈ G:

den(Rm−j
ij

(xim) . . . (xi(j+1)
))(g)

= den(λ(xij )R
m−j
ij

(xim) . . . (xi(j+1)
)(xij ))(g)

(38)

By Corollary 2, it follows that:

Rm−j
ij

(xim) . . . (xi(j+1)
) ≈

λ(xij )R
m−j
ij

(xim) . . . (xi(j+1)
)(xij )

for every ij ∈ { i1, . . . , im }
(39)

From (39), by using the rules for algorithmic synonymy in
Table I, it follows that

Rm+1 ≈ R′
m+1 (40)

Thus, the terms Rm+1 and R′
m+1 are algorithmically equiva-

lent.

Definition 7 (Recursive Distance). Let T be the a term of the
form:

T ≡ A0 where { pn := An, . . . , (41a)
pi+1 := Ai+1, pi := Ai, . . . , (41b)
p1 := A1, } (41c)

The recursive distance Rdist(pn, H,A1) = Rdist(pn, H, p1) =
Rdist(An, H,A1) = Rdist(An, H, p1) of An (or its pn), from
a subterm H of a term A1 (or its recursion memory p1), in a
recursion term T of the form (41a)–(41c) (modulo congruence
with respect to the order of the assignments), is defined by
induction:

Rdist(pi, H,Ai) = Rdist(Ai, H,Ai)

= Rdist(pi, H, pi) = 0,

if H occurs in Ai

(42a)

Rdist(pi+1, H,A1) = Rdist(Ai+1, H,A1)

= Rdist(pi+1, H, p1) = Rdist(Ai+1, H, p1)

= min{Rdist(pi, H, p1) | pi occurs in Ai+1 }+ 1,

(42b)

Note: Rdist(pn, H,A1) is a partial function.

Theorem 6 (Binding Across Recursion 6). Let Rm+1 be a
term of the form (43b)–(43h). as in Theorem 5.

Rm+1 ≡ (43a)

Qim [λ(xim)R0
im(xim)] where { (43b)

R0
im

:= λ(xim)Qi(m−1)
[

λ(xi(m−1)
)R1

i(m−1)
(xim)(xi(m−1)

)],
(43c)

R1
i(m−1)

:= λ(xim)λ(xi(m−1)
)Qi(m−2)

[

λ(xi(m−2)
)R2

i(m−2)
(xim)(xi(m−1)

)

(xi(m−2)
)],

(43d)

. . .

R
m−(j+1)
i(j+1)

:= λ(xim) . . . λ(xi(j+1)
)Qij [

λ(xij )R
m−j
ij

(xim) . . . (xi(j+1)
)(xij )],

(43e)

Rm−j
ij

:= λ(xim) . . . λ(xi(j+1)
)λ(xij )Qi(j−1)

[

λ(xi(j−1)
)R

m−(j−1)
i(j−1)

(xim) . . .

(xij )(xi(j−1)
)],

(43f)

| for j = m, . . . , 2,

. . .

R
(m−2)
i2

:= λ(xim) . . . λ(xi2)Qi1 [λ(xi1)

R
(m−1)
i1

(xim) . . . (xi2)(xi1)],
(43g)

R
(m−1)
i1

:= λ(xim) . . . λ(xi1)H(x1) . . . (xn), (43h)
−→p :=

−→
A } (43i)
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Then, for every ij ∈ { i1, . . . , im }, (1) the term Qij binds
the ij-th argument slot of H , and (2) Rm−j

ij
is λ-abstraction

λ(xim) . . . λ(xi(j+1)
)λ(xij ) over the im-th, . . . , ij-th argument

slots of H in this specific order.

Proof. The proof is by induction on j = 1, . . . ,m, i.e., on the
recursive distance of Rm−j

ij
from H in Rm−1

i1
.

Theorem 7 (Binding Across Recursion 7). Let Rm+1 be a
term of the form (44b)–(44h), as in Theorem 4:

Rm+1 ≡ (44a)

Qim [R0
im ] where { (44b)

R0
im

:= λ(xim)Qi(m−1)
[R1

i(m−1)
(xim)], (44c)

R1
i(m−1)

:= λ(xim)λ(xi(m−1)
)Qi(m−2)

[

R2
i(m−2)

(xim)(xi(m−1)
)],

(44d)

. . .

R
m−(j+1)
i(j+1)

:= λ(xim) . . . λ(xi(j+1)
)Qij [

Rm−j
ij

(xim) . . . (xi(j+1)
)],

(44e)

Rm−j
ij

:= λ(xim) . . . λ(xi(j+1)
)λ(xij )Qi(j−1)

[

R
m−(j−1)
i(j−1)

(xim) . . . (xij )],
(44f)

| for j = m, . . . , 2,

. . .

R
(m−2)
i2

:= λ(xim) . . . λ(xi2)Qi1 [

R
(m−1)
i1

(xim) . . . (xi2)],
(44g)

R
(m−1)
i1

:= λ(xim) . . . λ(xi2)λ(xi1)H(−→x ) (44h)
−→p :=

−→
A } (44i)

Then, for every ij ∈ { i1, . . . , im }, (1) Qij binds the
ij-th argument slot of H , and (2) Rm−j

ij
is λ-abstraction

λ(xim) . . . λ(xi(j+1)
)λ(xij ) over the im-th, . . . , ij-th argument

slots of H in this specific order.

Proof. The proof is by induction on j = 1, . . . ,m, i.e., on the
recursive distance of Rm−j

ij
from H in Rm−1

i1
.

Now, we show that Theorem 4 holds by weakening the
requirement (3).

Theorem 8 (Reduction of Strong Binders 8). Let Tm+1 be
the term (45a)-(45e):

Tm+1 ≡ Qim

[
λximQi(m−1)

[
λxi(m−1)

Qi(m−2)
[ (45a)

λxi(m−2)
Qi(m−3)

[λxi(m−3)
Qi(m−4)

[ (45b)

. . .

λ xi(j+1)
Qij [λxijQi(j−1)

[λxi(j−1)
Qi(j−2)

[ (45c)

. . .

λ xi3Qi2 [ (45d)

λxi2Qi1 [λxi1H(v1) . . . (vk)]]]]]]]]
]]

(45e)

where we assume that:
• m,n ∈ N, m,n ≥ 1
• xi1 , . . . , xim ∈ PV are pure variables of types (xij : σij ),

for σij ∈ Types, ij ∈ N, j = 1, . . . ,m
• Qi1 , . . . , Qim , H are terms of the corresponding types

in (33a)–(33h):
In addition, assume the following:
(1) H is a proper, i.e., not immediate, term
(2) m ≤ n
(3) v1, . . . , vk ∈ PV are pure variables, not necessarily

pairwise different.
(4) xi1 , . . . , xim ∈ PV are pairwise different, pure variables
(5) {xi1 , . . . , xim } ⊆ { v1, . . . , vk }, i.e.,

{ i1, . . . , im } ⊆ { 1, . . . , n }
Then, the term Tm+1 in (45a)-(45e) can be reduced to the

term Rm+1 in (46a)–(46i)

Tm+1 ⇒ Rm+1 ≡ (46a)

Qim [R0
im ] where { (46b)

R0
im

:= λ(xim)Qi(m−1)
[R1

i(m−1)
(xim)], (46c)

R1
i(m−1)

:= λ(xim)λ(xi(m−1)
)Qi(m−2)

[

R2
i(m−2)

(xim)(xi(m−1)
)],

(46d)

R2
i(m−2)

:= λ(xim)λ(xi(m−1)
)λ(xi(m−2)

)Qi(m−3)
[

R3
i(m−3)

(xim)(xi(m−1)
)(xi(m−2)

)],
(46e)

. . .

R
m−(j+1)
i(j+1)

:= λ(xim) . . . λ(xi(j+1)
)Qij [

Rm−j
ij

(xim) . . . (xi(j+1)
)],

(46f)

Rm−j
ij

:= λ(xim) . . . λ(xi(j+1)
)λ(xij )Qi(j−1)

[

R
m−(j−1)
i(j−1)

(xim) . . . (xij )],
(46g)

| for j = m, . . . , 1,

. . .

R
(m−2)
i2

:= λ(xim) . . . λ(xi2)Qi1 [

R
(m−1)
i1

(xim) . . . (xi2)],
(46h)

R
(m−1)
i1

:= λ(xim) . . . λ(xi2)λ(xi1)H(−→v ) } (46i)

for some fresh recursion variables Rl
k ∈ RV of the types

(35a)–(35f).

Proof. The proof is similar to that of Theorem 4.

Similarly, Theorem 5 holds by weakening the requirement
(3), but we do not present it here for sake of space.

Theorem 9 (Reduction of Strong Binders 9). Let Tm+1 be
the term 1 (47a)-(47e):

Tm+1 ≡ Qim

[
λximQi(m−1)

[
. λ xi(m−1)

Qi(m−2)
[ (47a)

1The difference from Theorem 8 is that now H is immediate, i.e.., not
proper
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λxi(m−2)
Qi(m−3)

[λxi(m−3)
Qi(m−4)

[ (47b)

. . .

λ xi(j+1)
Qij [λxijQi(j−1)

[λxi(j−1)
Qi(j−2)

[ (47c)

. . .

λ xi3Qi2 [ (47d)

λxi2Qi1 [λxi1H(v1) . . . (vk)]]]]]]]]
]]

(47e)

where we assume that:
• m,n ∈ N, m,n ≥ 1
• xi1 , . . . , xim ∈ PV are pure variables of types (xij : σij ),

for σij ∈ Types, ij ∈ N, j = 1, . . . ,m
• Qi1 , . . . , Qim , H are terms of the corresponding types

in (33a)–(33h):
In addition, assume the following:
(1) H is an immediate, term
(2) m ≤ n
(3) v1, . . . , vk ∈ PV are pure variables, not necessarily

pairwise different.
(4) xi1 , . . . , xim ∈ PV are pairwise different, pure variables
(5) {xi1 , . . . , xim } ⊆ { v1, . . . , vk }, i.e.,

{ i1, . . . , im } ⊆ { 1, . . . , n }
Then, the term Tm+1 in (47a)-(47e) can be reduced to the

term Rm+1 in (48a)–(48h):

Tm+1 ⇒ Rm+1 ≡ (48a)

Qim [R0
im ] where { (48b)

R0
im

:= λ(xim)Qi(m−1)
[R1

i(m−1)
(xim)], (48c)

R1
i(m−1)

:= λ(xim)λ(xi(m−1)
)Qi(m−2)

[

R2
i(m−2)

(xim)(xi(m−1)
)],

(48d)

R2
i(m−2)

:= λ(xim)λ(xi(m−1)
)λ(xi(m−2)

)Qi(m−3)
[

R3
i(m−3)

(xim)(xi(m−1)
)(xi(m−2)

)],
(48e)

. . .

R
m−(j+1)
i(j+1)

:= λ(xim) . . . λ(xi(j+1)
)Qij [

Rm−j
ij

(xim) . . . (xi(j+1)
)],

(48f)

Rm−j
ij

:= λ(xim) . . . λ(xi(j+1)
)λ(xij )Qi(j−1)

[

R
m−(j−1)
i(j−1)

(xim) . . . (xij )],
(48g)

| for j = m, . . . , 1,

. . .

R
(m−2)
i2

:= λ(xim) . . . λ(xi2)Qi1 [

λ(xi1)H(v1) . . . (vk)]
(48h)

} (48i)

for some fresh recursion variables Rl
k ∈ RV of the types

(35a)–(35f).

Proof. The proof is similar to that of Theorem 8.

A result as in Theorem 5 corresponding to Theorem 9
can be obtained for any immediate term H , but we do not

present it here for sake of space. Theorem 4, 8, 9 still hold
after removing the requirements (4)–(5), by allowing vacuous
binding.

V. ALGORITHMIC COMPUTATIONS WITH RESTRICTIONS

In this section, we give a very brief introduction of an
extension of the formal language Lλ

ar to a formal language Lλ
raa

of Type Theory of Restricted Acyclic Algorithms (TTofRAA).
If the acyclicity constraint AC (1) is dropped out, Lλ

r is
extended to a language Lλ

ra of typed, restricted algorithms with
full recursion. The language and theory Lλ

ra is a mathematical
model of the notion of algorithm, while Lλ

raa models the
notion of acyclic algorithm. In this paper, we focus on giving
the syntax of Lλ

raa, with some intuitive explanations, for an
introduction to potential applications of the results in the
previous section to model neural connections as result of
binding functionality of receptors.

The denotational and algorithmic semantics of Lλ
raa (Lλ

ra),
the reduction calculus, and various theoretical results are
subject of other, forthcoming work. The language Lλ

raa (Lλ
ra) is

the result of extending Lλ
ar by adding a constant such that and

corresponding terms having a component for restrictions, i.e.,
constraints. Such terms with restrictions designate a restrictor
over computations as an operator. The restrictor operator,
in combination with the recursion operator designated by
where-terms, model algorithmic systems that are equipped
with memory cells. Results of computations are storred in the
memory cells. Memory cells are typed, i.e., they can hold
only data of the respective type. In addition, some of the
computations and the memory cells are restricted by proposi-
tional conditions. The propositional restrictions can represent
properties of objects that have to be fulfilled. Our purpose is
to use Lλ

raa and Lλ
ra for modelling functionality of biological

entities that have valences or receptors for binding across
sequences of structural entities with binding connections, such
as neurons and neural networks.

The formal language Lλ
raa has the same set of types as Lλ

ar

defined in (2), i.e., TypesLλ
raa

= TypesLλ
ar

. The vocabulary
of Lλ

raa is the same as that of Lλ
ar, i.e., Lλ

raa has typed
constants and two kinds of typed variables: pure variables,
for λ-abstraction operator; and, memory (recursion) variables,
for storing information. The set TermsLλ

raa
of the terms of Lλ

raa

are defined by adding one more structural rule for the operator
constant such that to (8a)–(8e).

Definition 8. The set TermsLλ
raa

of the terms of Lλ
raa consists

of the expressions generated by the following rules in TBNF:

A :≡ cτ : τ (49a)
| xτ : τ (49b)

| B(σ→τ)(Cσ) : τ (49c)
| λ(vσ) (Bτ ) : (σ → τ) (49d)

|
(
Aσ0

0 where { pσ1
1 := Aσ1

1 , . . . ,

pσn
n := Aσn

n }
)
: σ0

(49e)

|
(
Aσ0
0 such that {Cτ1

1 , . . . ,Cτm
m }

)
: σ0 (49f)
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given that: c is a constant; x is a variable of ether kind;
A1 : σ1, . . . , An : σn, C1 : τ1, . . . ,Cm : τm ∈ TermsLλ

raa
;

pi : σi, i = 1, . . . , n (n ≥ 0) in (49e) are pairwise different
recursion variables of respective types, such that the sequence
of assignments { pσ1

1 := Aσ1
1 , . . . , pσn

n := Aσn
n } satisfies the

Acyclicity Constraint (AC); and each τi is either the type t of
truth values, or the type t̃ of state dependent truth values (see
(11b)).

By extending the reduction calculus of Lλ
ar with a rule for

reducing terms with restrictions of the form (49f), the results in
Section III and Section IV hold for the extended language Lλ

raa

of restricted algorithms. These properties are not in the subject
of this paper because they require extensive mathematical
work. They will be in a forthcoming paper devoted to them.

The rules (49a)–(49f) applied recursively provide very ex-
pressive formal terms that represent algorithmic computations
that end after finite number of computational steps, because
of the Acyclicity Constraint (AC).

In particular, combination of the rules (49e) and (49f), gives
terms of recursion and restrictors of the forms (50a)–(50b) and
(51a)–(51b):

([
Aσ0

0 where { pσ1
1 := Aσ1

1 , . . . ,

pσn
n := Aσn

n }
] (50a)

such that {Cτ1
1 , . . . ,Cτm

m }
)

(50b)

([
Aσ0

0 such that {Cτ1
1 , . . . ,Cτm

m }
]

(51a)
where { pσ1

1 := Aσ1
1 , . . . ,

pσn
n := Aσn

n }
) (51b)

VI. MODELLING ALGORITHMIC NEURAL NETWORKS

A. Procedural and Declerative Neural Networks

We present the use of the recursion terms with constraints
for modelling neural networks.

Neural systems (in peripheral and central nervous sys-
tems) of living organisms, even as simple as Drosophila
melanogaster, have innate faculty of both procedural and
declarative memory, see, e.g., Kandel et al. [20] and Squire
and Kandel [21].

a) Neural Networks of Procedural Memory: Here, we
propose to model procedural memory by terms having recur-
sive assignments of the form (49e), while employing the entire
range of term forms (49a)–(49f).

The systems of assignments in terms of the form (49e)
represent mutually recursive computations of the denotations
of the terms Aσi

i , which are saved in the corresponding
memory cells pi. Procedural memory is modelled via the
assignments pσi

i := Aσi
i . The system of mutually recursive

assignments (52b) models the following fundamental phenom-
ena of functional, procedural neural networks:

1) The collection (52a) is a recursively linked network of
memory cells pi : σi of corresponding types

2) The system (52b) has algorithmic, i.e., procedural, nature
of a network of memory cells pi:

Under completion of the computation of the data Aσi
i ,

i.e., of the denotation of Aσi
i , it is saved in the designated

memory cell, i.e., in the neuron pi.
3) The rank function, in according to the Acyclicity Con-

straint (AC), by (9), guarantees that the network (52b)
has memorised the corresponding data pieces, after com-
pleting the algorithmic computations

p1 : σ1, . . . , pn : σn (52a)
{ pσ1

1 := Aσ1
1 , . . . , pσn

n := Aσn
n } (52b)

b) Declarative Information: Declarative information is
modelled by terms of the form A : τ , where τ is either the
type t of truth values, or the type t̃ of state dependent truth
values (see (11b)).

c) Neural Networks of Declarative Memory: Here, we
model declarative memory by the specialised networks, or sub-
networks, of systems of assignments of the form (53a):

tσ1
1 := Pσ1

1 , . . . , tσn

k := Pσn

k (53a)
for Pi : τi, where (53b)
τi is either the type t of truth values, or (53c)

the type t̃ of state dependent truth values (53d)

Declarative memory is innately integrated into networks of
procedural memory. That is, neural networks of declarative
memory (53a) are typically integrated as recursive subsystems
of more general procedural assignments (52b):

{ t1 : τ1, . . . , tn : τk } ⊆ { p1 : σ1, . . . , pn : σn } (54)

B. Algorithmic Binding of Functional Neuro-Receptors

A term Tm+1 of the form (55a)–(55f) represents a neural
network. The head term (55a)–(55e) is a neural sub-network of
sequentially bound neural cells (55c), which are sequentially
linked by binding functionality. Each subterm λxijQi(j−1)

models a neural cell. Its neural body Qij−1 : ((σij−1 →
τij−2) → τij−1) has a receptor represented by its argument
slot of the corresponding type (σij−1

→ τij−2
).

The λ-abstraction λxij in λxijQi(j−1)
represents the

axon of the neural cell λxijQi(j−1)
. Similarly, the λ-

abstraction λxi(j−1)
, in λxi(j−1)

Qi(j−2)
, represents the axon

of λxi(j−1)
Qi(j−2)

. In the subsequently bound (linked) neural
cells, represented by the subterm of the form (55c), Qi(j−1)

binds the axon xi(j−1)
of λxi(j−1)

Qi(j−2)
, for each j =

3, . . . , (m− 3).

Tm+1 ≡ Qim

[
λximQi(m−1)

[
λxi(m−1)

Qi(m−2)
[ (55a)

λxi(m−2)
Qi(m−3)

[λxi(m−3)
Qi(m−4)

[ (55b)

. . .

λ xi(j+1)
Qij [λxijQi(j−1)

[λxi(j−1)
Qi(j−2)

[ (55c)

. . .

λ xi3Qi2 [ (55d)

λxi2Qi1 [λxi1H(x1) . . . (xn)]]]]]]]]
]]

(55e)

where {−→p :=
−→
A } (55f)
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The term Tm+1 of the form (55a)–(55f) represents a neural
network in its ‘encapsulated’ form, where the algorithmic steps
of binding axons by the corresponding receptors are ‘hidden’
below encapsulating membranes.

In the canonical form cf(Tm+1), the head term of Tm+1

representing the head neural sub-network, i.e., (55a)–(55e), is
reduced to a subterm Rm+1 that have the structural form of
Rm+1 in (34b)–(34i). The term Rm+1 represents the innate,
inner algorithmic structure of the same neural sub-network
of Tm+1, inside its encapsulating membrane. On the other
hand, the neural network Rm+1 is algorithmically synonymous
(equivalent) with the term R′

m+1 in (36b)–(36i), while they are
structurally different.

VII. FORTHCOMING AND FUTURE WORK

The recursion assignments in Section IV include λ-terms
binding argument slots of the “innermost” subterm, sequen-
tially by recursion within the scope of the recursion operator
where. We have started the exposition by reducing the term
(32a)-(32e). That resulted the specific variables for the λ-
abstracts. However, these terms are congruent to terms by
renaming variables bound by the λ-operator. There are more
interesting results related to linking of the bindings related
to these λ-terms and renaming variables abstracted away
with λ-operator. Such properties of the binding operators Qij

introduced in this paper are in our forthcoming work.
Other forthcoming work is to relate the results in this

paper with the reduction calculus in Loukanova [19] and
rendering expressions of natural language, e.g., similar to the
underspecified quantification presented in Loukanova [5], as
well as with other extensions of Lλ

ar.
Questions whether the approach presented in Ślęzak et

al. [22] is comparable with the type theory of Moschovakis
algorithms extended in this paper, and if yes, how, remains
open work. Studying the shared ideas and differences in these
approaches may provide mutual enrichments and develop-
ments.
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Abstract—Currently used motion estimation is usually based
on a computation of optical flow from individual images or short
sequences. As these methods do not require an extraction of the
visual description in points of interest, correspondence can be
deduced only by the position of such points.

In this paper, we propose an alternative motion estimation
method solely using a binary visual descriptor. By tuning the
internal parameters, we achieve either a detection of longer time
series or a higher number of shorter series in a shorter time.
As our method uses the visual descriptors, their values can be
directly used in more complex visual detection tasks.

I. INTRODUCTION

MOTION ESTIMATION can be considered one of the
basic tasks in video signal processing. The detection

of object position changes is fundamental for areas such as
robotics and video surveillance. Generalisation to the tracking
of interest point positions is then used in many fields of image
processing, including image stitching (to acquire panorama [1]
or super-resolution [2]), tracking of facial features (for emotion
detection [3]) or image stabilisation [4].

Many other methods can utilise a tracking algorithm to
reduce the complex payload computation. Processing (based
e.g. on Deep Convolutional Neural Networks [5]) could be
limited to only several “best” frames. The extracted features
would be then extrapolated to the rest of the video segment if
needed [6]. Therefore, the motion estimation approach could
present a lightweight counterpart to an expensive processing
of all frames in new Video to Text (VTT) tasks.

An important motivation for our interest in motion estima-
tion is the search for suitable meta-features in multimedia, as
the extracted motion can be used either directly as a meta-
feature or as a basis for obtaining other meta-features.

In the next section, we present state of the art in video
motion estimation, including the traditionally used Kanade-
Lucas-Tomasi (KLT) algorithm, and its drawbacks. In II-B we
also briefly discuss other feature point selection and descrip-
tion algorithms. Moreover, in II-C we provide a summary of
our previous experiments. Section III discusses a proposal of
Oriented FAST and Rotated BRIEF (ORB) feature descriptor
use for interest point registration between two consecutive
frames. Section IV introduces the use of registered key points
for the deduction of continuous motion time series. Section V

provides the preliminary results and compares our approach
with the KLT feature tracker. We will discuss possible exten-
sions of the herein presented method in Section VI.

II. STATE OF THE ART

A naïve motion estimation algorithm could be, in theory,
constructed by the selection of a patch from one video frame
and its convolution with the next frame. An area of the frame
containing similar intensities would give a strong response.
However, with transformations other than translation, such a
method would be prone to many errors. Therefore, more so-
phisticated motion estimation algorithms are commonly used.

A. Kanade-Lucas-Tomasi

One of the widely adopted approaches to point tracking is
the Lucas-Kanade algorithm [7] combined with feature point
selection of Shi-Tomasi [8]. This point tracking algorithm
exploits the assumption that motion in video sequences with
sufficient frame rate can be estimated by a smooth optical
flow function. Therefore, the new position of a feature point
is expected to be in a relatively small proximity.

For computation of the new feature point position, a corre-
sponding spatial intensity gradient of a window around a given
point of interest (typically 31× 31 pixels) is to be found. The
iteratively discovered displacement of the intensity gradients
is then considered as the optical flow vector and translated to
motion vectors of the nearby points of interest. To ensure scale
invariance and faster detection in a larger neighbourhood, the
Lucas-Kanade algorithm uses a pyramidal approach, where the
optical flow is computed on the coarsest level of the pyramid
and then refined on the lower levels, ultimately in the full
resolution. Backwards tracking is used to assess the error of
the point tracking. Feature points with a bidirectional error of
more than 3 pixels are usually considered as lost.

As Shi and Tomasi stated in [8], the point tracking algorithm
will yield insufficient results if unsuitable feature points are
selected in the first frame. However, “good features to track”
should be based only on the ability to track them, not an
a priori quality. This definition is rather unfortunate, as we
cannot use a multi-pass approach in the real-time environment.
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Requirements on the feature points stated by Shi and Tomasi
are however widely accepted.

The Kanade-Lucas-Tomasi (KLT) is a powerful and fast
keypoint tracker. However, it has several drawbacks:

(i) Lost feature points are not reconnected if they reappear.
(ii) New feature points should be added in place of lost ones.

(iii) The feature points are described only in the first frame.
The point replacement, mentioned in (ii), should favour an

ability to track new objects as soon as possible. Detection
of new features, however, slows down the motion estimation.
Omitting the feature point regeneration, on the other hand,
degrades the quality of tracked points throughout time.

If opposed to (iii), the description of feature points is
available in all frames, it can be passed directly to more
complex image processing methods.

B. Feature Points and Visual Descriptors

The Harris-Stephens Combined Corner and Edge Detector
[9] uses linked edges from the Canny detector [10]. The corner
candidates are then filtered by the Harris response function
which is still widely used for an assessment of corner quality.

The above mentioned Shi-Tomasi detector [8] directly com-
putes the minimal eigenvalue. If it is close to zero, the
considered point is not added to the set of corners.

Some corner detectors compare the intensity of the proposed
corners to the intensities of points in a circular mask. If the
area with similar intensities is small enough, SUSAN [11]
detects a corner. FAST [12] makes this method faster by
selecting the pixels for comparison in a pre-trained order.

Other feature point detectors search for scale-space extrema
in the Laplacian of Gaussians [13] (or a box filter [14]) on each
octave. This introduces the possibility of a multi-scale feature
that is considered more stable regarding detection repeatability
under various deformations. Modifications of FAST (Oriented
FAST [15] and AGAST [16]) also use the scale pyramid to
provide the scale information.

For the use in image registration and other tasks, detected
points are passed to a visual descriptor. To enable scale and
rotation invariance of the description, dominant direction and
scale are used from the interest point detection. Therefore, the
descriptor is usually connected with a particular point detector.

SIFT [13] and SURF [14] are based on a histogram of
neighbouring gradient orientation (or wavelet response, re-
spectively). The local texture information is scale and rotation
invariant due to information passed from its detector.

ORB [15] and BRISK [17] (Binary robust invariant scalable
keypoints), both binary feature descriptors, use the pixel
intensity differences to the detected corner. Order of pixels in
the descriptor is based on the gradient orientation (and scale
in BRISK).

In the following sections, we will consider only the use
of ORB, for several reasons: According to both [18] and
our experiments [19], ORB provides the same or even better
results on approximately registered features than SIFT and
SURF. The computation time of both corner detection and
description is however significantly reduced. The principles

of our motion estimator can be, however, used in combination
with any point detector and appropriate descriptor, only with
a slight compromise on the speed of feature detection.

C. Our Previous Research

In our previous work [19], we have shown that interest point
registration across consecutive frames is a feasible solution for
motion estimation. The resulting motion vectors were grouped
by hierarchical clustering to propose objects on the scene.
Then we utilised an extended min-cut algorithm to acquire
subpixel precise segmentation boundaries.

The main caveat of this approach was, however, the speed
of feature registration. Each feature descriptor was matched
in a high-dimensional space (especially for SIFT and SURF).
The Approximate Nearest Neighbors [20] approach was in
some cases even slower than a brute-force search. Also,
spatially distant feature points were commonly misregistered.
However, this can be (under assumptions of smooth optical
flow, discussed in [21]) eliminated by considering only the
neighbourhood of the key point in the next frame. We elaborate
on this idea further in this paper. Mainly with a requirement to
speed up the process of key point registration. Our approach
is discussed in the next section.

Another issue is that we use hierarchical clustering on a
relatively large number of not very distinct motion vectors
(represented by position, length and direction). To provide
more information for future clustering, we propose in Section
IV to gather time series of key point position history.

III. VIDEO SEQUENCE POINT OF INTEREST REGISTRATION

Key point registration describes a process through which
the points with similar visual neighbourhood are mapped onto
each other. Instead of actual pixels, feature descriptors are used
to both speed up the method of matching and to introduce
invariance to common deformations.

The search for a matching descriptor is then usually carried
out with the nearest neighbour operator. A point of interest
is represented as a vector in feature space, and an appropriate
measure is used to find its distance to other points. To eliminate
a majority of unpromising comparisons, vectors are usually
indexed in a k-d tree [22] or a PCP tree [23]. FLANN [20] is
a widely used framework for approximate nearest neighbour
search in a k-means tree structure.

A video sequence consisting of a single shot with sufficient
framerate presents only minor changes between consecutive
frames. Points of interest are therefore spatially almost regis-
tered, and detected motion is to some extent smooth. Hence, it
is beneficial to index the key points by their location as well.
Only the adjacent key points are then checked for descriptor
correspondence. Because such index is only two-dimensional,
k-d tree indexing is chosen as the approach with the fastest
query time and the smallest overhead [20].

Our approach uses a k-d tree for indexing of the interest
points by their position. Only points closer than a given
radius (by default 2%) and with the Hamming distance of its
descriptor smaller than 64, as proposed in [15], are considered
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as candidates. The point with the lowest Hamming distance is
considered a match and excluded from the k-d tree.

For k-d tree indexing and search, we used a header-only
implementation nanoflann [24], which allowed us to con-
trol the indexing of points fully. The time required for the
construction of the index is negligible – O(n log n), where n
is the number of points indexed. The radius search is, however,
significantly improved. Instead of comparing distances to all
points and sorting in O(n+n log n), the search in the k-d tree
takes only O(n

1
2 +m), where m is the number of results. We

can also estimate the feature position from the previous frame,
as we discuss in the next section.

IV. DEDUCTION OF OPTICAL FLOW

After processing the first two frames and with an assumption
of smooth motion, the approximate position of the key point in
the next frame can be estimated. Such an assumption enables
us to provide a more likely query point for the radius search
as well as a possibility to reduce the radius to increase the
speed of registration.

To this end, we keep a list of active tracked features with
current position and ORB description, position delta, radius
and history of positions. Each successive frame is then regis-
tered by the algorithm presented in the previous section and
matched features are updated accordingly. Unmatched features
increase the radius and can, therefore, recover for some time.
When radius exceeds a threshold, the feature becomes lost.
The rest of the newly detected points of interest is appended
to the set of active points with default uncertainty value and
zero position delta, as no history is presumably available.

As a result, we obtain a list of features with their description
and history of positions. This information can be used during
the processing of multimedia content for online recognition
and detection scenarios, or offline for multimedia content
classification and deeper analysis.

V. MOTION ESTIMATION RESULTS AND PERFORMANCE

Figure 1 presents a comparison of the original Kanade-
Lucas-Tomasi algorithm with our proposed method based on
matching ORB descriptors. The test sequences were captured
just for this experiment by Lumix FZ80, as it provides a
4K video recording. The camera moves downwards during
the shot and continuously tilts upwards. The background is
therefore visually moving downwards, and the tap with the
marble fountain moves up throughout the considered sequence.

Figure 1(a) presents a result of feature detection on the
first frame and tracking by the Lucas-Kanade algorithm with
recommended settings, yet without filtering. As can be seen,
the fountain presents many points that are considered as con-
venient for tracking, whereas the Shi-Tomasi detector proposes
no key point in the background, even though visually good (but
unsharp) edges are available on the bench and lamppost. From
the visual perspective, several severe misdetections accumulate
during the processing.

The result of our method, presented in Figure 1(b) shows
features tracked in this frame with rather short history lines.

(a) Kanade-Lucas-Tomasi on all frames without cross
checking and feature renewal

(b) Active motion vectors detected by ORB matching
with history, proposed by our algorithm

Fig. 1: Visual comparison of motion estimation. For full
resolution, please refer to http://github.com/petrpulc/orb-flow/
tree/master/img

We assume that this is mainly caused by the overly precise
matching of the point descriptors, which is however crucial
for the stability of the registration algorithm. When all gath-
ered timelines are overlaid, the combined history length is
comparable. Our proposed algorithm is, however, capable of
considering new points of interest as soon as they appear
without a need to wait for lost features. Due to that, several
good features are detected on the bench, providing at least
some information about the background movement.

Our other goal was to make the motion estimation possible
in a higher resolution video in real time. According to the
results presented in Table I(b), we are currently able to detect
motion on circa 350 newly detected interest points for each
frame in 1440p resolution. Higher parallelism (e.g. in the
feature point matching stage) would lead to higher utilisation
of available resources and possibly even better results.

The processing time of Kanade-Lucas-Tomasi (see Table
I(a)), is dependent almost only on the resolution, which
indicates a slow detection of key points. If the detection is not
carried out on every frame, the time required for processing
is appropriately reduced. However, the problem of connecting
segmented motion time series emerges.

In our implementation, the motion detection speed can
be increased by decreasing the lost point threshold. This,
however, results in detection of many shorter sequences that
would need to be reconnected in further processing.
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TABLE I: Comparison of elapsed time [ms] required to
process a single frame
Darker green represents processing above 30 fps, lighter green above 25fps.

(a) Kanade-Lucas motion estimation with Shi-Tomasi point of
interest detection in each frame

Vertical resolution
Points 180 360 540 720 900 1080 1260 1440 1620 1800 1980 2160

100 2.86 8.0 16.01 27.8 43.03 62.79 84.3 106.87 137.56 167.6 203.23 246.07
200 3.27 8.47 16.83 28.25 43.98 63.57 84.61 107.06 133.76 164.99 201.39 245.36
300 3.6 8.78 16.86 28.62 43.94 63.03 84.8 109.33 135.98 165.48 201.85 246.09
400 3.58 9.16 17.53 28.98 44.72 64.06 84.6 109.88 134.55 169.59 202.4 245.68
500 3.56 9.59 17.93 30.23 45.35 64.08 83.47 108.63 135.25 164.1 205.1 242.84
600 3.56 9.95 18.3 30.38 45.46 64.67 84.81 109.08 139.97 167.74 201.41 243.62
700 3.57 9.03 18.4 30.41 45.02 64.77 87.1 107.72 136.34 167.45 202.32 248.48
800 3.58 9.03 19.08 30.64 46.46 65.12 86.88 108.62 136.68 167.77 207.38 244.43
900 3.59 9.06 17.36 30.77 46.62 65.5 86.66 111.48 138.7 168.93 206.52 247.6
1000 3.56 9.05 17.57 31.71 46.34 66.9 87.77 112.43 135.08 171.98 203.19 253.53

(b) Our algorithm with the detection of interest points by ORB on
each frame and descriptor matching

Vertical resolution
Points 180 360 540 720 900 1080 1260 1440 1620 1800 1980 2160

100 2.42 4.54 7.62 11.43 18.24 24.44 32.67 39.83 45.92 55.08 69.95 77.39
200 2.65 5.74 9.61 14.18 19.4 26.92 32.86 41.63 51.48 60.62 68.93 78.53
300 2.87 6.75 11.93 17.32 23.53 30.86 38.1 47.13 54.38 65.07 77.42 84.01
400 3.02 8.14 14.48 20.27 28.07 34.91 40.86 51.47 60.89 68.53 80.15 86.53
500 3.0 9.21 17.19 23.95 33.3 39.2 46.42 57.09 67.17 78.61 89.89 95.32
600 3.01 10.18 19.85 28.85 39.74 46.02 52.78 64.24 75.12 87.28 95.61 103.02
700 2.99 11.25 22.48 32.84 42.71 52.23 59.47 70.97 84.52 95.67 106.25 116.92
800 2.99 11.5 24.23 36.37 49.08 57.02 66.23 78.34 95.32 104.19 121.68 126.52
900 3.0 11.92 26.53 40.93 54.26 65.53 74.12 82.9 97.13 114.92 130.15 146.47

1000 2.99 12.2 28.65 46.52 58.58 72.27 84.01 92.25 111.85 127.17 144.6 152.49

TABLE II: Number of detected features by our algorithm
during a 120 frame long sequence

Vertical resolution
Points 180 360 540 720 900 1080 1260 1440 1620 1800 1980 2160

100 4186 6690 6369 7773 8098 7766 8034 7983 8089 8186 8141 8185
200 4117 9211 10774 14691 15692 13477 16084 15980 16559 16465 16605 16645
300 4614 9901 15577 20011 23007 18790 22798 23117 24293 24402 24810 25031
400 4504 11447 17824 21768 28857 23195 26167 29449 31814 31952 31897 32821
500 4544 13646 21827 24138 35209 28372 26089 35675 38383 39437 39369 40825
600 4544 15303 23188 27623 36086 33597 29883 39590 44788 46700 46878 48054
700 4544 16125 24480 28197 36883 36693 33786 39441 50117 51451 51938 55420
800 4544 16645 24374 31692 40790 40678 38020 41938 55291 58064 58996 60780
900 4544 17225 26527 34282 40792 43610 42742 44220 53890 63718 64920 67925
1000 4544 17811 29024 37062 40665 45416 46872 47854 54732 68837 70498 73681

In Table II, we present the number of detected sequences
with an arbitrary history length in a sequence of 120 frames.
With increasing resolution of the frame, the key point detector
is less likely to select the same point and the more likely the
feature becomes lost. Also, such features may be based on
noise or not very robust image areas.

VI. CONCLUSION

In comparison to the baseline in real-time feature tracking,
Kanade-Lucas-Tomasi algorithm, our approach is able to pro-
vide a sufficient number of tracked points of interest even on a
FullHD or higher resolution without utilising GPU. The time
sequences gathered from our motion estimation are, however,
relatively short and may require additional processing.

Our future research will be, therefore, aimed mainly at
improving the matching capabilities of our algorithm, resulting
in longer time sequences. These sequences will be then more
suitable for clustering of the gathered time sequences for the
purpose of faster object segmentation and ultimately object
detection and description.
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Abstract—Dividing a dataset into disjoint groups of homo-
geneous structure, known as data clustering, constitutes an
important problem of data analysis. It can be solved with broad
range of methods employing statistical approaches or heuristic
procedures. The latter often include mechanisms known from
nature as they are known to serve as useful components of
effective optimizers. The paper investigates the possibility of using
novel nature-inspired technique – Grasshopper Optimization
Algorithm (GOA) – to generate accurate data clusterings. As
a quality measure of produced solutions internal clustering
validation measure of Calinski-Harabasz index is being employed.
This paper provides description of proposed algorithm along with
its experimental evaluation for a set of benchmark instances.
Over a course of our study it was established that clustering based
on GOA is characterized by high accuracy – when compared with
standard K-means procedure.

I. INTRODUCTION

RECENT years brought significant advances in the field
of nature-inspired optimization. Several new algorithms

have been proposed – aimed at tackling both continuous,
combinatorial and multiobjective optimization problems. To
illustrate this fact: Evolutionary Computation Bestiary website
lists over 120 optimization techniques, with almost 30 of
them being developed during last three years (that is between
2015 and 2017) [1]. The emergence of diverse techniques
mimicking natural phenomena brought attention – due to
their efficiency – but also criticism arguing that relying on
metaphors is potentially leading the area of metaheuristics
away from scientific rigor [2]. Most of studied algorithms
however offer high performance on known set of benchmark
instances – which makes investigating their performance in
real-world optimization tasks worthwhile.

Grasshopper Optimization Algorithm (GOA) is an optimiza-
tion technique introduced by Saremi, Mirjalili and Lewis in
2017 [3]. It includes both social interaction between ordinary
agents (grasshoppers) and the attraction of the best individ-

ual. Initial experiments performed by authors demonstrated
promising exploration abilities of the GOA – and they will be
further examined in the course of our study.

The goal of this contribution is to evaluate clustering method
which uses GOA as the optimization strategy – aimed at
minimizing the value of Calinski-Harabasz index [4] – one
of internal clustering validity measures.

Cluster analysis constitutes a data mining problem of
identifying homogeneous groups in data. Clustering can be
perceived as combinatorial optimization problem – which is
known to be NP-hard [5]. It is the reason why diverse heuristic
approaches have been already used to tackle it [6], [7]. As
a point of reference classic K-means [8] algorithm can be
named. It is founded on minimizing the within-cluster sum
of squares (WCSS) and its main drawback is a convergence
to a local minimum of WCSS value – without a guarantee
of obtaining the global one. That is why more up-to-date
approaches are based on using metaheuristic techniques to
solve clustering problem in the alternative way. Previous work
in this area involve the use of – for instance – Flower
Pollination Algorithm [9] and Krill Herd Algorithm [10]. The
importance of clustering manifests itself through a variety of
disciplines where its instances appear, e.g. in agriculture [11],
automatic control [12], marketing [13] or text mining [14].

The paper is organized as follows. First, in the next Section,
the general description of data clustering is given along with
its formulation within the field of optimization. It is followed
by the brief introduction to the Grasshopper Optimization
Algorithm which is the most important component of the
technique described in this paper. Section 3 explains the
details of the clustering approach and subsequent part of
the paper covers the results of numerical experiments along
with comparative analysis. Finally general remarks regarding
algorithms’s features and planned further studies are under
consideration.
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II. METHODOLOGICAL BACKGROUND

A. Data Clustering and Its Formulation in the Optimization
Domain

Let us to denote Y as a data matrix of M × N dimen-
sionality. Its N columns represent features describing objects.
They in turn correspond to matrix rows, referred to as dataset
elements or cases. The goal of clustering is to assign dataset
elements y1, ..., yM to clusters CL1, CL2, ..., CLC .

Clustering remains an unsupervised learning procedure,
frequently with known number of clusters C being the only
information available. Cluster validation constitutes a task of
assessing if obtained solution reflects the structure of the data
and natural groups which can be identified within its records
[15]. So called external validation consists of using correct
cluster labels and comparing them directly with the results
of clustering whereas internal validation uses only partitioned
data. Calinski-Harabasz index is representative technique of
the latter. It can be written as:

ICH =
N − C

C − 1

∑C
i=1 d(ui, U)

∑C
i=1

∑
xj∈CLi

d(xj , ui)
(1)

wheras ui ∈ RN for non-empty cluster CLi corresponds to
cluster center defined by:

ui =
1

Mi

∑

yj∈CLi

yj , i = 1, ..., C (2)

with Mi being cardinality of cluster i and – likewise – U
corresponds to the center of gravity of the dataset:

U =
1

M

M∑

j=1

yj . (3)

Clustering solutions which describe the dataset structure
will result in high value of ICH index. The choice of this
index was motivated by our successful experiments on other
heuristic algorithms using ICH value [10] as a key component.
Also recent studies on clustering indices demonstrate its sound
potential to validate clustering solutions [16].

B. Grasshopper Optimization Algorithm

GOA represents a population-based metaheuristic which is
aimed at solving continuous optimization problems, that is
finding argument (solution) x∗ which minimizes cost function
f : S → R. It can be formally written as:

x∗ = argmin
x∈S

f(x), (4)

with S ⊂ RD. Population based heuristic algorithms solve
(4) using a swarm of P individual agents, in iteration k
of the algorithm represented by a set {xp}Pp=1, with xp =
[xp1, xp2, ...xpD]. The important concept for the construction
of this class of procedures is also a measure of closeness
between two swarm members p1 and p2, denoted here by
Euclidean distance dist(xp1

, xp2
). The best solution found

by the swarm within k-iterations is stored as x∗(k). It is

also assumed here that search space S is bounded and this
type of constraints is represented by the values of the lower
LB1, LB2, ..., LBD and upper bound UB1, UB2, ..., UBD.
Effectively it means that:

LBd ≤ xpd(k) ≤ UBd (5)

for all k = 1, 2, ..., p = 1, 2, ..., P and d = 1, 2, ..., D.
Grasshopper Optimization Algorithm claims to be inspired

by the social behavior of grasshoppers – insects of Orthoptera
order (suborder Caelifera) [3]. Each member of the swarm
constitutes a single insect located in search space S and mov-
ing within its bounds. The algorithm is reported to implement
two components of grasshoppers movement strategies. First
it is the interaction of grasshoppers which demonstrates itself
through slow movements (while in larvae stage) and dynamic
motion (while in insect form). The second corresponds to the
tendency to move towards the source of food. What is more
deceleration of grasshoppers approaching food and eventually
consuming is also taken into account.

The movement of individual p in iteration k (index k was
omitted for the sake of readability) can be written using the
following equation:

xpd = c




P∑

q=1,q 6=p

c
UBd − LBd

2
s(|xqd − xpd|)

xqd − xpd

dist(xq, xp)

)
+ x∗

d

(6)

with d = 1, 2, ..., D. Parameter c is decreased according to the
formula:

c = cmax − k
cmax − cmin

K
(7)

with maximum and minimum values – cmax, cmin respectively
– and K representing maximum number of iterations serving
as algorithm’s termination criterion. First occurrence of c in
(6) reduces the movements of grasshoppers around the target –
balancing between exploration and exploitation of the swarm
around the target. It is analogous to the inertia weight present
in the Particle Swarm Optimization Algorithm. Component
cUBd−LBd

2 , as noted in [3], linearly decreases the space that
the grasshoppers should explore and exploit. Finally function
s defines the strength of social forces, and was established by
creators of the algorithm as:

s(r) = fe
−r
l − e−r (8)

with l = 1.5 and f = 0.5.
To sum up GOA written using pseudocode and symbols

introduced in the paper and taking into account all important
elements – like initialization or calculation of the best solution
– is presented as Algorithm 1.

III. GOA-BASED CLUSTERING TECHNIQUE

Using any heuristic optimization algorithm requires choos-
ing proper solution representation. In the case of clustering it
is natural to represent solution as a vector of cluster centers
xp = [u1, u2, ..., uC ]. Consequently the dimensionality D used
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Algorithm 1 Grasshopper Optimization Algorithm

1: k ← 1, f(x∗(0)) ← ∞ {initialization}
2: for p = 1 to P do
3: xp(k) ← Generate_Solution(LB,UB)
4: end for
5: {find best}
6: for p = 1 to P do
7: f(xp(k)) ← Evaluate_quality(xp(k))
8: if f(xp(k)) < f(x∗(k − 1)) then
9: x∗(k) ← xp(k)

10: else
11: x∗(k) ← x∗(k − 1)
12: end if
13: end for
14: repeat
15: c ← Update_c(cmax, cmin, k,Kmax)
16: for p = 1 to P do
17: {move according to formula (6)}
18: xp(k) ← Move_Grasshopper(c, UB,LB, x∗(k))
19: {correct if out of bounds}
20: xp(k) ← Correct_Solution(xp(k), UB,LB)
21: f(xp(k)) ← Evaluate_quality(xp(k))
22: if f(xp(k)) < f(x∗k) then
23: x∗(k) ← xp(k), f(x∗k) ← f(xp(k))
24: end if
25: end for
26: for p = 1 to P do
27: f(xp(k + 1)) ← f(xpk), xp(k + 1) ← xp(k)
28: end for
29: f(x∗(k + 1)) ← f(x∗k), x∗(k + 1) ← x∗(k)
30: k ← k + 1
31: until k < K
32: return f(x∗(k)), x∗(k)

in the description of GOA, in the case of data clustering
problem, is equal to C ∗N .

Another important aspect is choosing proper tool of assess-
ing the quality of generated solutions. Here an idea already
presented in [9] is implemented. After assigning each data
element yi to the closest cluster center the solution xp (repre-
senting those centers) is evaluated according to the formula:

f(xp) =
1

ICH,p
+#CLi,p=∅, i=1,...,C . (9)

It is equivalent to adding to the inverse value of Calinski-
Harabasz index – calculated for solution p – the number
of empty clusters identified in xp clustering solution written
above as #CLi,p=∅, i=1,...,C . The idea behind appending the
second component in (9) is penalizing solutions which do not
include desirable number of clusters.

IV. EXPERIMENTAL EVALUATION

Evaluating clustering algorithms is in essence a difficult task
due to unsupervised character of this problem. It is usually ap-
proached by performing cluster analysis on the labeled dataset

containing the information about assignment of data elements
to classes. Subsequently, clustering solution understood as a
set of cluster indexes provided for all data points should be
compared with a set of class labels. Such a comparison can be
done with the use of Rand index [17], external validation index
which measures similarity between cluster analysis solutions.
It is characterized by a value between 0 and 1. Low value of R
suggests that the two clusterings are different and 1 indicates
that they represent exactly the same solution – even when the
formal indexes of clusters are mixed.

As a point of reference for evaluating performance of
clustering methods classic K-means algorithm is being used.
It is also the case of this contribution. For the experiments
we used a set of benchmark datasets – based on real-world
examples taken from the UCI Machine Learning Repository
[18]. In the same time a set of standard synthetic clustering
benchmark instances known as S-sets was used [19].

TABLE I: Characteristics of investigated datasets

Dataset M N C Dataset M N C

glass 214 9 6 yeast 1484 8 10
wine 178 13 3 s1 5000 2 15
iris 150 4 3 s2 5000 2 15

seeds 210 7 3 s3 5000 2 15
heart 270 13 2 s4 5000 2 15

Table I provides the description of the datasets used in the
numerical experiments. It contains properties like dataset size
M , dimensionality N and the number of classes C – used as
desired number of clusters for the grouping algorithms.

To evaluate clustering methods they were run 30 times with
mean and standard deviation values of Rand index – R and
σ(R) – being recorded. For GOA-based algorithm a population
of P = 20 swarm members was used. Algorithm terminates
when C ∗N ∗ 1000 cost function evaluations were performed.
It is a standard strategy for evaluating metaheuristics – making
the length of search process dependent on data dimensionality.

First default values of all GOA parameters were used, with
c = 0.00001. It means that c quickly approaches values close
to zero. Summary of obtained results for this case is provided
in Table II. It is easy to observe that GOA-based clustering
outperforms K-means on the majority of the datasets – it is
also less prone to getting stuck in local minima (it is indicated
by the fact that it is less stable in terms of performance). We
studied also the effect of using alternative values for parameter
cmin (using cmax = 1 seems natural for the construction
of normalized "schedule"). Table III provides the results of
these experiments. First, we have used fixed values for cmin

– higher than the one suggested by creators of the algorithm.
This approach brings clearly very positive results. For most of
datasets the performance of clustering algorithm has improved
(as indicated by bold font). Especially the value cmin = 0.001
seems to be functioning very well.

We have also studied the possibility of using random values
of c in the interval [0, 1]. It is a common strategy of "embed-
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TABLE II: K-means vs GOA-based clustering (with default
parameter values)

K-means clustering GOA clustering
(default cmin = 0.00001)

R σ(R) R σ(R)

glass 0.619 0.061 0.643 0.035
wine 0.711 0.014 0.730 0.000

iris 0.882 0.029 0.892 0.008
seeds 0.877 0.027 0.883 0.004
heart 0.522 0.000 0.523 0.000
yeast 0.686 0.033 0.676 0.034

s1 0.980 0.009 0.990 0.006
s2 0.974 0.010 0.984 0.006
s3 0.954 0.006 0.960 0.005
s4 0.944 0.006 0.951 0.003

TABLE III: Impact of parameter c on the performance of
GOA-based clustering

chaotic c cmin = 0.001 cmin = 0.1

R σ(R) R σ(R) R σ(R)

glass 0.630 0.034 0.652 0.033 0.651 0.034
wine 0.730 0.000 0.730 0.000 0.730 0.000

iris 0.894 0.016 0.895 0.008 0.891 0.009
seeds 0.881 0.005 0.881 0.005 0.882 0.004
heart 0.522 0.000 0.523 0.000 0.523 0.000
yeast 0.669 0.036 0.690 0.029 0.690 0.025

s1 0.987 0.006 0.991 0.005 0.991 0.006
s2 0.982 0.005 0.985 0.005 0.986 0.005
s3 0.957 0.005 0.960 0.004 0.961 0.004
s4 0.949 0.003 0.951 0.003 0.951 0.003

ding" chaotic behavior into metaheuristic – which should result
in enriching the search behavior [20]. In this case this approach
does not work well. A decrease in the algorithm performance
was predominantly observed. Still, such a "chaotic-enhanced"
GOA-based clustering algorithm outperforms K-means in the
most of investigated data mining cases.

V. CONCLUSION

The paper proposes new clustering approach based on
recently introduced Grasshopper Optimization Algorithm. Be-
sides the description of the method the results of its experi-
mental evaluation were also discussed. It was established that
GOA-based approach offers high performance with respect
to the standard K-means algorithm, both in terms of average
quality of solutions and their stability. We also examined the
impact of important algorithm’s parameter – namely value of
c. Possibility of using both fixed values for the lower bound
of c (alternative to the default cmin = 0.00001) as well as
random strategy (which proved to be mostly unsuccessful)
were inspected.

Further studies within the scope of this paper should in-
clude more detailed analysis of the impact of population
size and coefficient c on the quality of obtained solutions.
The importance of the first aspect stems from the fact that

the algorithm is characterized by quadratic time complexity
with regards to the population size. It essentially means that
choosing proper, compact P value is important for the success
of GOA-based optimization. Choosing the right scheme of c
alteration seems also of great importance. Therefore the idea
of using alternative function to the standard linearly decreasing
one should be explored.
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Abstract—This paper presents methods solving MS–RCPSP as
a main task–resource–time assignment optimization problem. In
the paper there are presented four variants of Evolutionary Algo-
rithm applied to MS–RCPSP problem: concerning prioritization
the tasks (or resources), combined task–resources prioritizing
approach and co–evolution based approach that effectively solves
problem dividing it to two subproblems. All approaches are
examined using benchmark MS–RCPSP iMOPSE dataset and
results show that the problem decomposition is effective. All
experiments are described, statistically verified and summarized.
Conclusions and promising areas of future work are presented.

I. INTRODUCTION

MANY practical problems can be effectively solved by
(meta)heuristics. Particularly, the problems that are

NP–hard, over-constrained, combinatorial and have huge so-
lution landscape. Scheduling belongs to this group of prob-
lems, which is applied in the real-world, where the problem
exists with rare and/or expensive resources. In this situation,
the project manager role is to find such resource usage to
realize set of tasks in the most effective way. Mainly, it is a
quite casual definition of Project Scheduling Problem (PSP),
where effectiveness measure is the project realization time.
The PSP is too general and in real-world usage is extended
to Resource Project Scheduling Problem, where generally
speaking, resources are not only limited but also not every
resource can be applied to each task. In practical application,
such problem specialization goes further, e.g. in IT industry
to realize product/service several various types of resources
must cooperate to build high-quality software. Such (human)
resources differ in skills and levels (e.g. “Java programmer –
advanced”, “software architect – basic”) and can be employed
in various roles that need particular skills. Of course, resources
differ also in salaries, which makes the optimization problem
focused on time and/or cost. This way Multi–Skill Resource–
Constrained Project Scheduling Problem (MS–RCPSP) can be
described.

The MS–RCPSP problem is presented in literature
(e.g.[3][12][8]) as extension of RCPSP [4]. It is NP–hard
[2] and there is no effective algorithm to solve it. Thus,
several types of (meta)heuristic methods can be effectively
applied. There can be found applications of (MS–)RCPSP
in literature based on: heuristics [3][12], tabu search [11],
evolutionary algorithms (EA) with specialized operators [10],

(hybridized) ant colony optimization [9], teaching–learning-
based optimization algorithm [13], differential evolution [14],
hybridized differential evolution [6] and many others.

The MS–RCPSP problem is connected to resource–task–
time assignment. Many approaches deal with it using reduced
solution space by problem modification. E.g. in hybridized
differential evolution [6] metaheuristic DE operates on search
space that prioritizes resource and task sequencing is solved by
greedy–based method. Such approach is effective, but greedy
usage may cause that method to get stuck in local optima.
This is not the only way of problem decomposition. Some
methods employ a natural co–evolution mechanism which
can be applied in RCPSP problems too, e.g.[15]. This paper
concerns co–evolutionary algorithms that eliminate greedy us-
age. In proposed method MS–RCPSP problem is decomposed
into two subproblems: effective (1) task prioritizing and (2)
resource prioritizing to build a final feasible schedule.

The main motivation of this paper is to examine the ef-
fectiveness of co–evolution usage. To do that several EA–
based approaches are tested and compared. One approach uses
genome, which proposes only resources’ priorities (EA_R)
that are converted by greedy to build schedule. Other refer-
ence approach (EA_T) proposes tasks’ priorities and anal-
ogously greedy–like algorithm converts into schedules. To
eliminate the greedy usage, an approach is introduced with
connected genome that proposes resources’ and tasks’ prior-
ities (EA_RT). All provided methods use the same problem
solution landscape: representation, selection, genetic operators
and fitness function. Finally, using co-evolution EA (Co_RT)
two problem are separated (resource– and task– priorities) into
two separate populations, and the only connection is kept by
selection to build final schedule to get the fitness function
value.

The rest of the paper is organized as follows. In section
II the MS–RCPSP problem brief statement with constraints
and requirements is described. The description of proposed
EA–based approaches are given in section III, where details
of examined methods are provided, especially details that are
connected with adaptation of EA to MS–RCPSP problem. Sec-
tion IV-B presents experimental procedure, parameters tunning
method, used dataset and finally gained results summarized
and concluded (see IV-C). Last section V concludes the article
and presents potential directions for future work.
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II. FORMULATION OF MS–RCPSP

In classical RCPSP problem, there is defined a task–
resource–timeslot assignment. Some constraints must be sat-
isfied to get a feasible schedule. Every task is no–preemptive
and can be described by duration, start and finish time. Tasks
are related by precedence relation, defining which tasks need
to be completed before others can be started. A set of discrete
time (timestamps) and resource in RCPSP is used. Only
one resource can be assigned to a given task. Additionally,
the resource cannot be assigned to more than one task in
overlapping period – dedicated resources [1] have been used.

The MS–RCPSP introduces some practical extensions, e.g.
adds the skills domain and the resource salary (as an hourly
wage) paid for performed work, while resources represent
human resource and are varied by salary. Each task requires
a subset of skills and not every resource can be applied to
its realization. In provided MS–RCPSP model every resource
possesses a subset of skills from the skill pool (e.g. analyst,
architect, developer, tester, etc.) defined in a project. Each
resource’ skill is given with familiarity level – it means that
the resource R is capable of performing the task T only if
R disposes skill required by T , at the same or higher level.
The sample of capabilities of performing tasks by resources
as skill matrix is shown in the Fig. 1.

Fig. 1: Example of skill matrix [9]

In the skill matrix presented in Fig. 1, skills required by
task to be performed have been written over task definition.
Skills owned by resources have been written next to resource
definition. For example, resource R1 has access to skills Q1
and Q2 with familiarity level 3 and 2 respectively. It means
that R1 is capable of performing tasks T 1, T 3 and T 4 as
skills required for them are no higher level than the ones
owned by R1. On presented example, R1 cannot be assigned
to T 2 because R1 does not posses required skill Q2. However,
resource R2 can be assigned to task T 2 (has required Q3
skill) and analogously resource R3 is a proper one for task
T 4. Finally, resource R4 can perform tasks T 1, T 2 and T 3.
Another situation occurs in case R3, if it possesses skill Q2 but
cannot be assigned to T 1 and T 3 because these tasks require
Q2 at higher familiarity level than this resource disposes.

The goal of RCPSP is to find such task–resource assign-
ments to make the final feasible schedule as short as possible.
The combinatorial nature of the RCPSP makes it NP–hard [2]

problem. Analogously, the solution of MS–RCPSP is a feasible
schedule – the one in which resource units and precedence
constraints are preserved. Moreover, skills domain extends the
schedule feasibility for MS–RCPSP from the classical RCPSP
definition – only resources capable of performing given tasks
can be assigned to them.

The MS–RCPSP as an optimization problem can be ana-
lyzed as two separate goals: (1) optimization of final schedule
duration and (2) optimization of final schedule cost. More
formal definition of MS–RCPSP as optimization problem has
been presented in II-A – and is based on work [6][9]. The
MS–RCPSP has been defined in cooperation with international
corporation (Volvo Group IT). Next section describes MS–
RCPSP more formally – is based on [8][9][6].

A. MS–RCPSP definition

The feasible Project schedule (PS) consists of J = 1, ..., n
tasks and K = 1, ...,m resources. A non pre–emptive duration
dj , start time Sj and finish time Fj is defined for each task.
Set of predecessors of given task j are defined as Pj . Each
resource is defined by its hourly rate salary sk and owned
skills Qk = 1, ..., r, while a pool of owned skills is a subset
of all skills defined in project Qk ∈ Q. Value lq denotes the
level of given skill, while hq describes its type and qj is a
skill required by j to be performed. Therefore, by Jk subset
of tasks that can be performed by k − th resource is defined.
Analogously, Kj is a subset of resources that can perform task
j. Duration of a project schedule is denoted as τ . The cost of
performing j task by k resource is denoted as ckj = dj ∗ sk,
where sk describes the salary of resource k assigned to j.

For simplicity, we have modified the cost of the task’s
performance from ckj to cj , because only one resource can be
assigned to given task in the duration of the project. Hence,
there is no need to distinguish various costs for the same task.
Moreover, we have introduced variable that defines whether k
is assigned to j in given time t: U t

j,k ∈ {0; 1}. If U t
j,k = 1, k

is assigned to j in t. Analogously, k is not assigned to j in t
if U t

j,k = 0.
Resource assigned to task j is denoted as kj . Furthermore,

every resource is denoted by its start time Tk - the time when
it starts working on the project.

Feasible project schedule (PS) belongs to the set of all
feasible and non–feasible solutions (violating precedence-,
resource- and skills- constraints) : PS ∈ PSall.

Formally, the problem could be regarded as optimization
(minimization) problem and stated as follows:

min f(PS) = min [fτ (PS), fC(PS)] (1)

The Eq. 1 describes the duration fτ (PS) and cost optimiza-
tion fC(PS) respectively, where the time component fτ (PS)
is calculated as follows:

fτ (PS) =
τ

τmax
(2)

Where: τmax – maximal (pessimistic) possible duration of the
schedule PS, computed as the sum of all tasks’ duration. It
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occurs when all tasks are performed sequentially in the project
- one after another. Disregarding how many and how flexible
resources are.

and the cost component fc(PS) is defined as follows:

fc(PS) =

∑J
i=1 cj

cmax − cmin
(3)

where: cmin – minimal schedule cost – a total cost of all
tasks assigned to the cheapest resource, cmax – maximal
schedule cost – a total cost of all tasks assigned to the most
expensive resource. Note that cmax and cmin do not respect
skill constraints. It means that cmin value could be reached
also for non–feasible solution, analogously to cmax.

To get feasible schedule some constrains must be provided,
as follows:

∀k∈Ksk ≥ 0, ∀k∈KQk 6= ∅ (4)

∀j∈JFj ≥ 0; ∀j∈Jdj ≥ 0 (5)

∀j∈J,j 6=1,i∈PjFi ≤ Fj − dj (6)

∀i∈Jk ∃q∈Qk hq = hqi ∧ lq ≥ lqi (7)

∀k∈K∀t∈τ

n∑

i=1

U t
i,k ≤ 1 (8)

∀j∈J∃!t∈τ,!k∈KU t
j,k = 1 (9)

The first constraint (see Eq. 4) preserves the positive values
of resource salaries and ensures that every resource has no-
empty set of skills. Eq. 5 states that every task has positive
finish date and duration, while Eq. 6 shows the precedence
constrains rule. Next two equations: Eq. 7 introduces skill con-
straints and transforms RCPSP into MS–RCPSP. Constraint
given in Eq. 8 describes that resource can be assigned to no
more than one task at given time during the project. The last
constraint (see Eq. 9) says that each task must be performed
in schedule PS by one resource assignment.

The proposed MS–RCPSP allows to define problem as
multiobjective [5] (see Eq. 1): duration– and cost– oriented
one. One criteria has to trade off certain other criteria because
cheaper schedule is mostly longer in realization. Such problem
can be solved as a weighted linear combination, as follows:

Evaluation function is formulated as follows:

min f(PS) = wτfτ (PS) + (1 − wτ )fc(PS) (10)

where: wτ – it is weight of duration component and has
non–negative values: wτ ∈ [0; 1]. Such definition makes
possible to choose which objective is more important in given
optimization process. It is made by setting weights both for
the duration (ωτ ) and cost (1 − ωτ ) aspect. It means that
setting the weight of duration aspect to 1.0 automatically sets
the weight of cost to 0.0 and vice versa. Specifically, both
weights can be set to 0.5. In that case, both objectives would
be equally important in the optimization process. We proposed
three baseline weight configurations: duration optimization
(DO, ωτ = 1) [7], [6], balanced optimization (BO, ωτ = 0.5)
and cost optimization (CO, ωτ = 0) [8]. As CO is rather a

trivial task that can be solved by greedy–based approach, BO
can be analyzed as cost/duration middle ground. In this paper
we focus only on the DO – it means that we minimize only
schedule makespan. MS–RCPSP reduced to duration–oriented
optimization can be considered as a variation of widely
studied parallel machine scheduling problem with minimum
makespan objective.

As MS–RCPSP is combinatorial NP–hard problem the es-
timation of the total solution space (feasible and non–feasible
solutions included) size (SS) can be estimated as follows:

SS(n,m) = n! ∗mn (11)

Computing factorial of tasks number provides the number
of combinations of ordering tasks within the timeline. It is
easy to notice that such estimation allows setting any order,
skipping precedence constraints. The second element of Eq.
11 provides the number of resource–to–task assignments, in-
cluding situation that the same resource is assigned to all tasks
and no skill constraints are preserved (non–feasible solution).
To show the size of solution space, let’s consider the ’simple’
project schedule with 100 tasks and 20 resources – it gives
SS(100, 20) = 1.19 ∗ 10288 all possible solutions.

III. PROPOSED EA–BASED APPROACHES

In this section four EA–based approaches to MS–RCPSP
have been presented. Approaches differ in genome interpreta-
tion and schedule (as phenotype) build method. Methods of
initialization, representation, crossover, mutation, fitness func-
tion, selection are common for all. In each approach to MS–
RCPSP sequential representation (vector) of the genome has
been implemented. Such representation is similar to classical
TSP (Travelling Salesman Problem), e.g. vector <3,2,1,4> can
be represented as the priority for resource or tasks (depends on
approach). Such representation allows us to use TSP standard
operators: swap as mutation and one–point crossover. More-
over, we use tournament selection and random initialization.

The fitness function is the crucial procedure – e.g. if EA
gives an individual priorities for resources, tasks sequence
should be proposed by procedure – a schedule builder is used
to generate the final schedule. If EA individual gives priorities
for tasks and resources the Schedule Generator Scheme (SGS
– details in III-A) works. In approach EA_T (or EA_R) where
resources (tasks) priorities should be proposed, greedy–based
algorithm is used selecting first fit element. Mostly, four EA
approaches differ in the genome interpretation and schedule
build method as follows:

In the EA_R the individual consists of priority for each re-
source. To evaluate genome SGS builds schedule using greedy
approach. Another approach, in EA_T the individual consists
of priority for each task. In evaluation procedure the greedy
builds schedule. The approach that links such two methods is
EA_RT – an individual comprises two parts: priority resource
vector and task priority vector. To keep priorities the final
schedule is generated by SGS procedure.
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Fig. 2: Evolutionary Algorithms for MS–RCPSP: EA_T,
EA_R and CO_RT.

Such approach (EA_RT) makes that genome “doubled“
in size (consists of priorities for tasks and resources), the
solution landscape is enlarged and fitness function values
may differ significantly for ”similar“ genomes. Thus, the
Co_RT approach links ”good“ sequence of tasks priorities
to resources using natural co-evolution mechanism: in one
population evolution processes resources’ priorities, the second
one consists of priorities for tasks. Schematically Co_RT
method is presented on Fig. 2. There, two populations are
linked by fitness function: to build final schedule, priorities
for tasks and resources are needed to run SGS procedure.
For every individual, several complementary individuals are
selected (it is Co_RT parameter) from the other population to
build schedule – the best-gained value of the fitness function
is given. Additionally, to keep Co_RT more stable for every
individual schedule is built using complementary component
(resource/tasks sequences) from the best last generation solu-
tion.

A. Schedule Generator Scheme

To evaluate an individual in EA approaches a procedure that
converts genotype to schedule Schedule Generator Scheme
(SGS) is needed. Such procedure must deal with three types
of individuals, that includes (1) only task priority (EA_T) (2)
only resources priority (EA_R) and (3) both tasks priority
and resource priority (in EA_RT and CO_RT). In Pseudocode
1 such procedure has been presented schematically. As an
argument, it takes priorities (task and/or resources) and returns
final schedule which can be then evaluated. If SGS has not
been provided T _pri (task priorities sequence), it gets default
sequence that is copied from instance definition. In the case
of empty resource priorities (R_pri) EA algorithm generates
randomly default sequence that is used in the evolution pro-
cess.

Listing 1: Pseudocode of Schedule Generator Scheme (SGS).
Sch ed u le SGS_procedure ( T_pr i , R_ p r i )
T_seq := Tasks
R_seq := R e s o u r c e s

whi le T_seq != n u l l
i f ( T _ p r i != n u l l )
Task := max ( T_seq . CanBeDone ( ) , P r i o r i t y )
e l s e Task := T_seq . CanBeDone ( ) . f i r s t ( )

i f ( R_ p r i != n u l l )
R := max ( R_seq . g e t C a p a b l e ( ) , P r i o r i t y )
e l s e R : = R_seq . f i r s t C a p a b l e ( )

TimeStamp := R . end ( )
Sch ed u le . a s s i g n ( Task , R , Timestamp )
R . end := t a s k . s t a r t + t a s k . d u r a t i o n
T_seq = T_seq / Task

end / / w h i l e
re turn s c h e d u l e .

The SGS procedure keeps the task sequence from T _pri if
it is possible. However, to satisfy the tasks precedence con-
straints, in each case the CanBeDone() method is executed.
The same situation occurs in resource selection procedure –
it is selected resource that is capable of given task realization
and has the highest priority. If SGS doesn’t have prioritized
resources/tasks it works like greedy–like algorithm - takes
first–fit element.

IV. EXPERIMENTS AND RESULTS

This section describes experiments that have been done to
empirically verify several research questions:
Q1. Does the Greedy algorithm guided by metaheuristic has

a tendency to stuck in local optima?
Q2. Is the priority–based sequence vector representation ef-

fective?
Q3. Which priority–based approach using greedy–based SGS

(EA_T or EA_R), is more effective?
Q4. How effective is combined approach EA_RT that elimi-

nates greedy but enlarges the solution landscape?
Q5. How effective, in comparison to above methods, is co–

evolutionary approach that eliminates Greedy usage and
keeps standard size of solution landscape?

Above research questions should be answered empirically
using the experimental procedure.

A. Experiments’ procedure

In experiments iMOPSE benchmark dataset [8] is used – a
part of iMOPSE project 1. Dataset published on the Internet
consists of 36 MS–RCPSP iMOPSE instances that differ in
number of tasks, resources, skills and relations. The iMOPSE
dataset is a part of iMOPSE library supported by instance

1iMOPSE project homepage: http://imopse.ii.pwr.wroc.pl/ . The best sched-
ules generated by EA_R, EA_T, EA_RT and Co_RT have been published
there.
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generator, validator, visualization tools and provided use–cases
with published java codes (more in [5]).

For empirical comparison of methods results, each method
has been tunned (see configurations in Tab. I). However,
for each method, the number of births has been reduced to
20,000. It is worth noticing that the Co_RT method uses
multiple candidate resource–task assignment (cand_assign
value usually equals to 3) to get better fitness functions. Such
method can be treated as some local search procedure that
causes Baldwin Effect. However, it doesn’t cause strict new
solution generation and has no influence on genes. That’s why
the number of births in Co_RT is reduced to 20,000 but taking
into account number of fitness function calculation such value
is bigger than the limit.

Each experiment has been repeated 30 times, and results are
averaged, and standard deviation value is given. Comparison of
gained results has been statistically examined using Wilcoxon
signed–rank test.

B. Experiments results

Each method is ran 30 times to generate solutions for
given problem instances. Data in Tab. II presents results
of several proposed methods: EA_R, EA_T, EA_RT and
Co_RT. As reference method hybrid Differential Evolu-
tion and Greedy (DEGR) [6] is given in two configura-
tions: using DEGR(pop_size=200, generations=500) and
DEGR(pop_size=200, generations=10,000). The first con-
figuration satisfies the condition of 20,000 births, but in
publication [6] the second is given as the best found.

Data presented in Tab. II shows that the best examined
method is Co_RT because sum of all generated (average)
schedules equals to 11,639 (sum of std_dev=43.35). However,
the second place took method EA_T where all averaged sched-
ules least 11,681 (sum of std_dev=45.52). It means that the
Co_RT gives solutions 0.35% better than EA_T – this slight
improvement is statistically significant: the Wilcoxon signed–
rank test proves it (W0.05=443 > Wc=208). It is worth to
mention that Co_RT outperforms other methods giving in four
cases the best-found solutions for instances: 200_40_45_9,
200_40_133_15, 200_10_135_9_D6 and 200_40_90_9. For
these instances, we investigated the evolution process. For
instance 200_40_133_15 (see Fig.3) the evolution process
searches effectively for EA_T and CO_RT, but gets stuck
very fast for EA_T. The similar situation is in instances
200_10_135_9_D6 (see Fig.4), where CO_RT outperforms
other approaches giving solution very fast, EA_T and EA_RT
need more time to reach a similar solution. The case of
200_40_45_9 (see Fig.5) instance shows that CO_RT works
the most effectively and other methods cannot compete. Quite
similar situation occurs on Fig.6 (instance 200_40_90_9),
where CO_RT outperforms other methods, but EA_T gives
near solutions.

Using DEGR method in configuration
DEGR(pop_size=200, generations=500) is not
competitive to Co_RT, therefore we selected as reference
DEGR(pop_size=200, generations=10,000) configuration

that gives better results. It can be noticed that in seven
instances DEGR gives better solution than Co_RT and in 9
other cases solutions are similar. But summarized duration
of (average) schedules last 11,971 (sum of std_dev=183.15)
which means that CO_RT gives 2.78% of improvement and
Wilcoxon signed–rank test results verified positively such
difference (W0.05=477 > Wc=208). Moreover, the std_dev
values show that Co_RT is more stable method than DEGR
– DEGR std_dev=183.15 versus CO_RT std_dev=43.35.

Results presented in Tab. II show that the worst results
are given by EA_R, where genome proposes priorities for
resources and tasks are selected by greedy–like method. The
chromosome extension by task priorities (EA_RT) makes
that method return shorter schedules by 8.9% than EA_R.
However, the standard deviation values are higher – EA_R
std_dev=36.98 versus EA_RT std_dev=84.76.

All the best-found schedules generated by EA_R, EA_T,
EA_RT and Co_RT have been published on iMOPSE project
homepage.

C. Summary
Results of experiments presented in Tab. II showed that the

best-examined method is Co_RT giving several of the best-
found solutions. But the results of other methods are very
valuable because they help to answer research questions asked
at the beginning of this section.

The first question (Q1) cannot be answered easily because
results of two approaches that use greedy (EA_T and EA_R)
compared to EA_RT results shows that task priorities are
more important and greedy gives effective solutions that can
compete with Co_RT results. However, EA_R is less effective
than EA_T, which answers another research (Q3) question.

Another question (Q2) concerns how effective is the
priority–based sequence vector representation. All proposed
approaches that use it are compared to DEGR vector with
float values representation. Presented results show that such
sequence representation is easy in implementation and can
compete with more complex used in DEGR.

The answer to question (Q4) only apparently is simple,
because EA_T gives better solutions than EA_RT. However,
provided limit of births (20,000) reduces EA_RT ”space“
for evolution process. A quite large standard deviation
(std_dev=84.76) value confirms this fact. For EA_T such
value equals to std_dev=45.52.

The last question is the most important aspect of the
paper. Is co–evolutionary (Co_RT) approach to MS–RCPSP
effective? This question (Q5) is answered positively, and
several arguments are presented in this section. Co_RT not
only outperforms other tested methods but also gives the best-
known solutions for four instances.

V. CONCLUSIONS AND FUTURE WORK

This paper concerns if Co–evolutionary algorithms are
effective for solving combinatorial NP–hard problems,
MS–RCPSP. Gained results showed that problem de-
composition to resource and task assignment using co-
evolutionary mechanism is a powerful idea. As reference,
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TABLE I: Methods’ configurations

pop_size generations Pm Px selection cand_assign
EA_R, EA_T 660 300 0.02 0.8 tournament 10% -
EA_RT 660 300 0.005 0.2 tournament 10% -
Co_RT 500 200 0.02 0.8 tournament 10% 3

Fig. 3: Example of evolution process for MS–RCPSP: EA_T, EA_R, EA_RT and CO_RT.

Fig. 4: Example of evolution process for MS–RCPSP: EA_T, EA_R, EA_RT and CO_RT.

results of evolutionary algorithms using the same repre-
sentation have been compared. Moreover, the reference

method DEGR [6] results also confirm the dominance of
Co_RT.
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Fig. 5: Example of evolution process for MS–RCPSP: EA_T, EA_R, EA_RT and CO_RT.

Fig. 6: Example of evolution process for MS–RCPSP: EA_T, EA_R, EA_RT and CO_RT.

In the paper, several research questions have been answered,
but there are still many open issues. Proposed approaches use
simple representation that is not specialized to MS–RCPSP –
e.g. how effective can be the approach that uses specialized
crossover/mutation operator? In co-evolution, we can see the
large potential, and future work should be connected with it:
more experiments with parametrization of Co_RT (without

20,000 births limit), various selection method and scalability.
Moreover, the very promising direction is effective clone
reduction method, a flexible size of population and adaptation
mechanism. And the last but not least, as MS–RCPSP problem
is bi-objective, we want to extend proposed co-evolutionary
approach to multicriteria optimization.
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TABLE II: Comparison results of evolutionary approaches: EA_R, EA_T, EA_RT, Co_RT and reference DEGR [6]

instance EA_R EA_T EA_RT Co_RT DEGR gen=500 DEGR gen=10,000
avg std_dev avg std_dev avg std_dev avg std_dev avg std_dev avg std_dev

100_5_20_9_D3 437.00 0.00 387.13 0.34 388.37 1.82 387.07 0.25 398.70 5.77 393.20 0.92
100_5_22_15 515.00 0.00 484.57 0.50 484.63 0.48 484.63 0.48 486.80 2.10 484.50 0.53
100_5_46_15 616.00 0.00 529.80 2.14 531.97 3.05 529.7 1.71 534.10 3.57 529.00 0.00
100_5_48_9 538.00 0.00 491.17 0.90 491.60 2.12 491.00 0.68 492.80 2.15 490.10 0.32
100_5_64_15 550.00 0.00 482.80 1.62 484.27 2.46 482.50 1.48 487.60 2.84 483.00 0.82
100_10_26_15 264.43 1.67 235.07 0.77 236.13 1.80 235.07 0.96 244.80 5.37 235.00 1.05
100_10_27_9_D2 265.00 2.00 211.07 1.69 216.73 2.42 209.87 1.52 238.80 4.32 220.30 2.50
100_10_47_9 272.57 0.88 254.43 1.05 260.73 2.72 254.90 0.91 259.30 2.11 256.40 0.70
100_10_48_15 261.53 0.67 246.57 1.31 251.63 2.75 247.00 1.46 251.70 3.20 245.00 0.67
100_10_64_9 274.33 1.64 244.97 1.45 255.37 4.20 246.00 2.03 256.30 2.50 245.80 1.32
100_5_64_9 532.00 0.00 476.63 1.02 477.93 3.16 477.03 1.52 477.40 0.97 474.90 0.32
100_20_46_15 197.00 0.00 161.00 0.00 161.00 0.00 161.00 0.00 165.30 3.43 164.00 0.00
100_20_47_9 149.30 1.07 126.63 1.20 133.07 1.79 126.30 0.94 141.50 4.01 127.50 3.31
200_40_45_9 185.63 0.80 137.53 0.76 140.43 0.96 136.20* 1.05 177.90 5.45 182.50 17.83
200_40_133_15 150.93 0.93 145.07 1.57 148.13 2.32 141.77* 1.20 166.90 7.28 151.40 8.26
100_10_65_15 263.60 1.23 247.77 1.52 256.50 4.99 248.50 1.95 252.90 2.64 245.30 1.16
100_20_22_15 149.90 1.42 128.13 0.67 131.03 1.47 128.43 0.99 141.40 4.20 130.70 0.67
100_20_23_9_D1 199.00 1.86 172.00 0.00 172.00 0.00 172.00 0.00 172.00 0.00 172.00 0.00
100_20_65_9 142.43 1.61 125.97 1.14 135.37 2.74 125.77 1.02 145.30 2.21 129.10 2.73
100_20_65_15 233.93 1.44 205.00 0.00 205.00 0.00 205.00 0.00 240.00 0.00 240.00 0.00
200_10_50_9 494.10 0.65 486.57 0.56 488.37 1.38 486.80 0.79 497.30 2.83 487.80 1.62
200_10_50_15 506.37 0.84 487.13 0.62 489.53 1.38 487.23 1.20 492.70 3.09 487.90 0.74
200_10_84_9 535.00 1.10 509.60 1.28 514.20 2.41 509.70 1.27 520.60 2.55 509.30 2.11
200_10_85_15 498.53 1.48 481.13 2.32 484.90 3.08 479.47 2.81 484.30 3.43 478.00 1.56
200_10_128_15 488.00 0.00 472.50 3.03 479.90 5.87 471.40 2.82 466.10 2.23 463.10* 0.88
200_10_135_9_D6 860.53 7.43 553.00 10.37 549.70 17.66 535.57* 6.11 829.20 40.51 694.80 67.90
200_20_54_15 274.03 1.14 261.90 1.40 265.20 1.38 261.50 1.28 276.80 4.80 261.00 1.89
200_20_55_9 264.73 0.81 248.30 0.64 250.73 1.29 247.87 0.85 270.40 3.17 257.80 10.37
200_20_97_9 268.23 0.92 246.90 1.42 251.07 2.34 245.93 1.48 267.80 8.99 247.60 8.93
200_20_97_15 336.00 0.00 336.00 0.00 336.00 0.00 336.00 0.00 336.00 0.00 336.00 0.00
200_20_145_15 264.83 1.19 248.30 1.68 253.80 3.25 247.37 2.07 256.10 4.18 238.50 0.71
200_20_150_9_D5 900.00 0.00 900.00 0.00 900.00 0.00 900.00 0.00 926.80 24.12 906.90 11.82
200_40_45_15 217.07 1.67 159.00 0.00 159.00 0.00 159.00 0.00 164.00 0.00 164.00 0.00
200_40_90_9 153.90 1.16 138.30 0.97 142.37 1.96 135.00* 1.39 173.40 8.14 181.30 22.07
200_40_91_15 157.93 1.39 136.20 1.60 139.70 1.51 133.77 1.12 160.60 6.42 144.80 9.44
200_40_130_9_D4 513.00 0.00 513.00 0.00 513.00 0.00 513.00 0.00 513.00 0.00 513.00 0.00
sum 12929 36.98 11671 45.52 11779 84.76 11639 43.35 12366 178.58 11971 183.15
avg 359.16 1.03 324.20 1.26 327.20 2.35 323.31 1.20 343.52 4.96 332.54 5.09
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Abstract—This paper presents multiple variances of selection
operator used in Non-dominated Sorting Genetic Algorithm II
applied to solving Bi-Objective Multi-Skill Resource Constrained
Project Scheduling Problem. A hybrid Differential Evolution
with Greedy Algorithm has been proven to work very well on
the researched problem and so it is used to probe the multi-
objective solution space. It is then determined whether a multi-
objective approach can outperform single-objective approaches
in finding potential Pareto Fronts. Additional modified selection
operators and a clone prevention method have been introduced
and experiments have shown the increase in efficiency caused by
their utilization.

I. INTRODUCTION

SCHEDULING problem plays an important role in todays
science and business. It can be met in transportation [1],

production [2], project management [3], etc. The problem itself
can be informallyined as the function that aims to find the
lowest duration and cost of the schedule by assigning resources
to tasks. Multi-Skill Resource-Constrained Project Scheduling
Problem (MS–RCPSP) is NP-hard and there are no methods
capable of finding an optimal solution in polynomial time [4].

The goal of the research presented in this paper is to verify
how Differential Evolution hybridized with Greedy (DEGR)
and Non-dominated Sorting Genetic Algorithm II (NSGA-II)
approaches explore space in the context of multi–objective op-
timization. DEGR algorithm is a single–objective method, and
potential Pareto Front (PF ) is created by running it multiple
times. Each run uses different weights values in the fitness
function. Set of points resulting from all runs is considered
during evaluation. Moreover, a tournament selection method
is investigated in NSGA-II to boost its selective pressure and
a clone prevention method is implemented to increase the
diversity of the resulting potential PF s. Results are evaluated
and compared with a set of multi-objective measures. This
paper presents the transition from a single to a multi-objective
approach to MS–RCPSP and introduces modified selection
operators, which have proven to increase efficiency of NSGA-
II.

The rest of the paper is organized as follows. Section IIIines
the MS–RCPSP. Sections IV and V describe implemented
methods - NSGA-II and DEGR appropriately. All experiments

along with its results have been presented in section VI.
Section VII contains conclusions and directions of future work.

II. RELATED WORKS

There are many different types of scheduling problem mod-
els. PSPLIB library [5] is often used as a baseline to compare
methods efficiency. It doesn’t support a skill extension of
the problem. Additionally, it comprises only one criterion -
duration of the schedule, which makes it infeasible for the
purpose of this article.

A Software Project Scheduling Problem (SPSP) is another
example and was first presented in [6]. It is the most similar
problem to the MS–RCPSP as it contains skills and two criteria
- duration and cost. Additionally, it allows for tasks to be
worked on by multiple resources. It has been more thoroughly
described in [7].

Due to NP-hard nature of the problem, researchers have
often tackled it with metaheuristics, which often provide
satisfactory solution in acceptable time. Many methods have
been developed to solve scheduling problems: Differential
Evolution [8], Genetic Algorithm [9], Tabu Search [10],
Grasp [11] and Teaching–learning–based optimization algo-
rithm [14]. Additionally, swarm optimization techniques have
been used: Ant Colony Optimization [12] or Particle Swarm
Optimization [13].

The MS–RCPSP isined as a multi-objective problem. The
goal is to minimize both duration and cost of the schedule. It
is often difficult to compare different criteria, so it is desired to
find a set of equally-good solutions but with different objective
values. An existence of populations in evolutionary algorithms
perfectly fit the need to find multiple points on the PF .
There are very few articles that deal with multi-objective MS–
RCPSP. Simulated Annealing [15] and Genetic Algorithm [16]
have been used for that purpose. The best known results for a
single-objective MS–RCPSP have been achieved by a DEGR
[8] method and therefore it is used in this paper.

NSGA-II has been proposed in [17] and has proven its
efficiency in scheduling problems [18] [19]. The algorithm
is often used as a benchmark approach for multi-objective
problems.
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III. FORMULATION OF MS–RCPSP

In MS–RCPSP [7] the schedule can be evaluated by both
its cost and duration, making the problem multi-objective.

MS–RCPSP comprises a sets of tasks, resources and skills.
Each task has a skill required to work on that task, a set of
predecessors that have to be completed before the task can be
started. Each resource has a set of skills and a cost associated
with it. Skill is described by a type and level of expertise.
The goal is to create task-resource assignments in a way
that satisfies given constraints and minimizes both objectives.
Detailedinition can found in [7].

IV. NON-DOMINATED SORTING GENETIC ALGORITHM II

Non-dominated Sorting Genetic Algorithm II (NSGA-II)
first presented in [17] has proven to be effective approach
to multi-objective optimization. It is based on a genetic algo-
rithm, which utilizes populations for space exploration. The
use of populations fits the problem very well, as the goal is
to find a set of points. NSGA-II uses a comparison operator
based on a domination described in formula 1 and a crowding
distance operator, which aims to maximize the smallest box
which comprises only one individual.

i ≥n j if (irank < jrank)∨
((irank = jrank) ∧ (idistance > jdistance))

(1)

where i and j are two compared individuals.
NSGA-II utilizes a non-dominated sorting. Individuals cre-

ated by the genetic operators are added to the same population.
At the end of a generation, an entire population is sorted
according to the domination operator and then it is truncated
to its original size. Detailed description can be found in [17].

A. Non-dominated Tournament Genetic Algorithm

In this section, a modification to selection in NSGA-II is
presented. This approach uses a tournament selection instead
of sorting the population and choosing its better half.

Additional experiments have been performed to check the
effectiveness of a tournament selection if an ≥r operator,
which doesn’t regard crowding distance is used. It isined as:

i ≥r j if (irank < jrank) (2)

Non-dominated Tournament Genetic Algorithm (NTGA) is
a method, which uses modified selection and ≥r operator.

B. Clone prevention

A clone prevention method has been designed and intro-
duced after the initial results of the tournament selection. The
results have shown a decrease in diversity of the population in
comparison to NSGA-II approach with tournament size equal
to 2. It was caused by stronger selective pressure. The idea is
to enforce a mutation of every newly created individual which
happens to be a clone. An individual is a clone of another
individual if all their genes are equal.

V. DIFFERENTIAL EVOLUTION HYBRIDIZED WITH GREEDY

DEGR has been successfully applied to the MS–RCPSP
in [8]. It’s an evolutionary method operating in real space.
Evolution creates a real–valued phenotype, which represents
a task-resource assignments. Then the greedy algorithm puts
tasks on a timeline.

DEGR has been proven to be efficient in single-objective
MS–RCPSP and so it is used to probe space and create a
potential PF . It is compared to both regular NSGA-II and
NTGA approaches. It is worth noting that DEGR is inherently
not a multi-objective method.

Differential Evolutions uses a weighted fitness function
(presented in 3), which allow the algorithm to focus on
different parts of the solution space and potentially create a
good coverage, even though this approach is Pareto blind -
has no concept of the PF, but it is the simplest approach to a
multi-criteria problem.

f(S) = wτ ∗ fτ (S) + (1− wτ ) ∗ fc(S) (3)

where wτ is a weight associated with the duration of the
schedule and its values can vary between [0,1], S is the
schedule, ftau and fc are time and cost of the schedule, both
of which are minimized. The function is implemented in a
library made public on [21].

Using equation 3 a potential PF is created by running
the method multiple times with different weights to allow for
exploration of space and to ensure good coverage.

VI. EXPERIMENTS AND RESULTS

The goal of this paper is to present a transition from a
single-objective to multi-objective approach to MS–RCPSP.
Additionally novel selection methods have been proposed to
further increase the efficiency of multi-objective method. The
results are evaluated by a set of chosen measures. They take
convergence and diversity of the found PF under consideration.

A. Measures

A set of measures [20] has been chosen to evaluate the
results. The choice has been dictated by the need of evaluating
both convergence and diversity of the algorithms. Selected
measures are commonly used for this purpose.

An Euclidean Distance (ED) is an average Euclidean
distance between the points on the potential PF and a perfect
point (built by the best possible values of every criteria).

A HyperVolume (HV ) is a volume of the rectangle con-
structed from the potential PF and a Nadir Point (point built
by the worst possible values of every criteria).

A Pareto Front Size (PFS) is a number of unique points
on the potential PF .

B. Dataset

For the experiments an iMOPSE [7] dataset has been used,
which is located on [21]. It contains 36 data instances, all
varied by the number of tasks, resources and precedence
relations. 2 subsets of instances could be identified. In the
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first group all instances have 100 tasks, and in the second
group, they have 200 tasks. Instances in those groups have
been created to preserve an average resource load and number
of tasks per number of resources. The idea behind formulation
of this dataset was to achieve variety between the instances.

C. Procedure

A DEGR approach has been used to establish a baseline.
It’s been executed multiple times with weights values from 0.0
to 1.0, incremented by 0.1 and resulting points been collected.
Parameters chosen for DEGR: population size (Ps) = 100, 500
generations (gen), mutation probability (Pm) = 0.1, crossover
probability (Px) = 0.1 and a one-to-one selection.

Four different variants of NSGA-II have been checked. The
following parameters have been chosen for NSGA-II: ps =
50, 500 gen, Pm = 0.01, Px = 0.6, tournament size (ts) = 5.
Parameters chosen for NTGA: ps = 50, 500 gen, Pm = 0.002,
Px = 0.9, ts = 4. We compared classic NSGA-II approach with
its modifications: a tournament selection, modified comparison
operator, which disregards crowding distance and clone pre-
vention method. The goal was to increase the convergence and
diversity of the method. All procedures has been repeated 30
times and results were averaged.

D. Results

An experiment has been performed to check the influence
of a tournament size on chosen measures. The best values of
both ED and PFS are achieved for tournament size equal to
4. Interestingly higher values improve the HV . High PF Size
means high diversity of the population and also suggest good
coverage of PF . Therefore PFS has been chosen as the most
important measure.

A clone removal method have been introduced to increase
low diveristy of the population. Since clone removal increases
the distance between the individuals, a crowding distance has
become redundant. Another approach has been investigated
with modified comparison operator, which considers only the
rank of the individual. Due to a huge volume of the table,
standard deviations have been omitted and only classical
NSGA-II, best variant of NTGA and DEGR approaches have
been presented - table II. Additionally averaged results have
been gathered and are presented in table I.

The increased size of the tournament improved all measures
and standard deviations. Clone prevention method has a posi-
tive effect on average results but increases standard deviation.
Checking crowding distance is not crucial when used with
clone prevention method. This approach resulted in a better

TABLE I: Comparison of averaged results for all methods

ED HV PFS
avg std avg std avg std

NSGA-II 0.2720 0.0059 0.5506 0.0041 138.44 15.91
NTGA 0.2677 0.0079 0.5280 0.0067 75.068 22.65
NSGA-II(t5,pc) 0.2764 0.0059 0.5668 0.0029 170.32 15.36
NTGA(t4,pc,r) 0.2575 0.0061 0.5446 0.0054 199.60 54.67
DEGR[8] 0.2743 0.0066 0.5708 0.0022 55.64 5.81

convergence, represented by ED, a bit lower diversity, repre-
sented by HV , but average PFS has dramatically increased.
Interestingly NSGA-II(t6,pc) has achieved the highest PFS
for most instances, but NTGA(t6,pc,r) has achieved the best
PFS. It is caused by the fact, that their results were very
close, but the latter has achieved a huge lead on a couple of
instances. DEGR approach achieved relatively low ED and the
worst PFS of all investigated methods but at the same time
the best HV . It is caused by the fact, that it was executed
multiple times with various weight values, which allowed for
searching different parts of solution space and is connected
with the fact that DEGR achieved the best edge values.

VII. CONCLUSIONS AND FUTURE WORK

This paper presents how a single and a multi-objective
approaches are capable of exploring the space of MS–RCPSP.
It’s been shown that a classic Pareto approach (NSGA-II) has a
much better efficiency concerning convergence, however, lack
diversity of DEGR - it’s worth noting that DEGR has been
executed multiple times with different weights. A modified
selection operators and a clone prevention method have been
presented and experiments have shown that they are capable
of further increasing efficiency of NSGA-II.

Two potential directions for future work can be considered.
On the one hand, an initial population, which better covers the
solution space could improve achieved results. On the other
hand, the selection method, which rewards better spread of
individuals could occur the more diverse PF.

The used DEGR approach is hybridized with a Greedy
Algorithm, which potentially is a bottleneck for the method.
A very promising direction would be to remove the Greedy
Approach and let an Evolutionary Algorithm take its place.
In this co-evolutionary approach, there would be populations
communicating with each other - one would assign the task
to resources, while other would assign timestamps to tasks.
DEGR has proven to be an effective method for single–
objective optimization. As an extension of these works, DEGR
could be introduced dominance relation and PF concept to
compete with existing multi–objective methods even better.
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Abstract—Evolutionary algorithms are optimization methods
inspired by natural evolution. They usually search for the optimal
solution in large space areas. In Evolutionary Algorithms it is
very important to select an appropriate balance between the
ability of the algorithm to explore and exploit the search space.
The paper presents a hybrid system consisting of a Genetic
Algorithm and an Evolutionary Strategy designed to optimize
the function of many variables. In this system, we combined the
ability of the Genetic Algorithm to explore the search space and
the ability of the Evolutionary Strategy to exploit the search
space. Optimization performed by the Genetic Algorithm and
the Evolutionary Strategy runs at the same time, so it is possible
to perform parallel computations. The results of the experiments
suggest that the proposed system can be an effective tool in
solving complex optimization problems.

I. INTRODUCTION

EVOLUTIONARY Algorithms (EA) are widely used in
solving complex problems of optimization. This is a

group of methods inspired by observation of nature. These
methods are based on the principles of natural selection of
living organisms developed by Charles Darwin. According to
this principle, well-adapted individuals have more chances of
survival - and transfer of their genetic material to the next gen-
eration. A list of terms which are used to describe Evolutionary
Algorithms is closely related to genetics and evolution. The
Evolutionary Algorithm processes the population of individu-
als (each individual in the form of a chromosome represents a
potential solution to the problem). The Evolutionary Algorithm
works in certain environments, which can be defined on the
basis of the problem solved by the algorithm. Depending on
how much a given individual (ie. chromosome) is adapted to
the environment in which it is located, a numeric value that
determines the quality represented by its solution is assigned
to it. This number is called fitness of the individual and is a
major factor that describes the ability of an individual to act
as a parent for the next generation of population. Evolutionary
Algorithms do not guarantee finding the global optimum, but
generally provide a good enough solution in an acceptable
period of time. Hence, the main use of these algorithms is
in very sophisticated problems in a large search space for
which there are no specialized techniques. A characteristic
feature of Evolutionary Algorithms is that in the process
of evolution they do not use the knowledge specific for a
given problem, except for the fitness function assigned to
all individuals. The Evolutionary Algorithm must keep the

right balance between exploration and exploitation of the
search space. Exploration is the process of searching for a
new region of a search space where an optimum can exist.
Exploitation is the process of searching for regions within
the neighborhood of previously visited points. Examples of
Evolutionary Algorithms are Genetic Algorithms (GA) and
Evolutionary Strategies (ES).

The Genetic Algorithm is an optimization method that
simulates the process of natural evolution. The GA uses the
mechanism of natural evolution (selection, mutation, cross-
over of individuals and reproduction). The individuals of the
GA could be coded by binary strings (binary representation),
real numbers (a real number representation) or composite
structures of genes. The main parameters of the GA, affecting
the ability to explore and exploit of the search space, are
probability of selection and probability of mutation. The type
of cross-over and mutation operators are very important.
Reproduction in GAs is closely related to maintaining the
diversity of the population, the selection pressure and avoiding
premature convergence to the local optima. In Genetic Algo-
rithms the exploitation is done through the selection process.
Cross-over and mutation are both methods of exploring the
search space. Very important problem is always finding the
right balance between exploration and exploitation. If the
exploration ability is too large, the algorithm can get stuck
in the local optima. If the exploration ability is too large, the
algorithm will waste time on poor solutions and cannot focus
on solutions found till now.

More information on Genetic Algorithms can be found in
publications [3][5][7].

Evolution Strategies uses primarily mutation and selection
as search operators. These operators are applied in a loop
until the termination criterion is met. ES are based on the
principle that small changes have small effects. The mutation
is usually performed by adding a normally distributed random
value to each individual’s genes. After a certain number of
fitness function calls or a number of generations, it is essential
to adjust the parameters of mutation. At first, the ratio of
successful mutations over all mutations is evaluated. If the
ratio is less than the specified threshold, the mutation parame-
ters are increased to obtain greater diversity of individuals. If
the ratio is greater than the specified threshold, the mutation
parameters are decreased to increase the accuracy of the search
and accelarate the convergence of the algorithm. The simplest
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Evolution Strategy (1 + 1) − ES operates on a population
of two individuals: the current point (a parent) and the result
of its mutation (a child). If the child’s fitness is equal to or
better than the parent’s fitness, the child becomes the parent
in the next generation. Otherwise, the new child is created in
the next loop. In strategy (1 + λ) − ES, λ children can be
generated and compete with the parent. In (1, λ) − ES the
best child becomes the parent in the next generation while
the current parent is always disregarded. Evolution Strategies
(µ/ρ+, λ)−ES can use the population of ρ parents and also
recombination as an additional operator. This makes them less
prone to get stuck in the local optima.

More information on Evolution Strategies can be found in
publications [1][2].

Hybrid intelligent system is a system which employs, in
parallel, a combination of methods and techniques from arti-
ficial intelligence subfields, for example Genetic Algorithms,
the Fuzzy Logic, Artificial Neural Networks etc. Such systems
are able to take advantage of the methods and techniques of
artificial intelligence while avoiding their disadvantages. They
can be used to improve effectiveness of the methods or where
simple methods do not produce the expected results.

Hybrid intelligent systems using artificial intelligence meth-
ods can be used in different optimization problems, for ex-
ample in multiobjective optimization [10] [11], Connected
Facility Location Problem [12] or Clustering Problem [13].

II. PROBLEM FORMULATION

Optimization is the process of finding the greatest or the
smallest value. The Function Optimization Problem (FOP) is
a problem in which certain parameters (variables) need to
be determined to achieve the best measurable performance
(objective function) under given constraints. For function
f(x), called the objective function, that has a domain of real
numbers of set S, the maximum optimal solution occurs where
f(x0) > f(x) over set S and the minimum optimal solution
occurs where f(x0) < f(x) over set S.

Formally, optimization is the minimization or maximization
of a function subject to constraints on its variables. Let’s
denote:

- x is the vector of variables (parameters);
- f(x) is the objective function that we want to maximize

or minimize;
- c is the vector of constraints that the variables must

satisfy. It may consist of several restrictions that we place
on the variables.

The function optimization problem (e.g a function maximiz-
ing problem) can be stated as follows:





max f(x)
subject to: ci ≤ 0 for i = 1, 2, ..., k
x ∈ S

(1)

where:
- x = [x1, x2, x3, ..., xn] ∈ ℜ;n ∈ N - is an n-dimensional

vector of decision variables,

- f(x) - is the objective function of variables x,
- ci(x) - are constrains,
- S - the search area.
The FOP problem can be used as a benchmark for testing

optimization methods. Various methods of solving the FOP
are discussed in literature, for example [4][6].

III. THE PROPOSED MULTIEVOLUTIONARY SYSTEM

Genetic Algorithms use cross-over and mutation opera-
tors to search the space for possible solutions. One of the
drawbacks of Genetic Algorithms is low efficiency in the
final search stage. The Evolutionary Strategy uses primarily
mutation and selection operators. Evolutionary Strategies are
at risk of getting stuck in sub-optimal solutions. The proposed
system (GA-ES) consists of a Genetic Algorithm and an
Evolutionary Strategy. It combines the ability of a GA to find
the areas of possible optima and the ability of ESs to quickly
converge to the optima. Both of them are types of Evolutionary
Algorithms and can use the same individuals’ representation,
operators of selection and mutation.

In the system, both algorithms start with the same initial
population and work in parallel. After a predeterminated num-
ber of generations, the best individuals from both algorithms
will be compared. Depending on the result of this comparison,
transposition of individuals between the algorithms may be
performed:

- if the best individual in the GA is better than the best
individual in the ES, then the new area of the optima is
found. The best individual in the GA replaces the parent
in the ES.

- if the best individual in the ES is better than the best
individual in the GA, then it means that a new optimal
solution is found as a result of the ES. The best indi-
vidual in the ES replaces the worst individual in the GA
population.

The system block diagram is shown in Figure 1.

IV. COMPUTATIONAL EXPERIMENT

The goal of our experiments is verification of the idea of
the hybrid multievolutionary algorithm in solving the function
optimization problem. We used functions of a wide range of
complexity in a diverse environment. For tests we used a set
of 3 functions:

- f1(x1, x2) - an easy function of two variables (similar
to cosinemixture [14] function). The function has many
local optima and was used for testing the algorithm’s
ability to find the global optimum. The function is given
by formula:

f1(x1, x2) = (sin(x1)+0.6∗sin(20∗x1))∗sin(x2) (2)

where:
x1, x2 ∈ (0, π) (3)

The value of maximum 1.6 at point (π/2, π/2).

88 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Fig. 1. The system block diagram

- f2(x1, x2, ..., x10) - the function of multiple variables
(similar to alpine2 [14] function). A low inclined func-
tion, used for testing the ability of the algorithm to
determine the exact solution. The function is given by
formula:

f2(x1, x2, ..., x10) =

10∏

i=1

sin(xi) (4)

where:
x1, x2, ..., x10 ∈ (0, π) (5)

The value of maximum 1 at point
(π/2, π/2, π/2, π/2, π/2, π/2, π/2, π/2, π/2, π/2).

- f3 - the function proposed in [9]. It is a sophisticated
function with many local optima with different values,
which permits to estimate the ability of the algorithm to
solve difficult optimization problems. The first generation
of individuals was placed in the local optimum (point [5,
5]). The algorithm should find the total optimum (point
[50, 50]), avoiding the local optima. The function is given
by formula:

f3(x1, x2) =
7∑

1

hi ∗ e−µi∗((x1−xi1)
2+(x2−xi2)

2

(6)

where: h1 = 1.5, h2 = 1, h3 = 1, h4 = 1, h5 = 2, h6 =
2, h7 = 2.5
µ1 = µ2 = µ3 = µ4 = µ5 = µ6 = µ7 = 0.01
(x11, x12) = (5, 5), (x21, x22) = (5, 30), (x31, x32) =
(25, 25), (x41, x42) = (30, 5), (x51, x52) =
(50, 20), (x61, x62) = (20, 50), (x71, x72) = (50, 50)

Fig. 2. Function f3

TABLE I
THE AVERAGE TIME AND NUMBER OF FITNESS FUNCTION CALLS NEEDED

TO REACH THE PREDETERMINED VALUE OF THE OPTIMIZED FUNCTION

The predeter- SGA GA-ES
Func- mined value Time The number Time The number
tion of algorithm [s] of fitness [s] of fitness

termination function function
calls calls

f1 1.596 0.210 37960 0.092 3978
f2 0.999 1.378 80158 0.480 8450
f3 2.499 0.307 56940 0.072 7124

The value of maximum 2.5 at point (50,50).
The function f3 is shown in Figure 2.
The values of parameters of the Genetic Algorithm and the

Evolution Strategy was fixed during the initial experiments. In
the experiments we accepted the following values of parame-
ters of the Genetic Algorithm:

- the genes of individuals are represented by real numbers,
- the probability of cross-over = 0.8,
- the probability of mutation = 0.15,
- the number of individuals in the population = 25.

For the Evolutionary Strategy, model (1+1)−ES was chosen
and the mutation performed by adding a number generated
randomly according to normal distribution.

The best individuals from both algorithms were compared
after every 50 generations and, depending on the result of
this comparison, transposition of individuals was performed
between the algorithms. The system was stopped when the best
individual reached the predetermined value of the optimized
function.

In the experiment, we compared the results of the proposed
GA-ES and the standard genetic algorithm (SGA) described
in [8], and adapted it to optimize the test functions. Each
algorithm was executed 10 times on a standard PC computer
(CPU: Intel i3, RAM: 8GB, Windows 10 operating system).
Table 1 shows the average time and number of fitness function
calls needed to reach the predetermined value of the optimized
function.

The graph in Figure 3 shows the average running time of the
Genetic Algorithm (SGA) and the proposed system (GA-ES).

The graph in Figure 4 shows the average number of fit-
ness function calls in the Genetic Algorithm (SGA) and the
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Fig. 3. The average running time of the Genetic Algorithm (SGA) and the
proposed system (GA-ES)

Fig. 4. The average number of fitness function calls in the Genetic Algorithm
(SGA) and the proposed system (GA-ES)

proposed system (GA-ES).

V. CONCLUSIONS

The proposed Genetic Algorithm-Evolution Strategy sys-
tem was able to find a solution near the optimum for all
tested functions. Optimization of function F2 (a low inclined
function) has shown that the system has greater convergence
and accuracy in comparison to the SGA. Optimization of
function F3 (a sophisticated function with many local optima)
has shown that the system is more resistant to premature
convergence to the local optimum compared to the ES.

The GA-ES running time on a PC was very short (less than
2 seconds). The time was 56, 65 and 76 percent shorter than
the running time of SGA for function f1, f2 and f3 respectively.

The number of fitness function calls in GA-ES system was
decreased by nearly 90 percent in relation to the number of
fitness function calls in the SGA.

In the proposed system it is possible to perform parallel
calculations by the Genetic Algorithm and the Evolutionary
Strategy, eg. by using multiple processors or processor cores.

The proposed system is an efficient tool for solving function
optimization problems. It could be used for solving very wide
range of optimization problems.
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Abstract—There is an overwhelming variety of multimedia

ontologies used to narrow the semantic gap, many of which are

overlapping, not richly axiomatized, do not provide a proper

taxonomical structure, and do not define complex correlations

between concepts and roles. Moreover, not all ontologies used

for  image  annotation  are  suitable  for  video  scene  represen-

tation,  due  to  the  lack  of  rich  high-level  semantics  and

spatiotemporal  formalisms.  This paper presents  an approach

for combining multimedia ontologies for video scene represen-

tation, while taking into account the specificity of the scenes to

describe, minimizing the number of ontologies, complying with

standards,  minimizing  reasoning  complexity,  and  whenever

possible, maintaining decidability.

I. INTRODUCTION

N THE last 15 years,  narrowing the notorious  semantic

gap in video understanding has very much been neglected

compared to image interpretation [1]. For this reason, most

research efforts  have been limited to frame-based concept

mapping so that the corresponding techniques could be ap-

plied from the results of the research communities of image

semantics. However, these approaches failed to exploit the

temporal information and multiple modalities typical to vid-

eos.

I

Most domain ontologies developed for defining multime-

dia concepts with or without standards alignment went from

one extreme to the other;  they attempted to cover either a

very narrow and specific knowledge domain that cannot be

used for unconstrained videos, or an overly generic taxon-

omy for the most commonly depicted objects of video data-

bases, which do not hold rich semantics.

Further structured data sources used for concept mapping

include commonsense  knowledge  bases,  upper  ontologies,

and Linked Open Data (LOD) datasets. Very few research

have  actually  been  done  to  standardize  the  corresponding

resources, without which combining low-level image, audio,

and  video  descriptors,  and  sophisticated  high-level  de-

scriptors with rule-based video event definitions cannot be

efficient. An early implementation in this field was a core

audiovisual ontology based on MPEG-7, ProgramGuideML,

and TV Anytime [2]. A more recent research outcome is the

core  reference  ontology  VidOnt,1 which  aims  to  act  as  a

mediator between de facto standard and standard video and

video-related ontologies [3].

II.PROBLEM STATEMENT

Despite  the  large  number  of  multimedia  ontologies  men-

tioned in the literature,  there are  very  few ontologies  that

can be employed in video scene representation. Most prob-

lems and limitations of  these ontologies  indicate ontology

engineering issues, such as lack of formal grounding, failure

to determine the scope of the ontology, overgeneralization,

and using a basic subset  of  the mathematical  constructors

available in the implementation language [4]. Capturing the

associated  semantics  has  quite  often  been  exhausted  by

creating  a taxonomical  structure  for  a  specific  knowledge

domain  using  the  Protégé  ontology  editor,2 and  not  only

domain and range definitions are not used for properties, but

even the property type is often incorrect.

As a result, implementing multimedia ontologies in video

scene representation is not straightforward. For this reason,

a novel approach has been introduced, which captures the

highest possible semantics in video scenes.

III. TOWARDS A METHODOLOGY FOR COMBINING

MULTIMEDIA ONTOLOGIES FOR VIDEO SCENE

REPRESENTATION

The representation of video scenes largely depends on the

target  application,  such  as  content-based  video  scene  re-

trieval  and  hypervideo  playback.  Hence,  the  different  re-

quirements have to be set on a case-by-case basis. Never-

theless, there are common steps for structured video annota-

tion, such as determining the desired balance between ex-

pressivity and reasoning complexity, capturing the intended

semantics for the knowledge domain featured in the video or

required by the application, and standards compliance. The

proposed approach guides through the key factors to be con-

1 http://vidont.org
2 http://protege.stanford.edu
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sidered in order to achieve the optimal level of semantic 

enrichment for video scenes. 

A. Intended Semantics 

In contrast to image annotation, in which the intended se-

mantics can typically be captured using concepts from do-

main or upper ontologies, the spatiotemporal annotation of 

video scenes requires a wide range of highly specialized on-

tologies. 

The numeric representation of audio waveforms, the edg-

es, interest points, regions of interest, ridges, and other visu-

al features of video frames and video clips employ low-level 

descriptors, usually from an OWL mapping of MPEG-7’s 
XSD vocabulary. They correspond to local and global char-

acteristics of video frames, and audio and video signals, 

such as intensity, frequency, distribution, pixel groups, and 

low-level feature aggregates, such as various histograms and 

moments based on low-level features. Some examples for 

audio descriptors include the zero crossing rate descriptor, 

which can be used to determine whether the audio channel 

contains speech or music, the descriptors of formants pa-

rameters, which are suitable for phoneme and vowel identi-

fication, and the attack duration descriptor, which is used for 

sound identification. Two feature aggregates frequently used 

for video representation are SIFT (Scale-Invariant Feature 

Transform), which is suitable for object recognition and 

tracking in videos [5], and HOF (Histogram of Optical 

Flow) [6], which can be used for, among others, detecting 

humans in videos. The most common motion descriptors 

include the camera motion descriptor, which can character-

ize a video scene in a particular time according to profes-

sional video camera movements, the motion activity de-

scriptor, which can be used to indicate the spatial and 

temporal distribution of activities, and the motion trajectory 

descriptor, which represents the displacement of objects 

over time. 

The MPEG-7 descriptors can be used for tasks such as 

generating video summaries [7] and matching video clips 

[8], however, they do not convey information about the 

meaning of audiovisual contents, i.e., they cannot provide 

high-level semantics [9]. Nevertheless, MPEG-7 terms can 

be used for low-level descriptors. However, using partial 

mappings of MPEG-7 limits semantic enrichment, because 

video representation requires a wide range of multimedia 

descriptors. Therefore, an ontology supporting only the vis-

ual descriptors of MPEG-7, such as the Visual Descriptor 

Ontology (VDO) [10], for example, omits audio descriptors 

that can be used for describing the audio channel of videos. 

In fact, even a complete mapping of MPEG-7 does not guar-

antee semantic enrichment, such as the ones created via a 

transparent XSD-OWL translation (e.g., Rhizomik),3 partic-

ularly when the mathematical constructors are not exploited 

to their full potential [11]. 

                                                           
3 http://rhizomik.net/ontologies/2017/05/Mpeg7-2001.owl 

Common high-level video concepts can be utilized from 

Schema.org.4 For example, generic video metadata can be 

provided for video objects using schema:video and 

schema:VideoObject. Movies, series, seasons, and epi-

sodes of series can be described using schema:Movie, 

schema:MovieSeries, schema:CreativeWorkSeason, 

and schema:Episode. Analogously, video metadata can be 

described using schema:duration, schema:genre, 

schema:inLanguage, and similar properties. Rich video 

semantics can be described using specialized ontologies, 

such as the STIMONT ontology, which can capture the 

emotional responses associated with videos [12]. The use of 

more specific high-level concepts depends on the knowledge 

domain to represent, and often includes Linked Data [13]. 

 

Criteria 

A1. The ontology or dataset captures the intended seman-

tics or the semantics closest to the intended semantics 

in terms of concept and property definitions. 

A2. The terms to be used for annotation are defined in a 

standardized ontology or dataset. If this is not availa-

ble, or there are similar or identical definitions avail-

able in multiple ontologies or datasets, the choice is 

determined by the following precedence order: 1) 

standard, 2) standard-aligned, 3) de facto standard, 4) 

proprietary. 

 

B. Quality of Conceptualization 

Another important consideration beyond capturing the in-

tended semantics is the quality of conceptualization. For 

example, the MPEG-7 mappings known for the literature 

transformed semistructured definitions to structured data, 

but this did not make them suitable for reasoning over visual 

contents. Since MPEG-7 provides low-level descriptors, 

their OWL mapping does not provide real-world semantics, 

which can be achieved through high-level descriptors only. 

The MPEG-7 descriptors provide metadata and technical 

characteristics to be processed by computers, so their struc-

tured definition does not contribute to the semantic enrich-

ment of the corresponding multimedia resources. To demon-

strate this, take a closer look at a code fragment of the Core 

Ontology for Multimedia (COMM):5 

 
<owl:Class rdf:about="#cbac-coefficient-14"> 
  <rdfs:comment rdf:datatype="&xsd;string"           
>Corrresponds to the &quot;CbACCoeff14&#8221; 
element of the &quot;ColorLayoutType&quot; 
(part 3, page 45)</rdfs:comment> 
  <rdfs:subClassOf> 
    <owl:Class rdf:about="#cbac-crac-
coefficient-14-descriptor-parameter"/> 
  </rdfs:subClassOf> 
  <rdfs:subClassOf> 

                                                           
4 https://schema.org 
5 http://multimedia.semanticweb.org/COMM/visual.owl 
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    <owl:Class rdf:about="&p1;unsigned-5-
vector-dim-14"/> 
  </rdfs:subClassOf> 
</owl:Class>  

 

This part of the ontology is related to the color layout de-

scriptor (CLD) of MPEG-7, which is used for capturing the 

spatial distribution of colors in images. To compute the 

CLD, RGB images are typically converted to the YCbCr 

color space, partitioned into 8×8 subimages, after which the 

dominant color of each subimage is calculated. Applying the 

discrete cosine transform (DCT) of the 8×8 dominant color 

matrix to the luminance (Y), the blue chrominance (Cb), and 

the red chrominance (Cr) results in three sets of 64 signal 

amplitudes, i.e., DCT coefficients DCTY, DCTCb, and 

DCTCr. The DCT coefficients can be grouped into two cat-

egories: those with a waveform mean value of 0 and those 

that have non-zero frequencies (DC and AC coefficients). 

Finally, the DCT coefficients are quantized and zig-zag 

scanned. This means that the cbac-coefficient-14 

listed above is suitable for the representation of blue chro-

minance AC coefficients, which can be used, among others, 

to filter video keyframes [14], however, they do not convey 

high-level semantics about the visual content. The cbac-

coefficient-14 class is defined in COMM as a 

subclass of cbac-crac-coefficient-14-descriptor-

parameter and unsigned-5-vector-dim-14, neither of 

which correspond to any real-world object class. 

Apparently, these coefficients would have been better 

defined as roles rather than concepts to enable them to hold 

the corresponding values. In this case, the OWL definitions 

do not advance the corresponding XSD vocabulary 

definitions with richer semantics, due to the previous 

modeling issues and the limited use of mathematical 

constructors in the implementation language. 

Beyond the aforementioned OWL mappings of MPEG-7 

that suffer from design issues, there is a more advanced 

MPEG-7 ontology, which does not inherit conceptual ambi-

guity issues from the standard and has been implemented in 

OWL 2.6 This ontology has been grounded using a descrip-

tion logic formalism, covers the entire range of concepts and 

properties of MPEG-7 with property domains and ranges, 

and complex role inclusion axioms. Also, it captures correla-

tions between properties. 

 

Criteria 

B1. The ontology to be used correctly conceptualizes the 

terms related to the scene and has a correct taxonom-

ical structure. 

B2. The ontology is axiomatized in a way that it can be 

used for reasoning. 

B3. The ontology provides rich semantics for the con-

cepts and/or events. 

 

                                                           
6 http://mpeg7.org 

C. Specificity 

Video scene representation employs not only domain ontol-

ogies, but also upper ontologies, application ontologies, 

commonsense ontologies, and core reference ontologies. For 

example, the Large Scale Concept Ontology for Multimedia 

(LSCOM) collects high-level concepts commonly depicted 

in videos (based on the comprehensive TRECVID dataset), 

however, many of the concepts are too general for precise 

high-level video scene descriptions. Also, video contents are 

not limited to concepts, and there are no events defined in 

LSCOM. The Linked Movie Database7 is too specific, and 

can be used only for categorizing Hollywood movies, and 

even for this intended application it is not comprehensive 

enough. 

The four fundamental ontologies that can be employed in 

video representation, and are imported by several higher-

level video ontologies, are the SWRL Temporal Ontology,8 

the Event Ontology,9 the Timeline Ontology,10 and the Mul-

titrack Ontology.11 

There are many common terms that are defined by multi-

ple ontologies (which is discouraged according to Semantic 

Web best practices [15]), sometimes with a slightly different 

name. These have to be assessed, and it has to be determined 

whether the represented concept or role corresponds to the 

same real-world entity or property. This should not be con-

fused with those terms that are similar, but have been de-

fined for different application scenarios, such as 

dc:creator and foaf:maker.12 

 

Criteria 

C1. The ontology clearly falls into one of the standard 

ontology categories. 

C2. The ontology terms are not overly generic. 

C3. Specific ontology terms are used from a highly spe-

cialized domain ontology or application ontology. 

C4. The ontology terms used for annotation are defined 

by only one ontology or dataset. If there are similar 

or identical definitions available in multiple ontolo-

gies or datasets, the choice is determined by the fol-

lowing precedence order: 1) standard, 2) standard-

aligned, 3) de facto standard, 4) proprietary. 

 

D. DL Expressivity 

A common issue with multimedia ontologies is the lack of 

formal grounding, which is crucial not only for capturing the 

intended semantics, but also to reach high levels of, or max-

imize, reasoning potential. For example, the Visual De-

                                                           
7 http://www.linkedmdb.org 
8 http://swrl.stanford.edu/ontologies/built-ins/3.3/temporal.owl 
9 http://purl.org/NET/c4dm/event.owl# 
10 http://purl.org/NET/c4dm/timeline.owl# 
11 http://purl.org/ontology/studio/multitrack 
12 For creators described using a string literal, and without domain and 

range, dc:creator should be used, while foaf:maker is ideal for 

those creators who are identified by a URI. 
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scriptor Ontology (VDO),13 which was published as an “on-

tology for multimedia reasoning” [16] has a very low DL 

expressivity (corresponds to AL). This prevents capturing 

the correlation of classes and properties. In fact, VDO has 

fundamental problems with its concept definitions. For ex-

ample, colorSpace is defined as an object property using 

the class ColorSpaceDescriptor as the range: 

 
<owl:ObjectProperty 
rdf:about="&VDO;colorSpace"> 
  <a:comment></a:comment> 
  <a:range 
rdf:resource="&VDO;ColorSpaceDescriptor"/> 
  <a:subPropertyOf 
rdf:resource="&VDO;DEFAULT_ROOT_RELATION"/> 
  <a:domain 
rdf:resource="&VDO;DominantColorDescriptor"/> 
</owl:ObjectProperty> 

 

 Depending on the granularity of the ontology, color 

space could be defined as a concept instantiated with indi-

viduals, or a datatype property with all the permissible string 

values enumerated.14 In VDO, neither of these is the case, 

and colorSpace is an object property, despite that it does 

not define a relation between classes or individuals. Moreo-

ver, there is no formal definition provided in VDO about the 

color spaces defined in the MPEG-7 standard the ontology is 

based on. Without rich semantics, no simple statements can 

be inferred, let alone complex statements, therefore VDO 

has a very limited potential in multimedia reasoning. 

While one might argue that many ontologies have a low 

expressivity by design (in order to be lightweight and com-

putationally cheap to reason over), in most cases low expres-

sivity is the result of limiting the ontology to a taxonomical 

structure, which prevents advanced reasoning altogether. 

 

Criteria 

D1. The ontology is formally grounded. 

D2. The ontology exploits all the mathematical construc-

tors needed to formally describe constraints, complex 

roles, and correlations, rather than providing a class 

hierarchy and roles only. 

D3. The ontology is as lightweight as possible. 

D4. The ontology is underpinned by a decidable formal-

ism. 

 

E. Standards Alignment 

While international standards should be preferred over pro-

prietary implementations, even ISO-standard-based ontol-

ogies are most often exposed through a nonstandard name-

space URI, and standards alignment is often partial only. 

                                                           
13 https://github.com/gatemezing/MMOntologies/blob/master/

ACEMEDIA/acemedia-visual-descriptor-ontology-v09.rdfs.owl 
14 In MPEG-7, the following color spaces are supported: RGB, YCbCr, 

HSV, HMMD, and Monochrome. Linear transformation matrix with 

reference to RGB is also allowed. 

General video metadata, such as title and language, can be 

represented using Dublin Core (ISO 15836-2009).15 Low-

level image, audio, and video descriptors can be annotated 

using the aforementioned MPEG-7 (ISO/IEC 15938).16 

The most common de facto standards used in structured 

video annotations are W3C’s Ontology for Media Re-

sources,17 DBpedia,18 and the aforementioned Schema.org. 

 

Criteria 

E1. The ontology defines terms according to the corre-

sponding standard specification and schema, and 

does not redefine them if an official ontology file is 

available.  

E2. Standardized terms are used via the standard or, if 

this is not available, the de facto standard name-

space URL. 

E3. The ontology from which standardized terms are 

used covers the entire vocabulary of the standard 

with all datatypes and constraints adequately de-

fined. 

 

F. Namespace and Documentation Stability 

Many of the multimedia ontologies mentioned in the liter-

ature do not have a reliable namespace, making video anno-

tations obsolete if the namespace becomes unavailable. A 

best practice to prevent this is to use a permanent URL, such 

as PURL,19 which corresponds to a pointer that can be 

changed if the ontology file is moved. Another issue regard-

ing ontology namespaces is that many of the namespace 

URLs are symbolic URLs only. 

 

Criteria 

F1. The namespace URL of the ontology to be used is 

preferably an actual web address (not a symbolic 

URL) and by using content negotiation, it 

a. serves the machine-readable ontology file 

(RDFS or OWL) to semantic agents, and  

b. serves a human-readable description of the 

ontology to web browsers (HTML5). 

F2. The ontology namespace URL is a permanent URL. 

F3. The human-readable content behind the URL is a 

comprehensive and up-to-date documentation of the 

ontology that reveals the intended implementation for 

each ontology term. 

 

G. Spatiotemporal Annotation Support 

Although the mathematical constructors available in OWL 2 

are not exploited in most multimedia ontologies, and they 

can express not only 2D, but also 3D information [17], vid-

                                                           
15 https://www.iso.org/standard/52142.html 
16 https://www.iso.org/standard/34230.html 
17 https://www.w3.org/TR/mediaont-10/ 
18 http://wiki.dbpedia.org/ 
19 https://archive.org/services/purl/ 
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eo events require an even higher expressivity than what is 

supported by SROIQ(D), the description logic underpinning 

OWL 2. Rule-based mechanisms, such as SWRL rules, are 

proven efficient in expressing video events [18], however, 

they often break decidability. Another option to push the 

expressivity boundaries is to employ formal grounding with 

spatial and temporal description logics, although many of 

these are not decidable either [19]. 

Spatial description logics vary greatly in terms of expres-

sivity, and not all support qualitative spatial representations, 

which can address different aspects of space, including to-

pology, orientation, shape, size, and distance. Some spatial 

description logics implement a Region Connection Calculus, 

such as RCC8 (see ALC(DRCC8), for example [20]), while 

others, such as ALC(CDC), employ the Cardinal Direction 

Calculus (CDC) [21].  

Temporal description logics also vary greatly, because 

some feature datatypes for time points, others for time inter-

vals or sets of time intervals. Temporal description logics, 

such as TL-F and T-ALC, are suitable for the formal repre-

sentation of video actions and video event recognition via 

reasoning [22, 23]. 

 

Criteria 

G1. Spatial annotations employ a formalism that supports 

qualitative spatial representation and reasoning. 

G2. Temporal annotations use a formalism that allows 

both point-based and interval-based annotations. 

G3. Spatiotemporal annotations employ a formalism that 

supports not only still regions, but also moving re-

gions. 

G4. Not only visual, but also audio descriptors are availa-

ble to support video understanding via information 

fusion. 

G5. If the description of a video scene requires spatio-

temporal annotation, the formalism underlying the 

implemented ontology or ontologies is decidable, un-

less this would limit the semantics of the annotation. 

 

H. Annotation Support for Uncertainty 

Video contents are inherently ambiguous. Fuzzy description 

logics can be used to express the certainty of the depiction 

of concepts [24], events, and video scenes [25]. This can be 

achieved by enabling normalized certainty degree values 

assigned to objects of fuzzy concepts. 

 

Criteria 

H1. The ontology is grounded in a formalism that sup-

ports fuzzy concept and fuzzy role axioms, and de-

fines the associated semantics and interpretation. 

H2. The formalism behind the fuzzy ontology is de-

cidable. 

H3. The core TBox axioms that represent background 

knowledge are formally grounded in a standard de-

scription logic. 

IV. EXPERIMENTAL CASE STUDY 

To evaluate the efficiency of the proposed approach, ontolo-

gies have been assessed, selected, and implemented for the 

spatiotemporal annotation of 10 video scenes, one of which 

is briefly presented here. 

The iconic scene of the movie “Life of Pi” has been an-

notated with the regions of interest depicting Pi Patel and the 

tiger, Richard Parker (see Fig. 1). 

 

 

Fig.  1 Regions of interest coordinates and dimensions in a 4K Blu-Ray 

video scene. Movie scene by 20th Century Fox [26] 

 

How the most suitable vocabularies and ontologies have 

been selected is demonstrated here via concepts related to 

this scene. Searching for vocabularies and ontologies that 

contain the corresponding terms is not adequate, because the 

ad-hoc selection of vocabularies and ontologies will not give 

satisfactory results, even if the selection is limited to high-

quality structured data resources that have been checked for 

consistency. The Linked Open Vocabularies (LOV)20 

catalogue is maintained to help determine which 

vocabularies and ontologies to use for formal descriptions. 

Even though the list of rigorous criteria to meet before a 

vocabulary or ontology will be listed on LOV assures design 

quality [27], it does no guarantee that the best vocabulary 

will be selected for a particular scenario. For example, when 

searching for the term “video,” the LOV website suggests 

OpenGraph in the first, the Library extension of Schema.org 

in the second, and the NEPOMUK File Ontology in the third 

place. Among these, OpenGraph supports a URL to a video 

file without any semantics whatsoever, while the other two 

ontologies have not even been available at the time of 

writing (404 Not found). 

Therefore, the proposed approach complements automat-

ed assessment with human judgment. Table I shows a com-

parison of three ontologies from the literature for represent-

ing the low-level video features of video scenes, namely the 

aforementioned VDO, COMM, and the only formally 

grounded MPEG-7 ontology, using the proposed approach, 

upon which the MPEG-7 Ontology has been selected. 

                                                           
20 http://lov.okfn.org/dataset/lov/ 
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TABLE I. 

COMPARING ONTOLOGIES FOR REPRESENTING VIDEO PROPERTIES 

Criterion VDO COMM MPEG-7 

A1 – – Partially 

A2 Priority 2 Priority 2 Priority 1 

B1 – – Partially 

B2 – – Partially 

B3 – – Partially 

C1 – – + 

C2 + + + 

C3 – – – 

C4 Priority 2 Priority 2 Priority 1 

D1 – – + 

D2 – – + 

D3 + + + 

D4 + + + 

E1 – – + 

E2 – – + 

E3 – – + 

F1 – – + 

F2 – – + 

F3 – – + 

G1 – – + 

G2 – – – 

G3 + + + 

G4 + + + 

G5 + + + 

H1 – – – 

H2 N/A N/A N/A 

H3 N/A N/A N/A 

 

By using the criteria of the proposed approach for other 

video scene aspects, further ontologies and datasets have 

been selected for the video scene representation, including 

DBpedia, Schema.org, VidOnt, and the SWRL Temporal 

Ontology. For datatype definitions, the XML Schema vo-

cabulary has been used to maximize interoperability. By de-

claring the corresponding namespaces, the background 

knowledge has been formalized as follows: 

 
@prefix dbpedia: 
<http://dbpedia.org/resource/> . 
@prefix mpeg-7: <http://mpeg7.org/> . 
@prefix rdf: <http://www.w3.org/1999/02/22-
rdf-syntax-ns#> . 
@prefix schema: <http://schema.org/> . 
@prefix vidont: <http://vidont.org/> . 
 
dbpedia:Life_of_Pi_(film) a schema:Movie ; 
vidont:filmAdaptationOf dbpedia:Life_of_Pi ; 
mpeg-7:Video . 
dbpedia:Suraj_Sharma a schema:Actor . 
vidont:PiPatel a vidont:MovieCharacter ; 
vidont:portrayedBy dbpedia:Suraj_Sharma ; 
vidont:characterFrom 
dbpedia:Life_of_Pi_(film) . 

vidont:RichardParker a vidont:MovieCharacter 
; vidont:portrayedBy dbpedia:Bengal_tiger ; 
vidont:characterFrom 
dbpedia:Life_of_Pi_(film) . 

 

In this case study, the scene description utilized the previ-

ous individuals and highly specific concepts via spatiotem-

poral annotation and moving regions as follows: 

 
@prefix mpeg-7: <http://mpeg7.org/> . 
@prefix rdf: <http://www.w3.org/1999/02/22-
rdf-syntax-ns#> . 
@prefix temporal: 
<http://swrl.stanford.edu/ontologies/built-
ins/3.3/temporal.owl> . 
@prefix vidont: <http://vidont.org/> . 
@prefix xsd: 
<http://www.w3.org/2001/XMLSchema#> . 
 
<http://example.com/lifeofpi.mp4#t=1:14:38,1:
14:41> a vidont:Scene ;  
vidont:sceneFrom dbpedia:Life_of_Pi_(film) ;  
temporal:hasStartTime "01:14:38"^^xsd:time ;  
temporal:duration "PT00M03S"^^xsd:duration ;  
temporal:hasFinishTime "01:14:41"^^xsd:time ; 
vidont:depicts vidont:PiPatel , 
vidont:RichardParker . 
<http://example.com/lifeofpi.mp4#t=1:14:40&xy
wh=690,372,1232,1154> a mpeg-7:MovingRegion ; 
vidont:depicts vidont:RichardParker ; 
vidont:inFrontOf vidont:PiPatel ; vidont:isIn 
dbpedia:Lifeboat_(shipboard). 
<http://example.com/lifeofpi.mp4#t=smpte:01: 
14:40:03> mpeg-7:width 
"3840"^^xsd:positiveInteger ;  
mpeg-7:height "1620"^^xsd:positiveInteger . 
<http://example.com/lifeofpi.mp4#t=1:14:40&xy
wh=2080,138,1036,388> a mpeg-7:MovingRegion ; 
vidont:depicts dbpedia:PiPatel ; vidont:isIn 
dbpedia:Lifeboat_(shipboard) . 

 

Note that the spatiotemporal segmentation employs not 

only the SWRL Temporal Ontology, but also Media Frag-

ment URI 1.0 identifiers,21 where the URL identifies the 

minimum bounding boxes of the regions of interests using 

the top left corner coordinates and the dimensions, so that 

the media segments are globally unique and dereferencable. 

Based on the previous video scene description, reasoners 

can infer new, useful information by utilizing axioms of the 

vocabularies and ontologies selected using the proposed ap-

proach. For example, based on the statement that 

<http://example.com/lifeofpi.mp4#t=1:14:40&xy

wh=690,372,1232,1154> is a moving region, and the 

axiom of the MPEG-7 Ontology that defines moving regions 

as subclasses of spatiotemporal video segments, it can be 

inferred using concept subsumption reasoning, according to 

which concept D subsumes concept C with reference to 

knowledge base K if and only if CI ⊆ DI for all interpreta-

tions I (that are models of knowledge base K), that 

<http://example.com/lifeofpi.mp4#t=1:14:40&xy

                                                           
21 https://www.w3.org/TR/media-frags/ 
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wh=690,372,1232,1154> is a spatiotemporal decomposi-

tion, which was not explicitly stated. This could not have 

been deducted using terms from VDO or COMM, because 

they do not define moving regions at all, let alone doing so 

in a taxonomical structure. 

More complex information can be automatically inferred 

using the RDFS entailment rules,22 the Ter Horst reasoning 

rules [28], and the OWL reasoning rules.23 For example, 

based on the axiom of the MPEG-7 Ontology that defines 

Frame as the domain of the height property and the height 

declaration for the screenshot of the Life of Pi video file, 

i.e., 

mpeg-7:height rdfs:domain mpeg-7:Frame . 
<http://example.com/lifeofpi.mp4#t=
smpte:01:14:40:03> mpeg-7:height  
"1620"^^xsd:positiveInteger . 

and using the OWL 2 reasoning rules for axioms about 

properties, it can be automatically inferred that this temporal 

video segment corresponds to a video frame, formally, 

<http://example.com/lifeofpi.mp4#t=smpte:01:
14:40:03> a mpeg-7:Frame . 

which was not explicitly stated. Considering that these con-

cepts and roles are not defined in the other MPEG-7-aligned 

ontologies, and therefore their reasoning potential would be 

inadequate for this scenario, it can be confirmed that the 

MPEG-7 Ontology suggested by the presented approach is 

the best choice. 

V.  CONCLUSION 

Based on the comprehensive review of the state of the art, an 

approach has been proposed to determine the list of DL-

based multimedia ontologies to be used for the annotation of 

video scenes while taking into account all major aspects of 

ontology implementation. Some of these correspond to core 

requirements all selected ontologies have to meet, such as 

high-quality conceptualization and having a stable name-

space. For others, such as spatiotemporal annotation sup-

port, it may be adequate if at least one of the ontologies 

qualifies. Some video scenes do not require fuzzy concepts. 

The integration of multimedia ontologies using the proposed 

approach can not only guide through selecting the most ap-

propriate ontologies to obtain the formalism needed to de-

scribe a particular video scene, but also ensures standards 

alignment, avoids overgeneralization, eliminates overlap-

ping definitions, and optimizes reasoning complexity. 
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Abstract—The paper uses machine learning methods to deal
with the problem of reducing the cost of applying mutation
testing. A method of classifying mutants of a program using
structural similarity is proposed. To calculate such a similarity
each mutant is firstly converted into a hierarchical graph, which
represents the mutant’s control flow, variables and conditions.
Then using such a graph form graph kernels are introduced to
calculate similarity among mutants.The classification algorithm
is then applied for prediction. This approach helps to lower the
number of mutants which have to be executed. An experimental
validation of this approach is also presented.

I. INTRODUCTION

A
RTIFICIAL intelligence has a long history and has been

successfully applied in different domains. While the

use of artificial intelligence methods in medical applications,

image processing or even art has been widely accepted, the

domain of software engineering has taken longer to start

using such methods. As they are faced with a complex task

of designing, building and testing systems at large scales,

software engineers have started to adopt and use many of the

practical algorithms and techniques that have been proposed

by the AI community. AI algorithms are well suited to such

complex software engineering problems, as they are designed

to deal with one of the most demanding challenges of all; the

replication of intelligent behavior. In particular in software

engineering community three areas of AI are mostly used.

The first one can be described as based on computational

search and optimization techniques (the field known as Search

Based Software Engineering (SBSE). In SBSE based approach,

the aim is to re-formulate software engineering problems as

optimization problems that can then be dealt with by using

search algorithms. This approach has been widely used with

applications from requirements and design to to maintenance

and testing [1], [2].

The other two are related to fuzzy and probabilistic methods

for reasoning in the presence of uncertainty and methods

using classification, learning and prediction algorithms. In

classification and prediction research there has been great

interest in modeling and predicting software production costs

as part of project planning. A wide variety of traditional

machine learning techniques such as artificial neural networks,

cased based reasoning and rule induction have been used for

example in software project prediction, and defect prediction

[3].

The paper presents a continuation of an ongoing research

on using methods of machine learning to reduce the costs

of applying mutation testing [4], [5]. Mutation testing [6] is a

recognized software testing technique used to support selection

of tests [7], [8]. It provides means and an adequacy measure to

assess the quality of the tests and thus it helps to obtain a suite

of tests being adequate to provide dependable testing results.

Testing results are one of the main sources of information used

to establish the degree to which a developed system meets

certain requirements and to decide whether the system is ready

to be deployed or should undergo further improvements.

The concept behind mutation testing is fairly simple, yet

it yields useful results. The assessment of the tests quality is

carried out by checking their ability to detect faulty versions

of a tested system [6]. The faulty versions (called mutants)

are generated from the original version of the system (usually

its source code or model) by inserting into a copy of the

original system small syntactic changes, one per mutant, and

then executed with the tests under assessment. When results

of executing a mutant differs from results of executing the

original system for at least one test from the assessed suite

the mutant is considered to be killed by the test otherwise it

stays alive. The ratio of mutants detected (killed) by the tests

to the total number of the generated mutants (called a mutation

score) is considered to be the most reliable measurement of

the tests adequacy [6]. Presence of alive mutants, if they are

not equivalent mutants [8], indicate inadequacy of the assessed

suite that should be dealt with to increase its quality.

Mutation testing is the most reliable test assessment tech-

nique [7], but unfortunately its application can be very time

consuming [8]. The main reason of the problem is a large

number of mutants that are typically generated and executed.

The approaches presented in [5] and in this paper focus on

providing some solution to the problem.

In this paper a classification based approach is proposed

as a tool to lower the cost of software testing with the use

of mutation testing by limiting the number of times a test

suite has to be executed. The approach proposed is based

on the structural similarity of mutants. To calculate such a
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similarity each mutant is firstly converted into a hierarchical

graph, which represents the mutant’s control flow, variables

and conditions. Then using such a graph form graph kernels

are introduced to calculate similarity among mutants. The

kernels are then used in predicting whether test suite, provided

for the program, would detect (kill) a given mutant or not.

The classification algorithm is then applied for prediction This

approach helps to lower the number of mutants which have

to be executed. Moreover, as the similarity calculations have

to be done only once for a given set of mutants, they can be

used for any new test suite developed for the same system.

An experimental validation of this approach is also presented

in this paper. An example of a program used in experiments

is described and the results obtained, especially classification

errors, are presented.

II. RELATED WORK

Mutation testing was originally introduced to assess tests

ability to detect faults in programs [6], but with the time

its application area has expanded. It is currently used at

both, implementation and model level, to assess the quality

of existing test suites, to improve such suites or to generate

new ones [9], [10], [11], [12], [14], [15], [16]. Mutation testing

provides a very reliable measurement of a test quality [7]. The

effectiveness of the technique can be partially attributed to

the systematic and unbiased way of generating the mutants

by applying so called mutation operators [6]. The mutation

operators controlling the mutants generation process are rules

that specify syntactic changes that can be introduces into

the mutated artifact and the elements that can be changed,

so that the mutants are executable. However, the number of

mutants generated by applying such mutation operators can

be very large and thus their generation and execution can take

a huge amount of time. Several costs reductions techniques

have been proposed so far. They can be roughly divided into

two groups: approaches targeting the mutants generation phase

(selective mutations [17]) and approaches targeting the mutants

execution phase (e.g. mutant sampling [21], mutant clustering

[20], [19] or parallel processing [18]). A short surveys of costs

reduction approaches can be found in [8].

The approach presented in this paper belong to the second

group and shares some similarities with mutant sampling

and mutant clustering. The mutant sampling, as proposed

by Acree [21] and Budd [22], consists in generating all

mutants and executing only their randomly selected subset.

However, random selection may decrease the reliability of

test assessment results. More sophisticated approaches using

clustering algorithms were proposed by Hussain [19] and Ji

at. all [20]. Ji at. all [20] proposed to weight mutants using a

domain specific analysis, divide them into groups basing on the

weighting results and then execute only some mutants being

representative for the groups. Hussain [19] applied clustering

algorithms to group mutants accordingly to their detectablity

and used the results to minimize a suite of tests.

In our approach the mutants are also first generated, and

then their fraction is selected to be a training group. Only

mutants belonging to the training group are executed. The

detectability of the remaining mutants is predicted basing on

their similarity to mutants from a training group.

As in our approach the mutants are represented by graphs

to calculate the similarity among them some form of graph

based measure must be used. The problem of graph similarity

has already been the subject of research in various contexts. In

the current literature three major approaches can be observed.

One of the approaches uses mainly standard graph algo-

rithms, like finding a maximal subgraph or, in more recent

years, mining for frequently occurring subgraphs. The ap-

proach based on frequent pattern mining in graph analysis has

been researched mainly within the context of bioinformatics

and chemistry [25], [26], [27], [28]. The main problem with

this approach results from a huge number of frequent substruc-

tures often found what leads to high computational costs.

Other approach is based on transforming graphs into vectors.

This is done by finding some descriptive features in graphs and

enumerating them. A lot of research using this method, called

vector space embedding of graphs, have been done by Bunke

and Riesen [29], [30]. The main benefit of such transformation

of a graph into a vector is the possibility to use standard

statistical learning algorithms. This approach suffers from the

difficulty in finding appropriate features in graphs and then in

enumerating them. It often causes problems similar to those

in frequent pattern mining. Nevertheless, this approach has

successfully been applied in many domain [29].

Finally the use of the theory of positive defined kernels and

kernel methods [29] was proposed, among others, by Kashima

and Gartner [32], [33]. A lot of research is available on the

defining and use of kernels for structured data, including tree

and graph kernels [32], [33], [34], [35], for example the tree

kernels proposed by Collins and Duffy [34] that were applied

in natural language processing.

Considering graphs we have several choices of different

kernels proposed so far. One of them is the so called all

subgraph kernel which requires enumerating all subgraphs of

given graphs and the calculating the number of isomorphic

ones. This kernel is known to be NP-hard [32]. An interesting

group of graph kernels consists of different variants of kernels

based on computing random walks on compared graphs. This

group includes the product graph kernel [30] and the marginal-

ized kernels [33]. These kernels are computable in polynomial

time (O(n6) [30]).

Many of the graphs kernels are based on the so called

convolution kernels proposed by Haussler [37]. The main idea

of these kernels is to use the number of substructures of any

structured object. This approach was extended by Shin et al

[38], who proposed a mapping kernel for tree data.

Currently the main research focus in kernels is on improving

the performance of the kernel algorithms for simple graphs,

mainly in bioinformatics. This paper on the other hand is

focused on the application of kernel methods in software

testing domain.
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III. KERNEL METHODS FOR STRUCTURED DATA

Many of machine learning algorithms require the input data

to be in a vector or matrix format. It is usually assumed

that there is a number of features that can describe a given

problem.In case of classification problems the data for would

contain vectors of values for all the features and a correct

output value. The input can then be divided into training and

test sets used to find the model describing the problem. Un-

fortunately it is not always easy to represent a given problem

in vector format without loosing some internal relationships

within the data. There are situations when some form of

structured representation fits better then a numerical, vector

based data, yet we still would like to use machine learning

algorithms for this problems.

One of the structure that is becoming more and more

important is a graph. There is a wide acceptance of the fact

that it is important to represent some internal relationships in

data in a form of graphs, yet using machine learning approach

in problems where data has a graph representation is rather

limited.

There has been research on transforming graphs into vectors

by finding some descriptive features in graphs and enumerating

them. This approach has been carried out for example by

Bunke and Riesen [29], [30]. The obvious benefit of trans-

forming a graph into a vector is the possibility to use standard

statistical learning algorithms.

Another approach, which allows for the direct use of

structured data is based on the application of kernel methods.

In order to apply kernel methods to structured data objects,

firstly a kernel function between two structured objects must

be defined. However, defining a kernel function is not an easy

task, because it must be designed to be positive semi-definite,

and some ad hoc similarity functions are not always positive

semi-definite.

A. Kernel methods for graph data

In order to use kernel methods for non-vector data a so

called kernel trick is often used. It consists in mapping

elements from a set A into an inner product space S (with

a natural norm), without having to compute the mapping, i.e.

in case of graphs they do not have to be mapped into some

objects in target space S, but only the way of calculating the

inner product in that space is needed. The results of the linear

classification algorithm in target space are then equivalent

with classifications in source space A. To be able to use this

approach and avoid actual mapping the learning algorithms

which need only inner products between the elements (vectors)

in target space are used. Moreover, the mapping has to be

defined in such a way that these inner products can be

computed on the objects in the source t space by means of

a kernel function. To use classification algorithms a kernel

matrix K must be positive semi-definite (PSD) [32], although

there are empirical results showing that some non PSD kernels

may still do reasonably well, if only they well approximate the

intuitive perception of similarity among given objects.

In case of graph data the first kernel was based on compar-

ing all subgraphs of two graphs and then the value of such

a kernel was calculated as the number of identical subgraphs.

This is a very good similarity measure but enumerating all

subgraphs has a high cost. Another approach proposed by

Kashima et all. [33] uses kernel on sequences of labels of

nodes and edges along each path. It is defined as a product

of subsequent edge and node kernels. Computing this kernel

requires summing over an infinite number of paths but it can

be done efficiently by using the product graph and matrix

inversion [32].

A more general approach was proposed by Haussler in the

form of convolution kernels [37], which are a generic method

for different types of structured data, not specific to graph data.

This approach is based on the fact that any structured object

can be decomposed into components, then kernels can be

defined for those components and the final kernel is calculated

over all possible decompositions.

Let X be the space of all possible structures in a given

problem. Formally, for any two points x, y, from the space X ,

a convolution kernel is defined by equation 1 :

K(x, y) =
∑

(x′,x)∈R

∑

(y′,y)∈R

k(x′, y′), (1)

where R ⊆ X ′×X is a decomposition relation and k is a base

kernel. Haussler [37] proved that if k is positive semi-definite

then also K is positive semi-definite.

By defining X ′
x as a set {x′ ∈ X ′|(x′, x) ∈ R} the equation

1 can be reformulated into equation 2 :

K(x, y) =
∑

(x′,y′)∈X′
x×Y ′

y

k(x′, y′). (2)

B. Mapping kernels

Looking at the equation above it can be observed that the

main problem with this approach is that the kernel has to be

computed over the whole cross product of X ′
x × Y ′

y . To deal

with this problem a so called mapping kernel was introduced

by Shin et al.[38]. It has been successfully used for trees and

it allows to limit the calculations to the subset of the cross

product. This subset is defined as Mx,y ⊂ X ′
x × Y ′

y . Then,

the mapping kernel is defined by equation 3:

K(x, y) =
∑

(x′,y′)∈Mx,y

k(x′, y′). (3)

It has to bo noticed, however, that while for the convolution

kernel if k is PSD then K is always PSD, in case of the

mapping kernel for K to be PSD k has to be PSD and M
has to be transitive [36]. Thus the deciding factor here is the

choice of the mapping system M .

IV. STRUCTURAL REPRESENTATION OF PROGRAMS

Programs are usually graphically represented in a form of

a so called control flow diagram (CFD). An example of a

CFD is depicted in Fig. 1 (It was obtained from a Java source
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a)                                                                             b)

Fig. 1. Examples of control flow diagrams for program from Fig. 2a showing a) internal elements of an expression and b) of a condition

code by an Eclipse plug-in). In the figure it can be observed

that it labels the nodes representing expressions with the

term "expression" and the actual expression is only available

as an attribute (Fig. 1a). Also loops are labelled only by

conditions without information on the loop type; this data

is also only available as attributes (Fig. 1b). Moreover this

attribute contains the whole expressions, and thus it cannot

be directly used to compare programs, as for that reason we

need to compare each element of any expression or condition

separately. However, this information can be parsed to obtain a

structural representation better suited for comparing programs.

A. Hierarchical graphs

In this paper we propose to use a so called hierarchical

control flow graph (HCFG), which is a combination of CFD

and hierarchical graphs [40], [4]. Such a graph adds a level of

hierarchy to the traditional control flow diagram. As a result

it facilitates the representation of each element of a method in

a single node. Such a structural representation is much more

adequate for comparing.

In Fig. 2b an example of such a hierarchical control flow

graph (HCFG) is depicted. This graph represents a method

search(...) presented in Fig. 2a. It can be noticed that each

non-hierarchical node (i.e. a node that does not contain child

nodes) represents the most basic elements of a program, such

as variables, constants, operators. Hierarchical nodes, on the

other hand, represent expressions or composed statements

such as conditions or loops. The hierarchical nodes not only

simplify the representationę but also reflect the context in

which the basic elements are placed within the program. Edges

of the graph represent flow of control between nodes, both

hierarchical and non-hierarchical as well as internal structure

of expressions.

A hierarchical graph consists of nodes and edges, that can

be labeled and attributed. As opposed to simple graphs, nodes

in hierarchical graph can contain other nodes. More formally,

let RV and RE denote the sets of node and edge labels,

respectively and ǫ be a special symbol used for unlabelled

edges. The set RV consists of the set of all possible keywords,

names of variables, operators, numbers and some additional

grouping labels (like for example declare or array shown in

Fig. 2b. The set of edge labels RE contains Y and N . Then

a hierarchical control flow graph is defined formally in the

following way:

Definition 1: A labelled hierarchical control flow graph

HCFG is a 5-tuple (V,E, ξV , ξE , ch) where:

1) V is a set of nodes,

2) E is a set of edges, E ⊂ V × V ,

3) ξV : V → RV is a function assigning labels to nodes,

4) ξE : E → RE ∪ {ǫ} is a function assigning labels to

edges,

5) ch : V → P (V ) is a function, which assigns to each

node a set of its children, i.e. nodes directly nested in

v.

As in further consideration an access to a node of which

a given node is a child may be needed we have to formally

define such a node- called a parent. Let ch(v) denotes the

set of children of v, and |ch(v)| the size of this set. Let par
be a function assigning to each node its parent (i.e. a direct

ancestor) and let λ be a special empty symbol (different from

ǫ), par : V → V ∪ {λ}, such that par(v) = w if v ∈ ch(w)
and λ otherwise.
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public int search(int v)
{

int i;
for(i=0;i<size;i=i+1)

if(values[i]==v)
return i;

return -1;
}

a)                                                                                 b)

Fig. 2. a) Source code of a part of the example program b) a hierarchical flow graph for this source code

B. Kernel methods for programs

In this paper new kernel functions, based on the convolution

kernel [37] and on mapping kernel template proposed by Shin

et al ([38]) are introduced for hierarchical control flow graphs.

These kernels are based on the decomposition of a HCFG

into substructure composed of a node, its parent, the set of

its children and all its first level neighbors. For the kernel

calculations the label of a given node, number and labels

of its children (and thus its internal complexity), the label

of its parent (and thus its position within the structure of

the program), the number and labels of edges connecting

this node with its neighborhood nodes (both incoming and

outgoing edges are taken into account) and the labels of the

neighboring nodes are taken into account. This kernel uses

two node kernels, an edge kernel and a tree kernel as base

kernels. The way the node and edge kernels are defined is

presented below. The tree kernel, used within the node kernel

to compare expression trees, is a standard one [36].

The first node kernel is a binary kernel and is used for a

simple comparison of two nodes on the basis of the identity

of their labels.

Definition 2: A binary node kernel, denoted knode(vi, vj),
where vi, and vj are nodes of a hierarchical control flow graph,

is defined in the following way:

knode(vi, vj) =

{
1 : ξV (vi) = ξV (ej)
0 : ξV (vi) 6= ξV (ej).

The second node kernel uses the hierarchical structure of

some nodes and is denoted kV (v, w), where v, and w are

nodes of a hierarchical control flow graph.

Definition 3: A node kernel, denoted kV (v, w), where v,

and w are nodes of a hierarchical control flow graph, is defined

in the following way:

kV (v, w) =

{
KT (ch(v), ch(w)) : ξV (v) = ξV (w)
0 : ξV (v) 6= ξV (w).

It can be observed that if the nodes have children, thus

containing an expression trees, a tree kernel KT is used to

compute the actual similarity. For nodes having different labels

the kernel returns 0.

Definition 4: An edge kernel, denoted kE(ei, ej), where ei,
and ej are edges of a hierarchical flow graph, is defined in the

following way:

kE(ei, ej) =

{
1 : ξE(ei) = ξE(ej)
0 : ξE(ei) 6= ξE(ej).

C. Decomposition kernel for HCFGs

On the basis of the above kernels a similarity for HCFG is

computed by a decomposition kernel denoted KKer2HCFG.

Definition 5:

KKer2HCFG(Gi, Gj) =

m∑

i=1

n∑

j=1

KS(Si, Sj), (4)
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where m and n are the numbers of nodes in each graph and

KS(Si, Sj) = kV (vi, vj) + knode(par(vi), par(vj))

+
∑

wi∈Nb(vi)

∑

wj∈Nb(vj)

kedge((vi, wi), (vj , wj))knode(wi, wj),

(5)

where each Si is a substructure of Gi centered around node

vi and consisting of this node, its parent par(vi), and its

neighbourhood Nb(vi) (containing nodes and edges linking

them with vi).
The kernel defined by equation (4) is a modification of the

one proposed in [4], [41], as it uses a binary node kernel given

by definition 2 to compare the neighbouring nodes rather than

the more complex kV kernel which was previously used. It

lowers the number of times a tree kernel is computed and

does not affect the accuracy of the classification.

D. Mapping kernels for HCFGs

The above kernel has to compute the substructure kernel

over all possible combinations of substructures but a mapping

kernel can limit the number of this calculation by taking into

account only those pairs of substructures which belong to the

mapping M. In this paper two mappings are proposed.

The first one is relatively straightforward; two substructures

Si of G1 and Sj of G2 belong to mapping only if the labels

of the nodes around which they are centered (i.e. vi ∈ VG1

and vj ∈ VG2 , respectively), have identical labels. Thus M1 =
{(Si, Sj)|ξV (vi) = ξV (vj)}. Such a mapping is transitive, as

it is based on the equality of labels.

Definition 6:

KMap1HCFG(Gi, Gj) =
∑

(Si,Sj)∈M

KS(Si, Sj), (6)

where KS(Si, Sj) is defined as above.

For the second mapping we take into account the position

of a given node within the structure of the hierarchical control

flow graph. This can be done by taking into account the

label of a given node and the label of its parent. Then the

mapping M2 = {(Si, Sj)|ξV (vi) = ξV (vj) ∧ ξV (par(vi)) =
ξV (par(vj)). As this mapping is also defined on the basis of

the equality relation it is also transitive. The second mapping

kernel is defined in the following way:

Definition 7:

KMap2HCFG(Gi, Gj) =
∑

(Si,Sj)∈M2

KS(Si, Sj), (7)

where KS(Si, Sj) is defined as above.

V. EXPERIMENTS AND RESULTS

A. Data Preparation

The experiment was carried out on two simple, but rep-

resentative example programs. Both examples are modified

versions of benchmarks commonly used in mutation testing

related research [23], [24], [42], [43]. A part of one of the

example programs is shown in Fig. 2a. The following two

steps were performed for each example:

• generation of mutants

• generation of hierarchical control flow graphs for the

mutants

All mutants were generated by muJava tool [39]. For the first

example the tool generated 38 mutants, and for the second

one - 67 mutants. The tool uses a set of traditional and

object-oriented mutation operators [39], [44]. The traditional

mutation operators usually modify expressions by replacing,

inserting or deleting arithmetical, logical or relational opera-

tors or some parts of expressions. Mutation operators related

to object-oriented features of Java implemented into the tool

refer to the object-oriented features such as encapsulation,

inheritance, polymorphism and overloading.

Examples of mutants generated for the method search(...),
depicted in 2a are shown in Figs. 3a and b. The one depicted

in Fig. 3a is an example of applying a Relational Operator

Replacement (ROR), that in this case replaced the condition

values[i] == v within the if instruction by false. The

mutant in Fig. 3b is an example of using an Arithmetic

Operator Insertion (AOI). Here the short-cut operator −−
was inserted into variable i in a return statement. In Figs.

4a and b the hierarchical control flow graphs for the above

mutants are depicted. It can be observed in Fig. 4a that the

subtree representing the condition within the if instruction

was replaced by a single node labeled with value false.

The HCFG representation of the second mutant (in Fig. 4b)

differs from the graph representation of the original by the

replacement of a single node labelled i, inside the node

representing one of the return statements, by the subtree

representing the expression −− i.

The experimental data includes also test suites. For the first

example three test suites were provided and for the second

example (more complex one) - five test suites were used.

B. Classification results

The k−NN classification algorithm was used on mutants

generated for the two examples. Previously graph edit distance

and a distance computed from simple HCFG kernel were used

in this algorithm [4]. In this paper distances are computed from

the three new kernels described in sections IV-C and IV-D. (De-

noted as Ker2HCFG - defined by equation 4 and Map1HCFG

and Map2HCFG - by equations 6 and 7, respectively).

In the experiments for the first example all three test suites

provided were used. The set of mutants was divided into three

parts of similar size, the first was used as a training set and

the remaining two as instances to classify. The division of

mutants was guided by the type of mutation operators used

to obtain particular mutants. That is each set was generated

in such a way that it consisted of mutants generated by all

operators. Moreover the proportion of mutants generated by

a given operator in each set was related to the proportion of

such mutants in the full set. The process of dividing the set of

mutants was repeated five times resulting in obtaining different
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public int search(int v)
{

int i;
for(i=0;i<size;i=i+1)

if(false)
return i;

return -1;
}

a)                                                                                 b)

public int search(int v)
{

int i;
for(i=0;i<size;i=i+1)

if(values[i]==v)
return --i;

return -1;
}

Fig. 3. An example of a) the ROR mutant and b) one of the AOI mutants of the method from Fig. 2a

a)                                                                                                b)

Fig. 4. Examples of flow graphs a) a graph for ROR mutant from Fig. 3a, b) a flow graph for AOI mutant from Fig. 3b

partitions of this set and the classification results obtained were

averaged.

Table I presents the results obtained for this example using

all three kernels introduced in this paper, and compares them to

results obtained with edit distance (from [4], [41]). Parameter

k for k−NN was, after some experimental tuning, set to 5 for

all experiments. In the first column of the table the percentage

of instances classified correctly, i.e. classification accuracy,

is shown. The percentage of mutants classified incorrectly

is given separately for those classified as detectable, while

actually they are not (column labelled incorrect killed) and

for those classified as not detected, while they actually are

detected by a given test suite (column labelled incorrect not

killed). Separating these two values was done because of the

meaning of these misclassifications. Misclassifying a mutant

not to be detected may lead to overtesting, while the misclassi-

fication of the second type is potentially more dangerous as it

can result in missing some faulty code. Especially, taking into

account that the results are to be used to evaluate the quality

of test suites provided for the application. Thus incorrectly

classifying a mutant as not detected leads to giving a test suite

lower score than actual one, why the second misclassification

leads to overvaluation of a given test suite.

As it can be observed in table I the classification performed
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TABLE I
THE CLASSIFICATION OF MUTANTS OF EXAMPLE 1

method correct incorrect killed incorrect not killed

TS 1

GED 65.2% 13.06% 21.74%
Ker2HCFG 76.1% 5.3% 18.6%
Map1HCFG 79.2% 4.2% 16.6%
Map2HCFG 84.5% 3.1% 12.4%

TS 2

GED 78.25% 8.5% 13.25%
Ker2HCFG 84.9% 5.8% 9.3%
Map1HCFG 87.6% 5.1% 7.3%
Map2HCFG 91.3% 5.2% 3.5%

TS 3

GED 82.6% 8.7% 8.7%
Ker2HCFG 83.1% 4.5% 12.4%
Map1HCFG 86.4% 4.1% 9.5%
Map2HCFG 89.8% 3.8% 6.4%

TABLE II
THE CLASSIFICATION OF MUTANTS OF EXAMPLE 2

method correct incorrect killed incorrect not killed

TS 1

GED 75.7% 12.1% 12.2%
Ker2HCFG 79.3% 7.1% 13.6%
Map1HCFG 82.4% 5.5% 12.1%
Map2HCFG 86.1% 4.5% 9.4%

TS 2

GED 73.4% 6.5% 20.1%
Ker2HCFG 79.1% 5.3% 15.6%
Map1HCFG 79.2% 4.8% 16.0%
Map2HCFG 82.5% 4.5% 13.0%

TS 3

GED 60.5% 26.2% 16.3%
Ker2HCFG 61.2% 23.7% 15.1%
Map1HCFG 70.2% 18.4% 11.4%
Map2HCFG 73.8% 16.1% 10.1%

TS 4

GED 78.2% 10.3% 11.5%
Ker2HCFG 84.5% 4.25% 11.25%
Map1HCFG 88.6% 3.5% 7.9%
Map2HCFG 92.1% 3.1% 4.8%

TS 5

GED 76.4% 11.3% 12.3%
Ker2HCFG 79.6% 8.2% 12.2%
Map1HCFG 83.3% 7.6% 9.1%
Map2HCFG 88.2% 5.0% 6.8%

reasonably well for all test suites. All three new kernels pro-

posed in this paper gave better classification results than results

obtained by using graph edit distance. It can be explained by

the fact that graph edit distance captures only the structural

difference in a graph i.e. it takes into account only a change

but not the location of this change. For example the mutant

shown in Fig. 4b, where variable i was replaced by − − i,
what resulted in replacing a node be a subtree, and another

one, in which variable i in different location undergone the

same change would result in identical graph edit distance from

other mutants. In the domain of mutation testing the location

of the change is as important as the kind of change itself.

The results obtained by the use of the decomposition kernel

(Ker2HCFG) and the first mapping kernel (Map1HCFG)

are similar in case of classification accuracy, but the mapping

kernel results in a bit smaller number of mutants incorrectly

predicted to be detected. But the most important difference

between these two kernels is related to the number of kernel

calculations which have to be performed. In case of the

decomposition kernel it is calculated for each node of each

control flow graph, while in case of mapping kernel it is

limited to a small subset of the nodes. While the actual number

of the calculations can not be estimated, as it depends on

the program structure, in typical program no given element

or construction should constitute more than several percent of

all the elements of the program.

The second mapping kernel (Map2HCFG) shows improve-

ment over both previous kernels. It can be explained by the

observation concerning the nature of the mutants. Mutant ob-

tained by the introduction of a particular change in a particular

location is not necessarily detectable by the same test as the

mutant obtained by the introduction of the identical change

in different location. The second mapping system contains

substructures centered around nodes not only representing

identical constructs, but also located within nodes representing

identical elements, thus the results obtained for this kernel are

more accurate. Moreover, as it takes into account less pairs of

the substructures the number of calculations decreases further.

In the second example five test suites were used and the

set was divided into four parts of similar size, because of the

higher number of mutants. The process of dividing the set of

mutants was carried out according to the same criteria as in

the first example. And the classification was done in the same

way.

Table II presents the results obtained for this example. It

may be observed that the results follow similar pattern as for
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the first example. It can be noticed that the results for TS 3

were visibly worse than for other suites. Closer inspection

seems to suggest that this results from the fact that TS 3

detects only 22 out of 87 mutants and there may occur an over-

representation of detectable mutants in the training set thus

leading to incorrectly classifying many mutants as detectable.

C. Using the results

Typical use of classification results is predicting the class

membership of new elements, in this case new mutants. While

it of course would be possible to generate new mutants for a

given program and predict whether they would be killed by a

given test suite the typical scenario here is different. After the

classification is finished for each mutant not in the training set

its k nearest neighbours are stored. Then, when a new test suite

for the program is provided its needs to be run only against the

mutants belonging to the training set, the detectability of the

other mutants is decided on the basis of the stored neighbours.

VI. CONCLUSIONS AND FUTURE WORK

The research presented in this paper deals with the problem

of reducing the number of mutants to be executed and thus

reducing the cost of applying mutation testing by using the

classification algorithm. In contrast to other mutant reduction

approaches, which are based on some programming language

related knowledge, this approach limits the number of mutants

to be executed in a dynamic way i.e. depending on the

structure of the program for which the mutants were generated.

The application of the mapping kernel template allowed

for comparing control flow graphs with better use of the

knowledge of the nature of the mutants and at the same time

significantly reduce the number of elements to be compared,

thus reducing the time required to compute the similarity of

programs.

The results of the classification allow to assess new test

suites. During the application building process it is common

that tests suites are iteratively updated. Each newly updated

test suite has to be assessed to check if it fault detection

ability is improved. Thus having to run each new test suite

only on a fraction of all mutants significantly reduces the time

a developer needs to provide a high quality test suite for an

application.

Although the results are satisfactory and allow for using

this method in practice there are several possible directions

for future research on using classification in mutation testing.

One of them is related to better use of the knowledge of the

way tests are executed. When a test is executed it follows

one of many possible paths within the program flow. Using

this fact in the way a training set of mutants is selected

could possibly improve the classification. This information

could also be incorporating into the way the substructures

in the kernel function are defined, for example limiting the

neighbourhood of the node taken into account only to the

nodes on the same path.

Another possible improvement could be based on replacing

an arbitral choice of k by a more flexible approach such as

the one proposed in [45]. Future research are also planned

to involve trying to define a set of features allowing for the

description of programs in a vector form. Such a representation

would allow for the use of non-kernel based classifiers.
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Abstract—Deep neural networks enjoy high interest and have
become the state-of-art methods in many fields of machine
learning recently. Still, there is no easy way for a choice of
network architecture. However, the choice of architecture can
significantly influence the network performance.

This work is the first step towards an automatic architecture
design. We propose a genetic algorithm for an optimization of a
network architecture. The algorithm is inspired by and designed
directly for the Keras library [1] that is one of the most common
implementations of deep neural networks.

The target application is the prediction of air pollution based
on sensor measurements. The proposed algorithm is evaluated
on experiments on sensor data and compared to several fixed
architectures and support vector regression.

I. INTRODUCTION

DEEP neural networks (DNN) architectures have become
the state-of-art methods in many fields of machine learn-

ing in recent years [2], [3].
While the learning of weights of the deep neural network is

done by algorithms based on the stochastic gradient descent,
the choice of architecture, including a number and sizes of
layers, and a type of activation function, is done manually by
the user. However, the architecture has an important impact
on the performance of the DNN. Some kind of expertise is
needed, and usually a trial and error method is used in practice.

In this work we exploit a fully automatic design of deep
neural networks. We investigate the use of genetic algorithms
for evolution of a DNN architecture. There are not many
studies on evolution of DNN since such approach has very
high computational requirements. To keep the search space
as small as possible, we simplify our model focusing on
implementation of DNN in the Keras library [1] that is a
widely used tool for practical applications of DNNs.

As a target application, we use a real dataset from the area
of sensor networks for air pollution monitoring. We work with
data from De Vito et al [4], [5].

The paper is organized as follows. Section II brings an
overview of related work. Section III briefly describes the
main ideas of our approach. In Section IV our algorithm
GAKeras is described. Section V summarizes the results of
our experiments. Finally, Section VI brings conclusion.

II. RELATED WORK

There were quite many attempts on architecture optimiza-
tion via evolutionary process (e.g. [6], [7]) in previous decades.

Successful evolutionary techniques evolving the structure of
feed-forward and recurrent neural networks include NEAT [8],
HyperNEAT [9] and CoSyNE [10] algorithms.

On the other hand, studies dealing with evolution of deep
neural networks and convolutional networks started to emerge
only very recently. They usually focus only on parts of network
design, due to limited computational resources. The training
of one DNN usually requires hours or days of computing time,
quite often utilizing GPU processors for speedup. Naturally,
the evolutionary techniques requiring thousands of training
trials were not considered a feasible choice. Nevertheless,
there are several approaches to reduce the overall complexity
of neuroevolution for DNN and provide useful and scalable
algorithms.

For example, in [11] CMA-ES is used to optimize hyper-
parameters of DNNs. In [12] the unsupervised convolutional
networks for vision-based reinforcement learning are studied,
the structure of CNN is held fixed and only a small recurrent
controller is evolved. However, the recent paper [13] presents
a simple distributed evolutionary strategy that is used to train
relatively large recurrent network with competitive results on
reinforcement learning tasks.

In [14] automated method for optimizing deep learning
architectures through evolution is proposed, extending existing
neuroevolution methods. Authors of [15] sketch a genetic
approach for evolving a deep autoencoder network enhancing
the sparsity of the synapses by means of special operators.
Finally, the paper [16] presents two version of an evolutionary
and co-evolutionary algorithm for design of DNN with various
transfer functions.

III. OUR APPROACH

The main idea of our approach is to keep the search space
as small as possible. Therefore only architecture is a subject to
evolution, the weights are learnt by gradient based technique.

Further, the architecture specification is simplified. It di-
rectly follows the implementation of DNN in Keras library,
where networks are defined layer by layer, each layer fully
connected with the next layer. A layer is specified by number
of neurons, type of an activation function (all neurons in one
layer have the same type of an activation function), and type
of regularization (such as dropout).
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IV. GENETIC ALGORITHM FOR KERAS ARCHITECTURES

Genetic algorithms (GA) [17], [18] represent a robust
optimization technique. They work with the population of
feasible solutions represented by individuals. Each individual
is associated with fitness value that evaluates its quality. New
generations are created iteratively by means of GA operators
selection, crossover and mutation.

Individuals are coding feed-forward neural networks imple-
mented as Keras model Sequential. The model implemented
as Sequential is built layer by layer, similarly an individual
consists of blocks representing individual layers.

I = ([size1, dropi, act1]1, . . . , [sizeH , dropH , actH ]H),

where H is the number of hidden layers, sizei is
the number of neurons in corresponding layer that is
dense (fully connected) layer, dropi is the dropout
rate (zero value represents no dropout), and acti ∈
{relu, tanh, sigmoid, hardsigmoid, linear} stands for ac-
tivation function.

The operator crossover combines two parent individuals and
produces two offspring individuals. It is implemented as one-
point crossover, where the cross-point is on a border of block.

The operator mutation brings random changes to the in-
dividual. Each time an individual is mutated, one of the
following mutation operators is randomly chosen:

• mutateLayer - introduces random changes to one ran-
domly selected layer. One of the following operation
is randomly chosen: changeLayerSize (the number of
neurons is changed; either one neuron is added, one
neuron is deleted, or completely new layer size is gen-
erated), changeDropOut (the dropout rate is changed),
changeActivation (the activation function is changed),
changeAll (the whole block is discarded and new one
is randomly initialized).

• addLayer - one randomly generated block is inserted at
random position.

• delLayer - one randomly selected block is deleted.
Fitness function should reflect the quality of the network

represented by an individual. To assess the generalization
ability of the network represented by an individual we use
a crossvalidation error. The lower the crossvalidation error,
the higher the fitness of the individual. Classical k-fold cross-
validation is used and the mean squared error is used as an
error function.

The tournament selection is used, i.e. each turn of the
tournament k individuals are selected at random and the one
with the highest fitness, in our case the one with the lowest
crossvalidation error, is selected.

Our implementation of the proposed GAKeras algorithm is
available at [19].

V. EXPERIMENTS

A. Data Set

The dataset used for our experiments consists of real-world
data from the application area of sensor networks for air

pollution monitoring. The data contain measurements of gas
multi-sensor MOX array devices recording concentrations of
several gas pollutants. There are altogether 5 sensors as inputs
and 5 target output values representing concentrations of CO,
NO2, NOx, C6H6, and NMHC.

In the first experiment, the whole time period is divided into
five intervals. Then, only one interval is used for training, the
rest is utilized for testing. We considered five different choices
of the training part selection. This task may be quite difficult,
since the prediction is performed also in different parts of the
year than the learning.

In the second experiments, the data are shuffled randomly
and one third is used for testing and the rest for training.

Table I brings overview of data sets sizes. All tasks have 8
input values (five sensors, temperature, absolute and relative
humidity) and 1 output (predicted value). All values are
normalized between 〈0, 1〉.

TABLE I
OVERVIEW OF DATA SETS SIZES.

First experiment Second experiment
Task train set test set train set test set
CO 1469 5875 4896 2448
NO2 1479 5914 4929 2464
NOx 1480 5916 4931 2465
C6H6 1799 7192 5994 2997
NMHC 178 709 592 295

B. Parameter Setup

The GAKeras algorithm was run for 100 iterations for each
data set, with the population of 30 individuals.

During fitness function evaluation the network weights are
trained by RMSprop for 500 epochs. For fitness evaluation, the
crossvalidation error is computed. When the best individual is
obtained, the corresponding network is built and trained on
the whole training set and evaluated on test set.

C. Results

The testing error values of the best individuals are listed
in Table II. There are average, standard deviation, minimum
and maximum errors over 10 computations. The values are
compared to results obtained by support vector regression
(SVR) with linear, RBF, polynomial, and sigmoid kernel
function. SVR was trained using Scikit-learn library [20], hy-
perparameters were found by grid search and crossvalidation.

The GAKeras network achieved best results in 16 cases, it
in average outperforms the SVR.

Since this task does not have much training samples, also the
networks evolved are quite small. The typical evolved network
had one hidden layer of about 70 neurons, dropout rate 0.3
and ReLU activation function. In case of C6H6 there were
two layers, about 100 neurons together, the first linear and the
second ReLU without dropout.

Table III shows comparison of testing errors of GAKeras
network and several fixed architectures (for example 30-10-1
stands for 2 hidden layers of 30 and 10 neurons, one neuron
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TABLE II
TEST ERRORS FOR EVOLVED GAKERAS NETWORK AND SVR WITH DIFFERENT KERNEL FUNCTIONS ON THE SECOND TASK. FOR GAKERAS NETWORK

THE AVERAGE, STANDARD DEVIATION, MINIMUM AND MAXIMUM OF 10 EVALUATIONS OF LEARNING ALGORITHM IS LISTED.

Testing errors
Task GAKeras SVR

avg std min max linear RBF Poly. Sigmoid
CO part1 0.209 0.014 0.188 0.236 0.340 0.280 0.285 1.533
CO part2 0.801 0.135 0.600 1.048 0.614 0.412 0.621 1.753
CO part3 0.266 0.029 0.222 0.309 0.314 0.408 0.377 1.427
CO part4 0.404 0.226 0.186 0.865 1.127 0.692 0.535 1.375
CO part5 0.246 0.024 0.207 0.286 0.348 0.207 0.198 1.568
NOx part1 2.201 0.131 1.994 2.506 1.062 1.447 1.202 2.537
NOx part2 1.705 0.284 1.239 2.282 2.162 1.838 1.387 2.428
NOx part3 1.238 0.163 0.982 1.533 0.594 0.674 0.665 2.705
NOx part4 1.490 0.173 1.174 1.835 0.864 0.903 0.778 2.462
NOx part5 0.551 0.052 0.456 0.642 1.632 0.730 1.446 2.761
NO2 part1 1.697 0.266 1.202 2.210 2.464 2.404 2.401 2.636
NO2 part2 2.009 0.415 1.326 2.944 2.118 2.250 2.409 2.648
NO2 part3 0.593 0.082 0.532 0.815 1.308 1.195 1.213 1.984
NO2 part4 0.737 0.023 0.706 0.776 1.978 2.565 1.912 2.531
NO2 part5 1.265 0.158 1.054 1.580 1.0773 1.047 0.967 2.129
C6H6 part1 0.013 0.005 0.006 0.024 0.300 0.511 0.219 1.398
C6H6 part2 0.039 0.015 0.025 0.079 0.378 0.489 0.369 1.478
C6H6 part3 0.019 0.011 0.009 0.041 0.520 0.663 0.538 1.317
C6H6 part4 0.030 0.015 0.014 0.061 0.217 0.459 0.123 1.279
C6H6 part5 0.017 0.015 0.004 0.051 0.215 0.297 0.188 1.526
NMHC part1 1.719 0.168 1.412 2.000 1.718 1.666 1.621 3.861
NMHC part2 0.623 0.164 0.446 1.047 0.934 0.978 0.839 3.651
NMHC part3 1.144 0.181 0.912 1.472 1.580 1.280 1.438 2.830
NMHC part4 1.220 0.206 0.994 1.563 1.720 1.565 1.917 2.715
NMHC part5 1.222 0.126 1.055 1.447 1.238 0.944 1.407 2.960

16 2 2 5 0

in output layers, ReLU activation is used and dropout 0.2).
The one with most (10) best results is the GAKeras network.

The results of the second experiment are listed in Table IV.
In this case the GAKeras has best results in 4 cases from 5.
The training sets are bigger and also the evolved architectures
contained several layers. Again the dominating activation
function is ReLU.

VI. CONCLUSION

We have proposed genetic algorithm for automatic design
of DNNs. The algorithm was tested in experiments on the
real-life sensor data set. The solutions found by our algorithm
outperform SVR and selected fixed architectures. The activa-
tion function dominating in solutions is the ReLU function.
Evolved architecture depends on the task size, for tasks with
small number of training points networks with only one hidden
layer were evolved, for bigger tasks architectures with several
hidden layers were found.

In our future work we plan to extend the algorithm to
work also with convolutional networks and to include more
parameters, such as other types of regularization, the type of
optimization algorithm, etc. The importance of this direction
is supported also by the recently conceived library [21] which
combines genetic algorithm with models obtained by means
of Keras and TensorFlow libraries.
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[19] P. Vidnerová, “GAKeras,” github.com/PetraVidnerova/GAKeras, 2017.
[20] F. Pedregosa et al., “Scikit-learn: Machine learning in Python,” Journal

of Machine Learning Research, vol. 12, pp. 2825–2830, 2011.
[21] J. Roch, “Minos,” https://github.com/guybedo/minos, 2017.

112 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Measurement of the appropriateness in career
selection of the high school students by using data

mining algorithms: A case study
Hidayet Takci, Kali Gurkahraman, Ahmet Firat Yelkuvan

Cumhuriyet University
Sivas, Turkey

Email: htakci, kgurkahraman, aftyelkuvan@cumhuriyet.edu.tr

Abstract—Less than optimal choice of the university depart-
ment is one of the serious problems Turkish high school students
have been suffering. There are a number of potential factors
affecting the student’s choice of her future profession. Some of
these have received attention in the literature, but such studies do
not always involve an investigation of the relationship between the
factors analyzed and subsequent levels of academic achievement.
The present study examines the relationship between the level
of academic achievement and the students’ abilities, interests
and expectations, by using different data mining methods and
classifiers, as a preliminary work to develop a system that will
guide the student to selecting a career that will be a better
match for her in the future. C4.5, SVM, Naive Bayes and MLP
algorithms are used for the analysis; 10-fold cross validation
and train-test validation are used as models to evaluate the
classifiers results. The student feature set is obtained through
questionnaires and psychometric tests. The questionnaire and
the psychometric test were applied to 210 and 52 students
respectively, from the Computer Engineering Department at
Cumhuriyet University. The class was labeled either "successful"
or "unsuccessful" with reference to the grades received by each
student in computer engineering courses. The comparisons of
various data mining algorithms, different data set results, and
models used are presented and discussed.

I. INTRODUCTION

IN Turkey, all high school students are subjected to a central
multiple choice examination in order to establish whether

he or she is sufficient to study in a predetermined field. The
examination is organized by an institution called in Turkish
language "Ogrenci Secme ve Yerlestirme Merkezi" (OSYM).
OSYM prepares a guide to introduce the departments and uni-
versities to the candidates. The candidates specify their choices
for the suitable departments by examining the information in
this guide as well as other factors.

Although there is no information in the OSYM guide, the
important factors for choosing a department are student ability,
interest, and demographic data. For example, there is a close
relation between mechanical ability and some engineering
fields. The abilities of the candidate such as abstract thinking,
understanding the shape relations, mechanical skills, hand-
eye coordination and creativity should be measured properly.
Determining the student interests is also important since
considering only the ability of the student to find out the

proper profession may not be enough. Therefore, searching
for matches between two sets, one of which include abilities,
interests, and demographic data and the other one includes
student success, should be done. The interests of a student may
be sciences, social sciences, agriculture, and business trade. A
suitable situation for the student is to have a profession in
which he or she is interested as well.

Relatively more studied subject in the literature is student
expectations from the profession [1,2]. The prominent factors
of the student expectations are for example allowance of his or
her family, social benefit, social expectations, career opportu-
nities, and salary. Once profession choice is made, there may
be many options of university in which the student will study.
For this reason, possibilities and sufficiency of the university
department should meet the student expectations. The quality
and quantity of teaching staff, whether the university has a
student exchange agreements, scholarships, success level are
examples of factors that a student takes into consideration in
order to choose the suitable university. Another criterion is
the expectations of the department from the student. This is
an important subject for student success in this department.
A profession field specifically requires a competence to such
as math, social or art. Other possible expectations from the
students are ability to cope with stress, sex, health status,
educational level of the family, type of high school, grade
point average in high school etc.

In Turkey, in most of the high schools, the guidance coun-
selors or teachers practically only examine the student grades
in different lessons to determine suitable departments that the
student can choose. The lack of professional guidance system
which determines possible proper carriers by considering all
the parameters related to student may cause low academic
performance or dropouts in the future.

In this study, preliminary study has been done in order to
build a system that can reveal the relationship between student
and department features. For this purpose, educational data
mining (EDM) algorithms have been run on data collected
from students and departments. EDM can help to take into
account many parameters, recognize the most important ones
and figure out their relationship in order to understand and
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solve educational questions [3,4]. Input data of our model are
the information of students, and the output is basically whether
this choice is suitable or not.

II. RELATED WORKS

Data Mining (DM) is a field that finds out new and useful
information from a high volume data [5]. Having many appli-
cation areas such as marketing, medicine and real estate etc. it
has also suitable techniques for educational practices as well.
Many data mining techniques are applicable to educational
fields and it is specifically called EDM. Shu-Hsien et al. [3]
reviewed the EDM studies of period between 2000 and 2011 in
9 different categories while Romero and Ventura [4] reviewed
the studies of period between 1995 and 2010 as DM and
Computer Based Educational System (CBES) categories.

In addition to DM techniques, statistical and machine-
learning algorithms are also used in EDM in order to process
the educational information for two main objectives which are
improving student performance and educational environment
by studying students’ approaches and examining the educa-
tional methods. For these aims, EDM makes some evaluations
and predictions by using many types of data from different
sources such as student information system which may include
student grades and other personal information, questionnaires
about learning process and lessons, tutoring systems, on-line
educational web applications and some educational software
that students use, suck as for following the lecture notes and
homework. For instance, determination of common lessons
taken by students, whether a student can pass a specific
lesson or not and classification of students can be made by
using dense pattern mining [6], classifiers [7] and prediction
models [8] respectively. Apart from the classical data mining
applications, psychometric properties of students are also used
in educational implementations [9].

DM has been dealing on student performance more than
other subjects since it is an important and popular topic in
education. Recently, various studies have also been made to
improve the quality of lecture books [10], to increase the
student attendance to lessons by using social network analysis
[11] and to integrate the students’ information in educational
software [12]. For a more detailed example, Maria et al. [13]
studied on log files of a free web-based tutoring system for
middle school mathematics which was being used by 3,747
students in New England to predict student attendance to
college by using logistic regression. They reported that their
system can distinguish a student who will enroll in college
68.60% of the time. In India, Yadav and Pal [14] applied
C4.5, ID3, and CART decision tree algorithms on engineering
student’s data to predict whether a student will pass, fail or
promote to next year. Accurate classification rate of the study
reached 67.78% for C4.5. Quadri and Kalyankar [15] studied
on student dropouts features according to student risk factors
such as gender, attendance, previous semester grade and parent
income etc. Their hybrid method uses combination of the
decision tree algorithms and logistic regression.

The studies in EDM field have concentrated on student
performance and how to enhance learning process. Although
these topics are very important for educational life, one of
the main failure causes is the student incorrect department or
career choice. In this study, we proposed a model using EDM
techniques to help high school students in their career choices
by considering different student information including student
interests, abilities, student, and department expectations, de-
mographic and, psychometric test data.

III. PREDECTION MODEL

The test data and the output of the model are temporarily
limited to our student still studying in Computer Engineering
Department in Cumhuriyet University. The information of stu-
dents and departments were collected from questionnaire and
psychometric tests applied to our students, student information
system in our computer engineering department. All the raw
data should be preprocessed in order to eliminate redundancy
and to convert them in suitable formats for processing by
data mining techniques. Pre-processing stage also includes
extracting features of students.

Processed data are analyzed by using data mining al-
gorithms to obtain rules and patterns. C4.5 and regression
analysis are suitable algorithms within rule-based and score-
based classifiers respectively. The outputs of data mining stage
are rules and patterns. In assessment stage, these rules and
patterns are reviewed to eliminate the weak rules. Obtained
valuable rules and patterns are used in EDM process.

The characteristic properties of students such as demo-
graphic information, their psychometric features, and infor-
mation obtained from the guidance department and the factors
affecting the department choice are the predictor variables
for the model. The output variable is about relevance or
achievement of the student for the department.

Prediction models have been used for testing the proposed
system. In this study, historical data consisting of student abil-
ities, interests, demographic information and student expecta-
tions from the department were obtained by questionnaires and
psychometric tests applied to the students. Psychometric tests
were basically used in order to be able to find out the student
abilities while questionnaires included questions to provide the
entire student related features. The achievement of the student
in the department was used as the class label. The class label
was "successful" or "unsuccessful" according to the computer
related lecture grades of each student.

Two important components of the system which are feature
set for matching and machine learning algorithms used in the
system are presented.

A. Feature Set

We have features for both questionnaire and psychometric
test. While feature selection was made for 115 questions of
questionnaire, no feature selection was needed in psychometric
test since there were already 20 features in the test.Backward-
logit, forward-logit, fisher filtering and reliefF methods have
been used for feature selection.
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1) Questionnaire feature set: Typeset sub-subheadings in
medium face italic and capitalize the first letter of the first
word only. There are totally 115 questions in the question-
naires and the categorization is as the following according to
their measurement objective.

• 16 questions for student abilities
• 14 questions for student expectations
• 10 questions for demographic information
• 75 questions for student interests
The titles for category of measuring student abilities are as

follows.
• Hand-eye coordination • Visual-spatial relation
• Logical-mathematical • Verbal-linguistic
Student expectations are related to factors affecting the

profession such as career, salary, job opportunities, flexible
working etc. The category of measuring student interests
which contains most of the questions is considered as having
following interest titles.

• Verbal-linguistic • Logical-mathematical
• Social sciences • Agriculture
• Foreign languages • Art • Music
• Literature • Sciences • Business and trade etc.
Although some of interest fields are not related to this study,

the aim of DM analysis is to find out the relationship between
the factors that are not easily noticeable. Although some of
interest fields do not seem to be related to this study, the aim
of DM analysis is to find out the relationship between the
factors that are not easily noticeable. Therefore, the analysis
was performed with interest titles mentioned above in the
study.

In Table 1, grade column indicates the grading method
of the questionnaires. Linear scale method is used in our
questionnaires. In both talent related perception questionnaire
and interest ares questionnaire 1 means "always", 2 means
"often", 3 means "sometimes", 4 means "rarely" and 5 means
"never". Also in expectations questionnaire 1 means "very
high", 2 means "high", 3 means "average", 4 means "low"
and 5 means "very low".

2) Psychometric data feature set: The quality of
questionnaire-based measurement is no doubt dependent
on the student answers. Therefore, psychometric test which
has answers with naturally less indiscrimination was decided
to perform in order to compare its analysis results with
the ones obtained by questionnaire. Psychometric test
with 20 questions aims to reveal student abilities such as
logical-mathematical, comprehending visual-spatial relation,
eye-hand coordination, and memory usage. The skills and the
number of related questions are as follows.

• Logical-mathematical(4) • Verbal-linguistic(2)
• Imagination(2) • Memory usage(3)
• Visual-spatial relation(4) • Attention(3) • Mechanical(2)
For example, a student is asked to look at a village image

for a while. Then some questions asked to the student such as
"What is the number of houses?" and "What is the color of
the bridge?" in the picture. With these questions, the memory
usage and attention ability of the student is measured.

TABLE I
EXAMPLES QUESTIONS OF QUESTIONNAIRES

Questionnaire Questions Grades

Talent Related Perception
Questionnaire

I can do simple mathematical
operations in the mind. 1 2 3 4 5

I try to learn the meanings of the
words I just heard. 1 2 3 4 5

Expectations
Questionnaire

How important is a peaceful business
environment to you? 1 2 3 4 5

How important is economic prosperity
for a profession to you? 1 2 3 4 5

Interest Areas
Questionnaire

Do you enjoy reading novels in history? 1 2 3 4 5
Would you like to take apart a tool and reassemble it? 1 2 3 4 5
Would you like to try growing new flower species? 1 2 3 4 5

B. Predictive Data Mining Algorithms

Different DM models can be applied to student-department
matching. In this study, prediction models were used. One of
them that was used is called C4.5 and it is based on decision
tree analysis. Statistical-based Naive Bayes algorithm and a
successful classifier called Support Vector Machine (SVM) are
the other models that were used in this study.

C4.5 is a classifier based on Quinlan ID3 algorithm and
usually used in classification studies [16]. It constructs deci-
sion trees from a set of labeled data by using information gain.
C4.5 is usually used in EDM since it is easily comprehensible
and its results are relatively simple to conclude [17,18].
Naive Bayes classifier approaches the problem in probabilistic
manner. While it is generally used in pattern recognition, it has
been using also in EDM applications [17,19]. It considers each
feature as independent of the others. It is also known to be
fast algorithm and have high accuracy results.

SVM was first introduced by Vapnik and et al. [20] and it
has been used in many classification applications in view of
obtaining high accuracy results. In SVM, linear separability is
a manner issue. First, the input space is mapped to a kernel
space. Then, kernel space is used to constitute a linear space.
In SVM based classification model, the classes are separated
as the farthest possible points from each other.

IV. EXPERIMENT DESIGN

In this section, the details of dataset and feature sets, a
brief explanation of the experiment design, and the experiment
results are presented.

A. Data Set

We have two data sources which are from questionnaires
and psychometric test results. The questionnaire and psycho-
metric test were applied to 210 and 52 students from Computer
Engineering Department in Cumhuriyet University. There were
totally 210 students under questionnaire but 4 of them were
lost data. The 52 students who were tested psycho-metrically
are a subset of the surveyed students. The reason for this small
number of elements in the lower cluster is that the test takes
a long time.

B. Experiment Design and Results

Using three different DM algorithms mentioned above, the
results were obtained by analyzing both questionnaire data
consisting of 5 different categories and psychometric basic
feature dataset for each algorithm.
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TABLE II
THE CLASSIFIERS’ ACCURACY RESULTS OF QUESTIONNAIRE DATASET

CONSISTING OF 5 DIFFERENT CATEGORIES

Variables Validation Method C4.5 SVM Naive
Bayes MLP

All Variables 10-fold validation 59.50 62.00 61.50 59.00
Train-test validation 61.29 54.84 67.74 70.97

Ability Based 10-fold validation 55.00 69.50 64.50 63.00
Train-test validation 48.39 67.74 69.35 62.90

Student expectations based 10-fold validation 55.00 69.00 70.50 68.50
Train-test validation 64.52 72.58 67.74 72.58

Demographic data based 10-fold validation 62.50 - 63.00 -
Train-test validation 69.35 - 69.35 -

Student interest based 10-fold validation 59.00 59.50 62.00 57.50
Train-test validation 50.00 64.52 59.68 56.45

TABLE III
ACCURACY RESULTS FOR QUESTIONNAIRE DATASET

10-fold cross validation Train-test validation
Algoritm Accuracy(%) Accuracy(%)
C4.5 59.50 61.29
SVM 62.00 54.84
Naive Bayes 61.50 67.74
MLP 59.00 70.97

For each feature set, accuracy ratios are given and ROC
analyses are performed. In the experiments C4.5, Support Vec-
tor Machine (SVM), Naive Bayes, and Multilayer Perception
(MLP) algorithms were used. 10-fold cross validation and
train-test validation were used for model evaluation. 90% of
the data set was used for training, and the remaining 10% was
used for test. 10-fold cross validation is repeated ten times and
averaged.

Since accuracy rate may not be competent in some cases,
ROC analysis was also performed on both questionnaire and
psychometric data. Thus, the classifier producing the best
results for each data set was found out.

1) Analysis of Questionnaire Dataset: In this study, for the
comparison of algorithms, the variables in the questionnaire
dataset were analyzed in 5 categories according to their
bases which are ability, student expectation, demographic data,
student interest and all variables including all the bases. The
analysis results are shown in Table 2.

However, since some of the demographic data such as
residence region of the student’s family and high school
that the student graduated, are not numerical or categorical
variables, were not used in SVM and MLP classifiers. For this
reason, results were obtained only from C4.5 and Naive Bayes
algorithms for demographic data. In addition, demographic
data are not also used in questionnaire dataset consisted of
all variables because of the same problem. MLP algorithm
achieved the highest accuracy values according to train-test
validation according to the results in Table 2.

As a first step, performances of machine learning algorithms
were measured according to questionnaire data based on all
variables. The accuracy value was preferred as performance
criteria for the algorithms. 10-fold cross validation and train-
test validation were used to evaluate the classifiers results. The
analysis results can be seen in Table 3.

Fig. 1. ROC analysis results for the algorithms applied to questionnaire dataset

TABLE IV
THE CLASSIFIERS’ RESULTS OF PSYCHOMETRIC DATASET

10-fold cross validation Train-test validation
Algoritm Accuracy(%) Accuracy(%)
C4.5 54.00 62.50
SVM 56.00 68.75
Naive Bayes 56.00 56.25
MLP 48.00 50.00

According to the results for 10-fold cross validation, al-
though SVM which produced the highest accuracy value as
62.00%, it is not possible to describe it as the best classifier
since the values of all algorithms are close to each other. In
train-test validation, the result of MLP is significantly superior
to other algorithms. In 10-fold cross-validation, a further ROC
analysis was needed because close values were seen. The ROC
curves obtained for each algorithm are presented in Figure 1.

The method used to evaluate ROC curves is to find the
area under the curve (AUC). In Figure 1, score values refer to
these AUC values. As in the train-test validation, according to
the score values, MLP algorithm gave the best classification
result. Therefore, MLP can be accepted as the most suitable
algorithm for the questionnaire dataset.

2) Analysis of Pyscometric Dataset: Both the accuracy
and ROC analysis were also performed for psychometric test
dataset. According to the accuracy ratios, both questionnaire
and psychometric test results are similar. The classifiers’
results for psychometric test dataset can be seen in Table 4.

SVM algorithm gave the best accuracy value as 68.75%
according to train-test validation in Table 3. However, SVM
algorithm could not perform high result in 10-fold cross
validation. Therefore, ROC analyses were also used to measure
classifiers’ performance.

As can be seen in Figure 2, although SVM has the highest
accuracy ratio, AUC value of C4.5 algorithm is the best
value as 0.823 according to ROC curves. This result is also
different to questionnaire dataset analysis which selected MLP
algorithm.
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Fig. 2. ROC analysis for the algorithms applied to psychometric test dataset

V. CONCLUSION

The analysis results of the questionnaire data were better
than the ones obtained from psychometric data. The main
reason for the superiority of the analysis results is that the
questionnaire data was obtained from the many aspects of
students such as abilities, interests, demographic data, and ex-
pectations. Among questionnaire data, demographic data gave
more discriminative information than the others. Besides, the
relationship between ability and success appeared to be more
valuable than the relationship between interest and success.
Although SVM generally has mentioned as it is superior in
literature, C4.5 and MLP algorithms gave better results in this
study.

According to model comparison, the success obtained by
Train-Test method is quite better than the result obtained by
10 fold cross-validation method.

In the literature on the educational studies, as far as we can
know, there is no study investigating the relationship between
academic achievement and the topics covered in this study by
using EDM algorithms. On the other hand, there are studies
that are relevant in terms of their contents. The main axis
of the studies is what the students take into consideration
when choosing a university department and a career or what
are the factors that influence them [1,2]. The studies in this
area have generally examined the variables that influence the
choice of the students and attempted to find out which factor
is more discriminative. In both studies, in order to reveal the
effective factor, the students’ interests and expectations as well
as other factors are scaled in the questionnaire. Misran et al.
also includes student demographic information in the study.
The difference of our study from the others is to focus on the
proper choice of the student which otherwise could lead to
low academic performance in the future.
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AAIA'17 Data Mining Challenge is the fourth data mining
competition organized within the framework of International
Symposium Advances in Artificial Intelligence and Applica-
tions. This time, the task is to come up with an efficient pre-
diction  model  which  would  help  AI  to  play  the  game of
Hearthstone: Heroes of Warcraft. The competition is kindly
sponsored by Silver Bullet Solutions and Polish Information
Processing Society (PTI).

SPECIAL SESSION

As in  previous  years,  a  special  session  devoted  to  the
competition will be held at the conference. We will invite
authors of selected reports to extend them for publication in
the  conference  proceedings  (after  reviews  by  Organizing
Committee  members)  and  presentation  at  the  conference.
The publications will be treated as short papers and will be
indexed by IEEE Digital Library and Web of Science. The
invited teams will be chosen based on their final rank, inno-
vativeness of their approach and quality of the submitted re-
port.

AWARDS

Authors  of  the top-ranked solutions (based  on the final
evaluation  scores)  will  be  awarded  prizes  funded  by  our
sponsors (Silver Bullet Solutions and PTI):

• First Prize: 1000 USD + one free FedCSIS'17 con-
ference registration

• Second  Prize:  500  USD  +  one  free  FedCSIS'17
conference registration,

• Third Prize: one free FedCSIS'17 conference regis-
tration.

CONTEST ORGANIZING COMMITTEE

• Andrzej Janusz, University of Warsaw

• Maciek Świechowski, Silver Bullet Solutions

• Damian Zieniewicz, Silver Bullet Solutions

• Krzysztof Stencel, University of Warsaw

• Jacek Puczniewski, Silver Bullet Solutions

• Jacek Mańdziuk, Warsaw University of 
Technology

• Dominik Ślęzak, University of Warsaw & 
Infobright Inc

AAIA'17 Data Mining Competition:
Prediction model which would help AI to play the game of

Hearthstone: Heroes of Warcraft
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Abstract—This paper summarizes the AAIA’17 Data Mining
Challenge: Helping AI to Play Hearthstone which was held
between March 23, and May 15, 2017 at the Knowledge Pit
platform. We briefly describe the scope and background of this
competition in the context of a more general project related to the
development of an AI engine for video games, called Grail. We
also discuss the outcomes of this challenge and demonstrate how
predictive models for the assessment of player’s winning chances
can be utilized in a construction of an intelligent agent for playing
Hearthstone. Finally, we show a few selected machine learning
approaches for modeling state and action values in Hearthstone.
We provide evaluation for a few promising solutions that may
be used to create more advanced types of agents, especially in
conjunction with Monte Carlo Tree Search algorithms.

Keywords—data mining competition; AI in video games; MCTS;
artificial neural networks; Hearthstone: Heroes of Warcraft;

I. INTRODUCTION

HEARTHSTONE: HEROES OF WARCRAFT is a free-
to-play online video game developed and published by

Blizzard Entertainment. It is an example of a turn-based
collectible card game played between two opponents. During
a game, players use their custom decks of thirty cards, along
with a selected hero with a unique power. They spend mana
points to cast spells or summon minions to attack the opponent,
with the goal to reduce the opponent’s health to zero. Building
efficient decks is an essential skill and many archetypes of
decks exists. These archetypes are characterized by different
distributions of the cards’ mana cost and thus are meant for
players with different play styles. There are also sets of cards,
which synergize well due to their unique properties and can
be used in many different decks.

In recent years, Hearthstone has become a testbed for AI
research. A community of passionate players and developers
have started the HearthSim project (https://hearthsim.info/)
and created many tools that allow simulating the game for
the purpose of AI and machine learning experiments. Several
researchers have already used this game in their studies [1],
[2]. Moreover, our research team decided to use Hearthstone
as one of case studies which aim to demonstrate capabilities
of our video game’s AI designing framework, called Grail.
For this reason, one objective of this article is to explain how
some powerful heuristic search algorithms can be combined
with prediction models that derive from the machine learning
domain, in order to construct a smart and cunning artificial
Hearthstone player.

The paper is organized as follows: in the next section,
we describe the specificity of the AAIA’17 Data Mining
Competition. In Section III, the approach of using the col-
lected data to effectively play the game of Hearthstone is
presented. The approach is based on the so-called Monte Carlo
Tree Search algorithm (Section III-A) coupled with machine
learning models (Sections III-B – III-D). The last section is
devoted to conclusions.

II. AAIA’17 DATA MINING CHALLENGE

AAIA’17 Data Mining Challenge: Helping AI to Play
Hearthstone (https://knowledgepit.fedcsis.org/contest/view.
php?id=120) took place between March 23 and May 15, 2017.
It was organized under the auspices of the 12th International
Symposium on Advances in Artificial Intelligence and
Applications (AAIA’17, https://fedcsis.org/2017/aaia) which
is a part of the FedCSIS conference series.

The main objective in this competition was to construct a
prediction model which would be able to foresee who is going
to win, using only information about a single game state. The
ability to accurately assess winning chances of a player in
different game states is substantial for designing efficient and
challenging AI opponents in many video games. The most
famous example is the AlphaGo program, which used two
neural networks to evaluate possible moves and game states of
Go games [3]. In our competition, we challenged participants
with the task to design such models for Hearthstone.

In particular, the dataset provided to participants contained
examples of game states extracted from Hearthstone play outs
between weak AI players (i.e. the agents which were used
to generate the data were choosing their in-game decisions
at random). The participants were asked to predict winning
chances of the first player from game states belonging to
the test set and submit their predictions to the Knowledge
Pit competition platform [4]. In order to give participants a
freedom of choosing a representation of the data which they
want to use, the datasets were provided in two formats: in
a tabular format (with simplified representation) and as raw
JSON files (with detailed game states).

The training part of the data was made available along
with the corresponding information regarding the actual game
winners. These labels were removed from the test set which
was also made available to participants. Initially, the training
set consisted of 2000000 game states, however, after detecting
an unwitting data leakage [5], after first few weeks of the
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TABLE I. BASIC CHARACTERISTICS OF DATASETS USED IN AAIA’17
DATA MINING CHALLENGE.

characteristic training set test set
no. examples 3250000 750000
no. games 65000 180000
no. used decks 9 27
percent of wins 50.46% 57.27%
min. win rate per hero
(percent/hero_id)

50.07%/326 37.53%/754

max. win rate per hero
(percent/hero_id)

50.85%/981 75.34%/25

challenge, it was extended by additional 1250000 cases from
the original test set (in total, there were 3250000 training
examples). The final test set consisted of 750000 game states.
Test set examples were obtained from a different set of
Hearthstone play outs than the training cases. In fact, while the
training data contained game states from ≈ 65000 simulations,
more than 180000 play outs were simulated to generate the test
set. It is also important to note that while in the training games
there were used only 9 different sets of cards (one deck for
every hero type), the test games were played using 27 different
decks. As a consequence, the test data contained Hearthstone
cards which had never appeared in the training set. Table I
shows a summary of basic characteristics of datasets used in
the challenge.

A. Evaluation of results and participation in the challenge

Participants of the competition had to prepare their so-
lutions in a form of a file with predictions of a likelihood
that player 1 will win, given a corresponding description of a
game state. The files with predictions had to be sent using
the submission system of Knowledge Pit [4]. Each of the
competing teams could submit multiple solutions. Quality of
the submissions was measured using Area Under the ROC
Curve (AUC) [6]. The submitted solutions were evaluated
on-line and the preliminary results were published on the
competition leaderboard. The preliminary score was computed
on a subset of the test set, fixed for all participants. Size of
this subset corresponded to randomly chosen 5% of the test
set. The final evaluation was conducted after completion of the
competition using the remaining part of the test data.

Apart from submitting their predictions, each team was also
obligated by competition rules to provide a brief report describ-
ing its approach. Only the final solutions from teams which
sent a valid report could undergo the final evaluation and be
published among the competition results. In this way, we were
able to collect a vast amount of information regarding efficient
representation methods of Hearthstone game states and state-
of-the-art approaches to this type of prediction problems.

B. Summary of the competition

Even though AAIA’17 Data Mining Challenge lasted for
less than two months, it attracted attention of many researchers
from domains of machine learning and artificial intelligence in
video games. By the end of competition there were 296 teams
from 28 countries registered in the challenge. Among them,
188 teams submitted at least one solution to the leaderboard
and 114 teams described their solution in a report uploaded
to the Knowledge Pit platform. In total, we received 4067

TABLE II. FINAL RESULTS AND NUMBER OF SUBMISSIONS FROM THE
TOP RANKED TEAMS. THE LAST ROW SHOWS THE RESULT OBTAINED BY

OUR BASELINE SOLUTION – A FULLY-CONNECTED NEURAL NETWORK
WITH TWO HIDDEN LAYERS, TRAINED ON THE TABULAR DATA.

team name rank # of
submissions

final result

iwannabetheverybest 1 139 0.8019
hieuvq 2 384 0.7992
johnpateha 3 143 0.7990
vz 4 11 0.7973
jj 5 75 0.7971
· · · · · · · · · · · ·
baseline 94 – 0.7846

submission, which makes this competition the most popular
one among challenges organized at Knowledge Pit to this day.

The large number of submitted reports gave us a unique
opportunity to review the most effective prediction methods
for the assessment of Hearthstone game states. The most
successful approach in this regard turned out to be artificial
neural networks [7] and particularly, the deep learning methods
[8]. In fact, all top-ranked teams used neural networks in
their solutions and the winners focused particularly on the
convolutional neural networks [9]. Another popular approach
was the utilization of xgboost algorithm [10]. There were
also much simpler approaches which turned to be efficient,
such as the logistic regression models. Moreover, all of these
methods were often combined – techniques such as averaging,
bagging or stacking were commonly used to obtain better
prediction results [11]. Table II presents scores obtained by
the five top-ranked teams. Noticeable is the fact that the
difference in scores between the best solution and the baseline
is less than 2%.

Many teams decided to use data in the JSON format in
order to construct richer representations of game states than the
one which was available in the provided tabular data. Feature
engineering [12] turned out to be an important aspect of the
most efficient solutions. Extracted features were often a reflec-
tion of participant’s experience and domain knowledge about
Hearthstone. Their descriptions included in reports turned out
to be a valuable source of knowledge which can be used to
improve our artificial Hearthstone players.

III. AUGMENTATION OF GAME STATE SEARCH
HEURISTICS WITH NEURAL NETWORKS

A. Monte-Carlo Tree Search

Monte Carlo Tree Search (MCTS) [13] is a method of
learning an optimal policy for solving problems such as game-
playing. For the first time, it was used for games in Go [14]
as an improvement over a Monte Carlo sampling technique
(without the tree search). The algorithm led to a breakthrough
in the game of Go, which had been previously regarded as
intractable for computer programs [15]. Driven by this success,
MCTS became the state-of-the-art approach in various game
domains, such as General Game Playing [16] and General
Video Game Playing [17]. The idea of MCTS is to repeatedly
simulate the game (problem) and build statistics about states
and actions. Each iteration of the algorithm consists of four
phases as depicted in Figure 1.

(1) Selection. In this phase, the algorithm starts from the
root node and searches the tree down by choosing subsequent
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Fig. 1. Depiction of four phases which comprise the MCTS algorithm.

children nodes. The child node at each node down the path
is chosen according to the so-called selection policy. The
selection phase ends when there is no child node to choose,
i.e., a leaf node has been reached.

(2) Expansion. One of the possible actions is applied to
a node selected in the previous step and the tree is grown by
adding a child node representing the resulting state.

(3) Simulation. The algorithm starts from the new node
and performs a complete game simulation, i.e., reaching a
terminal state. This phase is done outside the game-tree and no
nodes are added to it. Once the simulation reaches the terminal
state, the obtained goals (outcomes) of each player are fetched.

(4) Back-propagation. Here, the statistics are recalculated
inside all nodes along the path from the root to the leaf (con-
taining the starting state for the simulation) in the game tree.
The statistics include the average scores of each player and the
number of visits to a node. An average score is computed as
the total score achieved in iterations going through a particular
node divided by the number of visits to that node.

In the classic implementation, actions in the simulation
phase are chosen with respect to uniform random distribution.
In the selection phase, a more sophisticated formula (selection
policy) is typically used. The most common one, which was
also employed in this paper for all MCTS-based programs used
during the experiments is called Upper Confidence Bounds
applied for Trees (UCT) [18].

a∗ = arg max
a∈A(s)

{
Q(s, a) + C

√
ln [N(s)]

N(s, a)

}
(1)

where A(s) is a set of actions available in state s, Q(s, a)
denotes the average result of playing action a in state s in
the simulations performed so far, N(s) - a number of times
state s has been visited in previous simulations and N(s, a) -
a number of times action a has been sampled in this state in
previous simulations. Constant C controls the balance between
exploration and exploitation.

The MCTS algorithm using the UCT selection formula is
proved to converge to the min-max theoretical optimum [18].
However, it poses several advantages over a classic min-max
search. For instance, it does not require any game specific
evaluation function and constructs the tree in an asymmetric
manner, focusing at the most promising lines of play. It scales
better with the depth of the tree, it can be stopped at anytime
to return the best action found so far.

B. Monte-Carlo Tree Search with Heuristics

Despite the wide usage in a variety of game domains,
the MCTS method has bottlenecks and limitations. It is both
computationally demanding and memory intensive. Games
with huge branching factor, i.e., the total number of actions
available to players, in average, often inhibit the usage of
MCTS and other tree-search methods. This weakness has mo-
tivated us to combine this algorithm with heuristics represented
by prediction models. Such prediction models can be trained to
either predict the outcome of the game by looking at a potential
next state (candidate state) of the game or at a potential action
(candidate action). In the scope of this paper, we will use
the terms “machine learning prediction models” and “heuristic
evaluation” interchangeably.

There is a couple of ways to combine external heuristics
with the MCTS algorithm. The authors of paper [19] give a
nice review of four common methods:

(1) Tree Policy Bias - here the heuristic evaluation function
is included together with the Q(s, a) in the UCT formula (see
Eq. 1) or its equivalent. A typical implementation of this idea
is called Progressive Bias [20], in which the standard UCT
evaluation is linearly combined with the heuristic evaluation
with the weight proportional to the number of simulations.
The more simulations are performed, the more statistical
confidence, and therefore, the higher weight is assigned to the
standard UCT formula.

(2) Move Ordering - the heuristic defines the order, in
which actions in the tree are expanded (chosen for the first
time). This method has the most significant impact on the
deeper parts of the tree, because the MCTS is less likely to visit
them again, so the order matters. If better moves are expanded
first, their neighbourhood in the tree has a higher chance to be
visited in subsequent simulations.

(3) Simulation Policy Bias - in the baseline version of the
MCTS algorithm, the actions during the simulation phase are
chosen randomly. With a good heuristic evaluation, a sensible
approach is to infer this knowledge in the action selection
process, while still leaving some degree of randomness. The
two most common implementations are pseudo-roulette se-
lection with probabilities computed using Boltzmann distri-
bution (where the heuristic evaluation is used) or the so-called
epsilon-greedy approach [21]. In the latter, the action with the
highest heuristic evaluation is chosen with the probability of
ǫ or a random one with the probability of 1− ǫ.

(4) Early Cutoff - the authors of [19] achieved the best
results with terminating Monte Carlo simulations before the
game ends and returning the heuristic evaluation of the current
state. This variant is called Early Cutoff and the cutoff is done
typically at fixed depth or with certain small probability (e.g.
P=0.1) in each step.

The aforementioned AlphaGo program employs both, Tree
Policy Bias and Simulation Policy Bias. Motivated by its suc-
cess, we decided to apply a similar approach for Hearthstone.

C. Generality of models trained on random simulations

Both Tree Policy Bias and Simulation Policy Bias methods
utilize a heuristic function which provide the value of a
game state or an action. Various machine learning methods
may be used to obtain these evaluations, including supervised
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Fig. 2. A comparison between performance of a neural network trained on
AAIA17 Data Mining Challenge dataset when tested on game states generated
by random and MCTS agents.

prediction models [6]. Since random simulations are used in
the classic version of MCTS, it is natural to train such models
on game states obtained from play outs between agents making
random decisions.

The datasets used in AAIA17 Data Mining Challenge
constitute an example to this type of data. It can be used
to train prediction models for the purpose of evaluation of
Hearthstone game states during MCTS simulations. However,
a question arises whether such models could be also effective
in games played by more intelligent opponents. To check that,
we conducted a series of experiments. First, we generated an
additional dataset containing game states from duels between
strong MCTS agents. Each agent was making decisions after
performing 15000 random simulations before a single action.
In total, there were 28604 play outs generated in this way,
which resulted in a dataset consisting of 814407 game states.
We trained a simple neural network with two hidden layers
on the training set used in our competition and we checked
its performance on the available test set. Next, we constructed
another model using all competition data and we tested it on
the additional dataset. Figure 2 shows a comparison of the
obtained AUC scores in consecutive turns. Surprisingly, total
AUC dropped only slightly (from ≈ 0.79 to ≈ 0.75) when
the test was done on the data generated by MCTS players.
It shows that predictive models can be successfully used for
evaluation of game states, even in a case when they are trained
on random simulations.

D. Learning a playing strategy from sequences

In practice, it is often desirable to have a function that
provides the policy rather than the value of a particular action.
The policy π(a|s) specifies the probabilities for all actions
available in a given state, thus it enables the selection of the
best action candidate in a single state evaluation.

Fig. 3. LSTM policy network. A sequence of states and actions from previous
game steps are provided as the input to the LSTM network. The LSTM
network is trained to output probabilities for actions available after the last
step in the sequence.

Reinforcement Learning is used in particular for cases
where the optimal policy is unknown and needs to be learned
based on sparse reward signals. However, a supervised learning
approach may be used, when examples of policies are available
(e.g. from human players or other algorithms). In our case, we
may use MCTS to generate Hearthstone matches and obtain
state-action pairs i.e. record what action was chosen by MCTS
as a response to given game state. Next, we may train a model
that predicts the action that MCTS would choose for a given
state. Training such a model is basically a classification task,
well fitted for deep neural networks (DNN).

Long short-term memory (LSTM) is a type of recurrent
neural network [22] dedicated for use with sequences. The
architecture of LSTM enables it to learn long and short term
temporal dependencies. LSTM provides superior performance
in tasks such as speech recognition, machine translation or
language modeling. A deep LSTM network may be created
by stacking multiple LSTM layers.

A DNN may be trained to approximate a policy from
examples of state-action pairs - we will refer to this network
as to policy network [3]. However, in case of Hearthstone, a
single state may not provide enough information to the model
for a valid action prediction. This is due to the fact that a
single turn in Hearthstone consists of many moves. Moreover,
a single move is decomposed into a few atomic actions in order
to be efficiently implemented in the Hearthstone simulator. For
example, putting a minion on the board consists of two actions:
selecting a card from hand and selecting the slot on the board
where the minion should be placed. To improve the accuracy
of the policy predictions, rather than using a single state, we
chosen to use a sequence of states and previous actions as the
input to the policy network.

Our policy network is presented in figure 3. LSTM network
is provided with a sequence of K = 10 vectors created from
concatenating a state vector for state st−k and an action vector
for action at−k−1, for k ∈ [0, 1, ...,K − 1]. The state vector
includes 403 values representing the state of the game from
the point of view of a selected player. The action vector is of
length 91 and contains a one-hot encoded action. The output
of the LSTM is a single vector with probabilities assigned to
each of all available 91 actions (the probabilities are provided
also for actions that are illegal in a certain state). The LSTM
in our experiments consisted of 3 layers of 256 LSTM cells
with dropout

To obtain the training data, we first used MCTS with 1000
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TABLE III. EVALUATION RESULTS OF AGENTS USING LSTM POLICY
NETWORK.

greedy agent type wins vs random agent wins vs MCTS(1000)
seqMCTS1k 96.2% 23.0%
seqMCTS10k 98.6% 26.4%
seqMCTS1k retrained
with seqMCTS10k

98.2% 50.4%

iterations to generate 7000 games between randomly selected
decks. Using this data we obtained 528365 sequences of length
10 where each element of the sequence included 494 values.
We will refer to this dataset as to SeqMCTS1k. Next, we
generated 1500 games using MCTS with 10000 iterations. As a
result we created a second dataset: SeqMCTS10k, that consists
of 149521 sequences.

To evaluate the policy network, we created a greedy DNN
agent that always selects the most promising action from the
predictions of the policy network. We confronted this agent
against a random agent and an agent using MCTS with 1000
iterations. Greedy DNN agents were using policy networks
trained in three variants: 1) using only SeqMCTS1k dataset,
2) using only seqMCTS10k dataset and 3) trained first on the
SeqMCTS1k dataset and then retrained on the SeqMCTS10k
dataset. The results are presented in Table III. Each score is
calculated based on 500 games played between the agents.

IV. CONCLUSIONS

In the paper we provided a summary of AAIA’17 Data
Mining Challenge which was held at the Knowledge Pit
platform. Results of this competition clearly show that learning
from Hearthstone game logs is feasible and has a potential to
facilitate a construction of intelligent artificial agents which
play that game. We explained how prediction models can be
combined with game state search heuristics to improve their
performance. We also demonstrated results of experiments
showing that models trained on data obtained from random
simulations can be successfully applied for the assessment
in games between intelligent agents. Finally, we showed that
more advanced approaches such as the supervised action policy
learning based on game state sequences are feasible and
deserve further investigation.
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Abstract—The following article is created as a result of the
AAIA’17 Data Mining Challenge: Helping AI to Play Hearthstone.
The Challenge goal was to correctly predict which bot would
win a bot-vs-bot Hearthstone match based on what was known
at the given time. Hearthstone is an online two-players card
game with imperfect information (unlike chess and go, and like
poker), where the goal of one player is to defeat their opponent
by decreasing their ”life points” to zero (while not allowing the
opponent to do the same to oneself). Two main challenges were
present: the transformation of hierarchically structured data
into a two-dimensional matrix, and dealing with Non-IID data
(certain cards were present only in test data). A way of how to
successfully cope with those complications while using state-of-
the-art machine learning algorithms (e.g. Microsoft’s LightGBM)
is presented.

I. INTRODUCTION

A. Hearthstone

DEVELOPED and published by Blizzard Entertainment,
Hearthstone (initially Heartstone: Heroes of Warcraft) is

a free-to-play turn-based online collectible card video game.
It was released on March 11, 2014, and it is available for
Windows, Mac, iPad, Android and Windows 8 tablets, as well
as iOS and Android mobile phones1.

Player’s HP
Hero Power

Hero Power
Opponent’s HPOpponent’s

Minions

Player’s
Minions

Player’s Cards

Opponent’s 
Cards

Fig. 1. Screenshot from an actual game

The game is a turn-based card game between two players
(naming convention: ”player”, ”opponent” will be used in this
article), using constructed decks of thirty cards along with
a selected hero. Each hero posseses a unique power which
allows them to either draw a card, summon a minion, heal or

1http://us.battle.net/hearthstone/en/

deal damage. Furthermore, usable cards differ for each hero.
For example, Mage class offers more spells, while Paladin
has access to stronger minions. Players use their limited mana
crystals (indicated by a hexagon, at the bottom right for the
player in Figure 1, and top right counter for the opponent)
to cast spells or summon minions to attack the opponent,
with the goal to reduce the opponent’s health to zero. Each
spell has a unique effect such as: dealing damage to one or
more minions, dealing damage to champion(s), changing the
statistics of minions or champions, etc. Each minion can deal
a certain amount of damage (indicated at the bottom left of its
card), has a certain amount of hp (indicated at the bottom right
of its card), posseses additional features (such as ”windfury”
enabling it to attack twice per turn, ”charge” enabling it to
attack the same turn it was cast, or ”taunt” which makes a
minion a priority target for the enemy’s attacks), and can cast
additional effects depending on other circumstances.

While the mechanics of the game is rather simple, a high
number of available cards (by 2017, there are over 10002), a
wide range of possible, often unique traits possessed by each
minion, and imperfect information (the player does not see the
opponent’s cards, decks are randomly shuffled, and random
effects are common) increase the complexity of the game3.

This complexity makes it a perfect case study for AI experts
to try out new methods and approaches.

B. Contest

The AAIA’17 Data Mining Challenge: Helping AI to Play
Hearthstone was a data mining competition organized by
Silver Bullet Solutions and the Polish Information Processing
Society (PTI) within the framework of the International Sym-
posium Advances in Artificial Intelligence and Applications4.

The goal was to predict a binary outcome (win/lose) of
bot-versus-bot Heartstone matches. The cost function used for
evaluating the participants predictions was AUC (Area Under
Curve). There was a two-step score evaluation. First, AUC
scores based on a fixed 5% of test data were provided for
each contestant’s set of predictions. Then, after the contestants

2http://hearthstone.gamepedia.com/Card
3https://en.wikipedia.org/wiki/Hearthstone (video game)
4https://fedcsis.org/2017/aaia
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shared their reports, a final leaderboard (based on the whole
test set) was provided.

For data preprocessing, the author used Python 2.7 (IPython
Notebooks). For the rest of this work R version 3.3.3 (RStudio)
was used. The author used Windows 8.1 Pro, Intel i7-4710MQ
2.50 GHz (4 cores), 32GB RAM, NVIDIA GeForce GTX
870M.

II. DATA PROCESSING

Data for this contest was generated by Peter Shih’s Hearth-
stone simulator5. From each match, random snapshots were
taken, aggregated, and saved as JSON files. The creators
provided two datasets a training dataset and test one(2000000
and 750000 snapshots respectively) formatted as multiple
JSON files.

For each game, short overall statistics, player and opponent
statistics, statistics on cards played (by both player and oppo-
nent) and cards at hand (only for player) were provided. For
the training set, 90 unique cards (78 at hand, and 42 played),
and 12853295 cards in total (8996725 at hand, and 3856570
played) were used. Cards at hand are the ones owned by the
player which they can cast (in case of spells), or summon (in
case of minions). Cards played are minions summoned and
still living. Interestingly, there are 38 new unique cards in the
test set (38 at hand and 22 played). In total, 642985 (417607 at
hand, and 225378 played) out of 5500047 (3264847 at hand,
and 1592215 played) cards in the test sets are new. This mean,
that 11.69% of cards present in test set are new, and they are
present (to various extents) in 415793 out of 750000 games
(55.44%) played using the test set.

The fact that over 55% of observations from the test set
contained new cards dismantled the assumption of identical
distributions of data and played an important role in data
processing and modeling.

A. From Attribute-Value to Matrix Format and Feature Engi-
neering

In order to construct a two-dimensional matrix, where each
row is a snapshot and each column is a different feature,
JSONs were processed one by one.

First, all the statistics on each game and participant were
extracted (final outcome, turn, participant’s hero type, hp left,
armor, crystals left, crystals in total, #cards at hand, #cards
played, etc). This produced 26 columns.

Then, the counts of the players cards at hand were saved
in separate columns (one for each card type). For the cards
played, as they consist of minions only, the sums of their
hp were saved in unique columns (per minion type and
player/opponent). The rationale behind it is that the minion’s
health can be changed by both participants during a match and
it highly impacts how much influence a minion will have on
the outcome of a game. This produced 162 columns.

In order to overcome the fact that new, unseen cards were
present in the test set, features based on aggregates were

5https://github.com/peter1591/hearthstone-ai

added. They included respectively for each participant’s min-
ions overall hp and attack situation: max, min, sum, product,
mean, median, and counts for the minions special characteris-
tics, such as ”charge”, ”taunt”, or ”freeze”, additional features
such as ”max damage doable to an enemy in this turn” amongst
them. Because a player usually has more minions that can
be summoned than they can afford to summon, a knapsack
problem was solved in order to find an optimal configuration
of minions to summon in order to maximize damage done to an
enemy champion (the ”taunt” trait was taken into an account
in its simplified form - instead of solving an optimization
problem of finding the best way on how to attack minions
and then the hero, the ”taunt” minions hp was subtracted from
the maximum damage doable to an enemy in the same turn).
Unsurprisingly, this feature came out to be one of the strongest
predictors (all models agreed on this) of the final outcome.
Yet, it wasn’t sufficient to simply check whether a player can
decrease an opponent hp to values equal to or less than zero
(in the same turn), as the relation between the game status
and the outcome turned out to be more complex (or bots are
not as smart as we would like them to be). This produced 42
columns.

Depending on a run, the cards from the test set which were
non-present in a training set, where either mapped to their
closest neighbour (using Euclidean distance on their crystal
cost, hp, and attack for hand, as well as current hp and current
attack for played card), or were omitted. Additionally, a couple
of diffs were provided (player hp - opponent hp, maximum
potential damage to enemy - enemy hp, and so on).

B. Final preparation

Since constructing this many features results in introduc-
ing collinearity into data, additional measures were taken to
minimize the negative consequences of feature engineering.

Thus, constant features, highly correlated ones (> 0.95),
and those which could be presented as a linear combination
of others were deleted. This resulted in 241+1 final variables
used for training models. Finally, the data was scaled in order
to improve the efficiency of algorithms (especially logistic
regression with regularization).

JSONs
Data 

Processing

Test Set

Training 
Set

A

B

C

Random 
Split

Fig. 2. Final Model

In order to obtain reliable results and avoid overfitting,
training data was split into three parts (as shown on Figure 2):

• A : First layer data (1500000 observations)
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• B : Second layer data (400000 observations)
• C : Internal test data (100000 observations)

Splitting it into three parts (instead of the usual training, and
validation set) helped to train a more complex, two-layered
model.

III. MODELING

Amid various methods of improving the overall efficiency
of modeling, such as obtaining good understanding of data
(via solid explanatory analysis done before applying actual
models), feature engineering, or adjusting models to directly
optimize cost function, one of the most common and important
is stacking. It is based on the observation that combining
predictions of several good, uncorrelated models will result
in an even stronger prediction [1].

A. Initial Two-Layered Model

Therefore, the first model used consisted of a number of
machine learning algorithms stacked in two layers. All models
are shortly described in Table I. The pipeline was as follows:
first, each of the algorithms from the first layer was trained on
part A of the training data and provided predictions for part
B and part C. Then, using first layer predictions for part B
as an input, the LightGBM model from the second layer was
trained and provided predictions for part C. Predictive power
was compared between each single algorithm, and the overall
model using part C.

Data

Random Forest

XGBoost

Extra Trees

LightGBM

Logistic Regression with 
variables selected via L1

LightGBM Predictions

First Layer Second Layer

Fig. 3. Typical Two Layered Stack Model

Since most of the algorithms used have a number of
parameters that need to be optimized, a Bayesian approach
was used to estimate them as proposed by Snoek, Larochelle,
and Adams [2]. In short, parameter tuning can be seen as
a Bayesian optimization problem, in which a model’s perfor-
mance is modelled as a sample from a Gaussian process. Since
the posterior distribution induced by the Gaussian process is
traceable, we can efficiently use information from past runs to
optimally choose new parameters worth trying.

As training a number of models tends to take a lot of time,
the author first checked for optimal ranges of parameters using
a small subset of part A of training data (from 10000 to
100000 observations), and then ran it on bigger chunks (up
to 1000000 observations). A Bayesian optimization package
in R as proposed by [2], usually takes less than 30 iterations
(in case of 5 or less parameters).

TABLE I
MODELS USED FOR STACKING

Algorithm Specification
Random
Forest

One of the best tree-based algorithms(using bagging)as
invented and implemented by Breiman [3]. Run two
times. The first time, it was trained on whole data, the
second time it was trained only on 100 top features
(their importance was asserted by the first model). This
allows to reduce noise and increase prediction power.
ntree = 1000. The number of features used in the second
forest can also be optimized.

XGBoost A still fairly new, tree-based algorithm (using boosting)
created by Tianqi Chen [4]. Basic parameters to be op-
timized: eta, colsample bytree, subsample, max depth,
min child weight.

Extra
Trees

Extremely Randomized Trees, as proposed by Geurts,
Ernst, and Wehenkel [5].

LightGBM One of the newest and strongest algorithms accessible
via R. Microsofts LightGBM as a part of their Dis-
tributed Machine Learning Toolkit6. Alike XGBoost it’s
a tree-based boosting algorithm with multiple parame-
ters to be optimized. Using bins instead of vectors, and
optimizing the code, LightGBM is one of the fastest
and strongest algorithms available.

Logistic
Regression
with
variables
selected
via L1

Logistic regression trained on variables selected by
logistic regression with L1 penalization.

B. Dealing with Non-IID Data

Since test data is Non-IDD, and over 55% of observations
contain new cards, the more optimized the parameters are, the
worse the score obtained on the test set is.

From a statistical learning theory point of view, it can be
shown as a bias-variance trade-off dilemma [1]. The more we
try to optimize our models, the more their complexity and
variance will increase, and thus, their sensitivity to any shifts
in data distribution. By finding the right set of parameters, one
may decrease the bias and improve the models effectiveness,
but it is always done at the price of the models stability.

Tables II, and III show this phenomenon using Light-
GBM algorithm trained on 1000000 observations from part
A (learning rate = 1). As the number of leaves increases, the
model becomes more complicated. As the number of minimal
observations required in each leaf increases, the model is
pushed to be simpler. Here, as it is shown only for illustrative
purposes, data used for obtaining scores comes from part B,
and C (for iid data), and from the test set (for non-iid data).

TABLE II
AUC FOR IID DATA

#L
ea

ve
s 10000 0.9073 0.8594 0.9395

1000 0.8624 0.8119 0.8883 0.9414
100 0.8231 0.8100 0.8434 0.9181† 0.8915†

10 0.8044 0.8001 0.8146 0.8483† 0.8331†

1 10 100 1000 10000
Min #Observations in Leaf

†Algorithm didn’t converge in 3000 iterations and could be further trained.

Two main things are interesting here. The first one is that
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parameter optimization is a non-convex problem. While a
model with 10000 leaves is over 0.9 AUC for both, 1 and
100 minimal observations in a leaf, for 10 it drops to 0.86
AUC.

The second one is that the more optimized the model is,
the more sensitive it becomes, and that different parameters
indicate a different ”threat” to the stability of the model. While
a minimal number of observations in leaf seems not to be
strongly linked a to model’s sensitivity, the number of leaves
plays a major role in making a model fine-tuned.

TABLE III
AUC FOR NON-IID DATA

#L
ea

ve
s 10000 0.7261 0.709 0.7537

1000 0.7016 0.7293 0.7262 0.7439
100 0.7347 0.7471 0.7361 0.7354† 0.7401†

10 0.7754 0.7807 0.7667 0.7482† 0.7631†

1 10 100 1000 10000
Min #Observations in Leaf

†Algorithm didn’t converge in 3000 iterations and could be further trained.

C. Final Conditional Model

This knowledge was used to build a final model. In fact,
two models were built, and depending on whether new cards
were present in any given snapshot, the adequate model was
used. For snapshots where IID seemed to hold (no new cards
present), a fine-tuned stacked model was used for predicting.
For observations where data was non-IID, a conservative
model was run to provide predictions.

Data
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LightGBM

Logistic Regression with 
variables selected via L1

LightGBM Predictions

Random Forest

XGBoost

Extra Trees

LightGBM

Logistic Regression with 
variables selected via L1
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Fig. 4. Final Model

The internal test set obtained 0.967 AUC. The test set
managed to obtain a stable 0.795 AUC score (the best solution
obtained was 0.802 AUC).

D. Additional Possibilities

Thankfully, each data science contest has a deadline. With-
out one, there would be always a new hypothesis to test. Here
as well, a number of things can be tried:

• Instead of using minion hp only, doubling (or tripling)
the number of columns to add information on attack and
count

• Using deep neural networks
• Adding information on what cards an opponent probably

has at hand
• Adding more features based on player/opponent possible

decisions
• Checking the lot’s logic - why some games where a player

can win in one turn are not won
• Further optimization of the models’ parameters
• Defining and constructing a card space where each card

has its representation so that one does not have to rely
on actual cards

IV. CONCLUSION

Even five years ago, many scientists predicted that we are
still a decade from constructing an AI capable of winning a
Go game with an average professional. Yet, in March 2016
AlphaGo, an AI developed by Google DeepMind beat Lee
Sedol, one of the best players worldwide, 4:1 [6].

Since then, and due to the renaissance of deep neural
networks, AI research got a second breath. Currently, the
effort is to create a bot capable of playing more human-like
games (usually in real time) with imperfect information (at
the time of this article being published, games like Doom [7]
are probably already conquered, therefore Starcraft would be
a good example of AI researchers’ next target).

As part of this ongoing effort, this article helps to sort
out what the most practical approach is to structuring non-
relational data into a form usable for machine learning, and
how to cope with non-IID data (or when a shift in feature
distributions is expected to happen).
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Abstract—This paper presents a winning solution to the
AAIA’17 Data Mining Challenge. The challenge focused on
creating an efficient prediction model for digital card game
Hearthstone. Our final solution is an ensemble of various neural
network models, including convolutional neural networks.

I. INTRODUCTION

HEARTHSTONE: Heroes of Warcraft is a digital col-
lectible card game that gained huge interest from players

and AI researchers over the last couple of years. Although the
rules of the game are simple, creating an AI model that would
succesfully challenge an experienced human opponent is a
difficult task, mainly due to inherent stochasticity and partial
information. The goal of AAIA’17 Data Mining Challenge:
Helping AI to Play Hearthstone was to design a model that can
accurately evaluate arbitrary intra-game states, by predicting
likelihood of winning the game by the first player.

In this paper, we present a winning solution that utilizes
both neural network and convolutional neural network archi-
tectures. The proposed method requires only minimal domain
knowledge and relies on basic feature preprocessing with no
feature selection.

The rest of the paper is organized as follows. In section II
we describe the details of the AAIA’17 challenge. Section III
provides the description of features extracted from the data.
Finally in section IV we present the details and results of our
solution.

II. THE CHALLENGE

A. Game description

Hearthstone [1] is a turn based game between two players
with custom built decks of thirty cards. Each player starts with
thirty health points and zero mana crystals. At the start of each
turn, player gains an additional mana crystal, draws a random
card and his mana crystals are refreshed. Each card costs mana
to play. Some cards are creatures, also called minions, that
stay on the game board as long as their health is above 0.
Players can make arbitrary number of actions during their
turns, limited only by the mana crystals left. The goal of a
game is to reduce the opponent’s health to zero.

B. Problem statement

The given problem is an instance of binary classification
task. Given a detailed representation of an arbitrary intra-game
state, the goal is to predict the likelihood of winning the game
by the first player, assuming it is his turn to play. The game

state need not be a beginning state of a current turn. The
predicted values do not need to be in particular range, however
higher values should indicate a higher chance of winning. The
accuracy of a model is defined as an area under the ROC
curve (AUC). AUC can be interpreted as a probability that a
classifier will rank a randomly chosen winning state higher
than a randomly chosen losing state.

C. Data

Data sets provided in competition were extracted from large
collection of play outs between weak AI players. Play outs
were generated using all available nine classes and decks
assembled from basic set of cards. The data was split into
seven training sets and three test sets. In total, the training
set consisted of 3 250 000 observations for which the correct
decision label was provided. The test set had 750 000 game
states in total and was missing the true labels. Game states
contained in the test set were extracted from different play
outs. Competitors were asked to submit their predictions on
the whole test set.

Furthermore, data sets were provided in two different for-
mats. The main set is a collection of JSON records containing
a detailed description of each game state. Each record in JSON
file contained:

• information about player and opponent heroes
• detailed description of all played creatures for both player

and opponent
• detailed description of cards in player’s hand
• current turn number

However, there was no information about previously played
cards neither by player nor the opponent. The remaining cards
in the player’s deck were also unknown. The second data set
was available in a simpler, tabular format. It contained the most
important features extracted from JSON format and a handful
of additional columns that aggregated information from several
JSON fields.

D. Evaluation

Preliminary leaderboard was available for all competitors,
based on a randomly chosen 5% subset of the test data set.
This subset was the same for all participants and was known
only to the organizers. There was no hard limit on the number
of submisions available. Each team could select only one
submission as their final solution that was evaluated on the
remaining 95% of the data set.
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III. FEATURE ENGINEERING

Since the main data sets were given in a raw JSON format, a
crucial first step in the competition was to extract meaningful
features. Moreover, usage of external knowledge bases about
cards was allowed, as long as it was publically available. In
general, we can divide created features into three groups:

• played minion features
• hero features
• aggregating features

The following features were extracted from JSON data for
each creature:

• attack - attack value
• health - current health value
• can_attack - whether minion can attack this turn
• forgetful - whether minion has 50% chance to miss

a target
• taunt - whether minion has taunt
• hp_max - maximum health value

Other features extracted from JSON data:
• all player and opponent hero information
• all aggregating features from tabular data
• hero and opponent class in one-hot encoding

In addition, the following variables were added to the set:
• for each minion played: aura - whether a creature

provides an active bonus for other minions
• effective_health - difference between total health

of hero and total attack value of enemy minions
• hand_power - sum of marginal player hand card values

based on Heartharena Tierlist [2]
• hand_aoe - total damage of ‘area of effect’ spells in

hand
• hand_answers - number of ‘hard removal’ spells (that

neutralize arbitrarily strong minions)

IV. SOLUTION

A. Preprocessing

In all models, we normalize the data using Min-Max scaling.
All features are scaled down to a fixed range from 0 to 1. Min-
Max scaling proved to give slightly better results on holdout
test sets than standarization with regard to mean and standard
deviation.

In both neural network and convolutional neural network
models, we also decided to include square and logarithm
transformed features for all variables, excluding minion fea-
tures and one-hot encoded hero class. This increased the total
number of features to 260. In terms of bias-variance tradeoff,
we want to decrease the bias even at the cost of increased
variance of a single model.

B. Evaluation

Given a very large dataset we decided to evaluate our
models using standard random train and test split, with 70%
and 30% size respectively.

C. Initial models

To better understand the difficulty of the problem, we de-
cided to train several standard linear and non-linear classifiers.
We utilized Python’s scikit-learn machine learning package
(ver. 0.18.1) [3], [4]. For all models, if not explicitly stated,
we used default parameters. Optimal hyperparameters where
found using basic grid search approach on a small, random
subsample of data.

• Logistic Regression fitted using Stochastic Average Gra-
dient [5] solver with penalty parameter C = 2.0 and L2
regularization which resulted in 0.79321 score on local
test set.

• Support Vector Machine (SVM) with RBF kernel and
penalty parameter C = 35.0 trained on a random sample
of size 50000 achieved a score of 0.78835 on local test
set subsample of size 25000.

• Random Forest with 500 trees, minimum number of
samples to split a node equal to 5 and maximal depth
of 30 which resulted in 0.83494 score on local test set,
around 0.784 on online preliminary test set.

We can see from the above results that a decent result can be
achieved with a simple Logistic Regression model. However,
an SVM trained on a very small data sample achieved only
a slightly worse result. This tells us that the problem is
highly non-linear and more complex models should perform
better. On the other hand, the discrepancy between local and
preliminary results for a Random Forest model is a clear sign
of overfitting. The final test set has different characteristics
and a good generalization is the key to win the competition.

D. Neural network

Feedforward neural network satisfies all requirements stated
in section IV-C. The model can have arbitrary complexity,
depending on the number of neurons and hidden layers, is very
flexible and provides many techniques to reduce overfitting.
Neural networks can also successfully be trained on very large
datasets, as opposed to SVMs with non-linear kernels. On
the downside, neural network training is highly sensitive to
parameter initialization and can be hard to reproduce.

Both neural networks and convolutional networks were
implemented in Tensorflow (ver. 1.1.0) [6] framework, a
library for numerical computations using data flow graphs.

Network architecture consists of two hidden layers with
dense connections and ReLU as an activation function [7].
Each hidden layer is followed by a Batch Normalization layer.
Batch Normalization can speed up learning and reduce the
exploding gradient problem [8]. We use L2 regularization of
weights with λ = 0.0002. λ was set to a maximal value that
did not hinder the network learning performance on local test
set.

We trained many models with different number of hidden
layer neurons. Best single network consisted of 100 neurons in
first hidden layer and 50 neurons in second. It scored 0.7980
on the preliminary leaderboard.
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E. Convolution layer rationale

From bayesian perspective, we can think of convolutional
layer as a fully connected layer with an infinitely strong
prior over some of its weights [9]. An infinitely strong prior
places zero probability on parameters, making them forbidden,
regardless of how much support the data assigns to those
parameters. In case of convolution, this prior states that the
layer should only learn local interactions and be equivariant
to translation. Such prior results in sparse connections and
parameter sharing, that significantly reduces the parameter
space, when compared to fully connected layer of the same
size.

The overall performance of convolutional network depends
on whether our prior beliefs are reasonably accurate. If we are
not correct, the network will likely underfit. On the other hand,
if our prior is acceptable, we can expect the convolutional
model to perform similarly, or even better then the original
fully connected network, while having much less parameters.

F. Convolution layer in detail

Recall from section III that for each played minion we
extracted 7 features. Each player can have up to 7 minions
in play, giving a total of 98 variables. Since we already
included features that describe the overall state of the game
board, from the detailed minion features we want to extract
information about how well they perform against each other.
We state our belief that such performance should be measured
independently of the position of a minion. Let pi be the i’th
player minion feature vector and oi be the i’th opponent
minion feature vector. We have pi, oi ∈ ℜ7, and pi, oi = ~0
whenever there is no minion at the position i.

We can reshape the input vector as a [7, 2, 7] tensor (mul-
tidimensional array), see Fig. 1a. We now introduce a partial
cyclic shift (PCS) operation on such tensor, that applies a row-
wise shift of player minion features, while leaving opponent
minion features intact, Fig. 1b. We apply PCS 7 times with
shift from 0 to 6. We then reshape each resulting tensor to
[7, 14], so that i’th row contains features of both i’th player
and i’th opponent minions. Finally the tensors are stacked
along third dimension, Fig. 1c shows a single row of final
tensor (indices modulo 7). We want a convolution kernel to
process the effectiveness of all player minions againt a single
opponent minion.

p0 o0
p1 o1
p2 o2
p3 o3
p4 o4
p5 o5
p6 o6

(a) Minion features

p1 o0
p2 o1
p3 o2
p4 o3
p5 o4
p6 o5
p0 o6

(b) PCS with shift 1

pi oi
pi+1 oi
pi+2 oi
pi+3 oi
pi+4 oi
pi+5 oi
pi+6 oi

(c) Final i’th row

Fig. 1

Fig. 2: Test set AUC scores during learning using minion features
only. FC - fully connected layer, BN - batch normalization, CNN(d1)
- single convolution with depth d1, CNN(d1, d2) - double convolution
with depths d1, d2.

We introduce new hyperparameter d1 - the depth of convo-
lution result. After the preprocessing we run two convolutions
in parallel creating a layer similar to inception layer [10]. First
one, with kernel shape [1, 14, 7, d1], measures performance of
player minions against a single oppponent minion. Second one
with kernel shape [2, 14, 7, d1] that can take into account coop-
eration against 2 adjacent opponent minions. All convolutions
are without padding, resulting in tensors with shapes [7, 1, d1]
and [6, 1, d1] for first and second convolutions. We again use
ReLU as activation function.

We also tested running additional convolutions with kernel
[1, 1, d1, d2] on top of the resulting tensors described above.
Applying such operation creates the same d2 linear combina-
tions from d1 features for each spatial location, see Fig. 3.

We then tested the performance of our convolution layer on
minion features only with different d1, d2 hyperparameters,
merging and flattening the resulting tensors and using a double
layer fully connected network. We compared the results with
double layer dense networks with raw minion features as input.
Results are presented in Fig. 2.

We see that there is a lot of information contained only
in minion features about the depending variable. Also, the
convolutional layers can extract features that lead to similar
classification performance as the raw inputs, despite the im-
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Fig. 3: Overview of the convolutional layer architecture. Node vectors
represent tensor shapes at each step of computation. Edge vectors
represent convolution kernel shapes.

posed prior. We believe that those features will allow a network
achieve better generalization performance.

G. Convolutional network

We create a convolutional network by flattening the output
from the convolutional layer and concatenating it with the
original features, including raw minion features. We then use
3-layer feedforward network with ReLU activation and batch
normalization after each hidden layer, without scaling factors.
We did not include batch normalization in convolutional layer.
We again use L2 regularization with λ = 0.0002. In some
models, we substituted L2 regularization with dropout [11]
with 0.5 probability, applied only to the last hidden layer. We
present two best convolutional architectures in Table I.

H. Training

All networks were trained using Adam [12] optimizer with
initial learning rate of 0.0001 or 0.0002, without learning rate
decay and with cross entropy loss function. Network weights
were initialized by sampling from truncated normal distribu-
tion with 0 mean and 0.1 standard deviation. Larger convo-
lutional networks were also initialized using lower standard
deviation of 0.05. Biases were initialized with 0.1 constants.

TABLE I: CNN with L2 regularization on the left and with dropout
regularization on the right

[7x14x1] MINION INPUT
[7x14x7] CYCLIC_SHIFT(MINION INPUT)

[7x1x12]
CONVOLUTION [1x14]

[6x1x12]
CONVOLUTION [2x14]

[7x1x24]
CONVOLUTION [1x1]

[6x1x24]
CONVOLUTION [1x1]

[312 + 260] MERGE WITH INPUT
[300] FULLY CONNECTED

[300] BATCH NORM
[60] FULLY CONNECTED

[60] BATCH NORM
[1] FULLY CONNECTED

[7x14x1] MINION INPUT
[7x14x7] CYCLIC_SHIFT(MINION INPUT)

[7x1x12]
CONVOLUTION [1x14]

[6x1x12]
CONVOLUTION [2x14]

[7x1x24]
CONVOLUTION [1x1]

[6x1x24]
CONVOLUTION [1x1]

[312 + 260] MERGE WITH INPUT
[300] FULLY CONNECTED

[300] BATCH NORM
[120] FULLY CONNECTED

[120] BATCH NORM + DROPOUT
[1] FULLY CONNECTED

We used stochastic batch gradient descent with batch size
of 320 and trained final models for around 16000 iterations on

whole dataset, roughly 1.5 epochs. Such early stopping method
was chosen empirically, basing on preliminary test results,
since the holdout test scores proved to be highly unreliable.

I. Ensembling

We retrained each model a couple of times and selected
top networks, based on preliminary results. Choosing models
solely on preliminary results certainly could lead to overfitting,
thus we created ensembles of top scoring predictors, with
manually adjusted weights. All submitted ensembles scored
far better than single models, see Table II. Final submission
contained 11 models and won the competition with 0.80185
AUC score.

TABLE II: Excerpts of preliminary results

Model Best model AUC
CNN L2 0.8012

CNN Dropout 0.8005
NN Ensemble 0.80

CNN Ensemble 0.8041
Final Ensemble 0.8037
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Abstract—In this paper, an approach to evaluating game states
of a collectible card game Hearthstone is described. A deep
neural network is employed to predict the probability of winning
associated with a given game state. Encoding the game state as an
input vector is based on another neural network, an autoencoder
with a sparsity-inducing loss. The autoencoder encodes minion
information in a sparse-like fashion so that it can be efficiently
aggregated. Additionally, the model is regularized by decorre-
lation of hidden layer neuron activations, a concept derived
from an existing regularizing method DeCov. The approach was
developed for AAIA’17 data mining competition "Helping AI to
play Hearthstone" and achieved 5th place out of 188 submissions.

I. INTRODUCTION

V IDEOGAME AI is one of the most well-known ap-
plications of Artifcial Intelligence methods in software

development. Designing challenging, smart and believable
opponents has always been an important goal for videogame
developers. Implementation of intelligent actors in games
requires development of efficient methods for searching large
state spaces and designing game-specific heuristics for state
evaluation.

Recently, a breakthrough in the domain of board games
achieved by the AlphaGo [1] project has demonstrated the
potential of machine learning methods, specifically deep neural
networks [2], in game AI. Coupled with a Monte Carlo tree
search approach [3], a combination of neural networks for
move policy and game state evaluation has achieved results
previously thought to be at least a decade of research away
and was shown capable to defeat top-level human players. The
results are promising for multiple types of games, as Monte
Carlo tree search approach is general enough to cover varying
types of gameplay, including card games.

This paper describes a solution to the data mining challenge
competition organized within the framework of the 12th Inter-
national Symposium on Advances in Artificial Intelligence and
Applications. The goal of the challenge was to evaluate game
states of the collectible card game Hearthstone, using machine
learning algorithms, given a training sample of contextless
game states with a single win/loss variable to predict. Our
solution is based on a combination of autoencoder neural
network for game state encoding and a deep neural network
for the actual game result prediction.

II. CHALLENGE DESCRIPTION

Hearthstone is a collectible card game developed by Bliz-
zard Entertainment in which two players, represented by
heroes chosen from a pool of 9 character classes, fight each
other using minion, spell and weapon cards. Additionally, each
hero has access to a "hero power" which can be used once per
turn. Possible plays are limited by crystals called "mana". A
player starts the game with a single mana crystal, gains one
mana crystal per turn and can use their mana crystals once per
turn to pay the cost associated with playing a card.

Minions persist on the game board until destroyed, can
attack the opposing player or other minions once per turn, and
can have various special properties. Minions are positioned on
the game board in a single line for the player and another for
the opponent; up to 7 minions can be played on each side and
adjacency can be relevant to the functioning of certain cards.

Spells are cast by the player, affect the game state in a
particular way, and leave the game afterward. Most of spells
do not persist on the game board after resolving their effect.

Weapons can be equipped by the player’s hero, are persis-
tent, and allow the hero to attack, similarly to the way minions
do. However, weapons have a limited durability, which goes
down by 1 with each attack, effectively limiting the number
of times they can be used. Moreover, only one weapon can be
equipped at a time.

The goal of the game is to bring down the opposing player’s
health points (HP) to 0 or below, with both players starting
at 30 HP. Minions are particularly important for this purpose
due to their persistence on the game board and the ability to
attack every turn.

The challenge data consists of contextless snapshots of
game states during the player turn. For training data, a single
variable indicating whether the game was won or lost by the
player is provided. The data was created using simulations of
games between two AI, driven by a Monte Carlo tree search
approach. The simulations only use cards from the original
card set of Hearthstone, released in 2014. Provided datasets
are divided as follows:

• initial training set: 4 data chunks of 500000 game states
each

• initial test set: 1250000 game states; later became avail-
able as training set
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TABLE I
PROPERTIES OF THE PLAYER AND THE OPPONENT

Property Meaning
deck_count Number of cards in deck

played_minions_count Number of minions in play

fatigue_damage Takes this much damage with next draw
hand_count Number of cards in hand

crystals_all Number of mana crystals
spell_dmg_bonus Damage added to damaging spells

crystals_current Mana crystals still available this turn
weapon_durability Uses of equipped weapon left

armor Additional HP which can go above 30
hp Health points, maximum 30

attack Deals this much damage on attack

hero_card_id One of 9 hero classes
special_skill_used Hero power was used this turn

• final test set: 750000 game states
The goal of the challenge was to provide real number

evaluations of game states present in the final test set, quality
of which would be measured by area under the ROC curve
(AUC).

III. GAME STATE ENCODING

In the following section, the term "player" will be used in
reference to the player from whose perspective the games are
observed, and the term "opponent" will refer to the second
player.

The key properties of a single game state conists of turn
number, player stats, opponent stats, up to 7 player minions,
up to 7 opponent minions and up to 10 cards in player’s hand.

Representing these variables so that they can serve as an
input to a neural network is non-trivial due to the varying
number of minions. Basic information about a single minion
can be expressed as a numerical vector. However, a concatena-
tion of seven vectors into a single "board vector" representing
one side poses multiple problems. Firstly, this representation
does not guarantee equivalent or even similar results for equiv-
alent board states (i.e., shuffling minion positions). Secondly,
samples with minions present on all positions are rare in the
training set. Usually, only the first few positions are occupied.

Proposed solution is based on using a sparse autoencoder
to encode minion data. While autoencoders are typically a
dimensionality reduction method, sparse coding aims to detect
patterns and improve aggregation of data. E.g., given a set of
objects which form clusters in the data space, the simplest
form of sparse coding is a dictionary approach in which each
object is encoded as a one-hot vector that contains the object’s
cluster assignment. A sum of such sparse vectors contains
information of how much objects of each type there are in
the dataset. More complex dictionary encoding methods exist
[4], and neural network encoding with sparsity constraints can
be viewed as a non-linear extension of them [5].

In our approach, we encode information about each player’s
minion sparsely and then sum them into a single vector

TABLE II
PROPERTIES OF A MINION

Property Meaning
hp_max Initial HP, cannot be healed above this value
charge Can attack on the turn it is played

frozen Cannot attack until next turn
taunt Allies (without taunt) cannot be attacked

poisonous Kills any minion it damages
freezing Attacked enemies become frozen

forgetful 50% chance to attack wrong enemy
crystals_cost Cost to play in mana

shield Negates first instance of damage dealt to it
attack Deals this much damage on attack

hp_current Current HP

windfury Can attack twice per turn
stealth Cannot be targeted by spells and attacks

id Unique ID number of a card
can_attack Can still attack this turn

representing player minions. The same is done to opponent
minions. The input vector is a concatenation of these minion
vectors and the remaining information about the game state.

The training vector takes a form shown below (1):

turn|player|opponent|
7∑

i=1

pi|
7∑

i=1

oi|hand (1)

where x|y denotes concatenation of vectors. turn is the turn
number, player is all of the available player information and
opponent is all of the available opponent information. pi is
a vector of information about i-th player minion encoded by
the autoencoder network described in Section IV, and oi is a
vector of information about i-th enemy minion encoded using
the same network.

In order to build player and opponent vectors, hero class
information is encoded in a 9 element one-hot vector. All
remaining binary and numerical properties (Table I) are treated
as real numbers. Numerical properties are normalized to have
values in [0,1] range.

The input to the autoencoder network is a 17-element vector,
where first 14 elements are all numerical and binary properties
of a minion (Table II), with the exception of the "id" property
(unique identification number). The remaining elements of the
vector are used for information about certain unique abilities.
15-th is a unique board-buffing ability (set to 1 for Stormwind
Champion, 0.5 for Raid Leader, 0 for other minions), 16-
th is a unique adjacent minion buffing ability (set to 1 for
Flametongue Totem, 0.33 for Dire Wolf Alpha, 0 for other
minions) and 17th element is set to 1 only for Healing Totem
to represent its unique healing ability.

Vector hand contains information about player’s hand and
uses dictionary encoding. Its dimensionality is equivalent to
the number of unique cards in the training set, and i-th element
indicates the number of times i-th card occurs in player’s hand.
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Cards which appear in the player’s hand in the test set, but
not the training set are ignored.

IV. SPARSE AUTOENCODER

Autoencoder [7] is a network that attempts to recover input
data from a hidden layer representation, as seen in equations
(2-4):

hi = σe(Wexi + be) (2)

x′
i = Wdhi + bd (3)

RE(X) =

n∑

i=1

‖xi − x′
i‖22 (4)

where xi is the ith input vector, hi is its encoded hidden
layer representation, and x′ is the input reconstruction. ‖...‖2
denotes L2 norm. σe is a log-sigmoid activation function.
Weight matrices We, Wd and bias vectors be, bd of the model
are trained to minimize reconstruction error RE(X) using
stochastic gradient descent.

It is possible to encourage a sparse representation within an
autoencoding network adjusting the loss function, as seen in
equation (5):

SparsePenalty(X) =

m∑

i=1

(ρ log
ρ

ρ̂i
+(1−ρ) log

1− ρ

1− ρ̂i
) (5)

where ρ̂i is the average activation of i-th output in the encoding
layer (m is the number of neurons in the layer). Parameter
ρ is a low positive value, which encourages low average
activations. In practice, this causes the network to encode
information in a sparse-like way, i.e., some "active" neurons
have significantly higher activations than others. The "inactive"
neurons do not have zero activations if rectified linear units
are not used, so the representation is not sparse in the strict
sense.

Overall loss function of a sparse autoencoder can be defined
as (6):

L(X) = RE(X) + λ0SparsePenalty(X) (6)

where λ0 is a hyperparameter.

V. REGULARIZATION OF THE PREDICTION MODEL

The prediction model is a deep neural network with four
hidden layers. The detailed network parameters and the learn-
ing process are described in Section VI. In this section,
regularization of the model is described in detail. As training
set contains data from a set of simulations disjoint from the
set of simulations used to create the test data, it is easy to
overfit any model by learning to identify specific games, so
regularization becomes a key issue.

For regularization, standard L2 norm penalty is applied to
weight matrices. In addition, the correlation between outputs in
hidden layers is explicitly punished. This is inspired by DeCov

[6], a recently proposed regularization method that adds a loss
based on the covariance between outputs in a hidden layer (7):

DeCov(Hi) = ‖Cov(Hi)− diag(Cov(Hi))‖2F (7)

where ‖...‖F is the Frobenius norm and Cov(Hi) denotes the
covariance matrix of outputs in i-th layer, i.e., element in j-
th row, k-th column is the covariance (7) between activations
of j-th and k-th hidden unit in that layer. Diagonal of the
covariance matrix is substracted from it since the diagonal
elements correspond to standard deviations of particular units.

Covariance between outputs hi, hj with means µi, µj and
standard deviations σi, σj is given by equation (8):

cov(hj , hk) = (hj − µj)(hk − µk) (8)

And the relation between correlation and covariance is (9):

cov(hj , hk) = σjσkcorr(hj , hk) (9)

This means DeCov punishes both correlation and high
standard deviation in activations for any neuron that has a non-
zero correlation with another neuron. The authors of DeCov
mention this issue and remark the effects of a loss depen-
dent on standard deviations are similar to L2 regularization.
However, a similar regularization penalty term which does not
punish standard deviations can be used (10):

DeCorr(Hi) = ‖Corr(Hi)‖2F (10)

where Corr(Hi) denotes a correlation matrix of Hi, analogous
to Cov(Hi). Full loss function (11) is then formulated as:

L(X,Y ) = MSE(X,Y )+λ1

∑

i

DeCorr(Hi)+λ2

∑

i

‖Wi‖2F
(11)

where MSE(X,Y ) denotes mean square error given inputs
X and target outputs Y , Hi denotes outputs of the i-th hidden
layer, Wi is the weight matrix of the i-th hidden layer. Unlike
the original formulation of DeCov, this loss function allows
us to control respective regularizing effects of the L2 weight
penalty and decorrelation through the hyperparameters λ1 and
λ2.

VI. EXPERIMENTAL SETUP AND RESULTS

The neural network was implemented using Theano [8]
python library which handles both gradient calculation and
GPU computation.

The tuning process which led to choosing parameters re-
ported below was based on four original chunks of training
data. We trained on three chunks and evaluated on the fourth,
repeating the process four times with a different chunk for
evaluation. In preliminary tests, we noticed this approach
achieved worse performance (measured by AUC) compared to
a setup in which all chunks are mixed together and then 75%
of data is selected for training. This led us to hypothesize that
contents of a single chunk may be sharing similarities which
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Fig. 1. Observed performance during training on the initial training set (one
chunk used for verification, three remaining for training).

TABLE III
RESULTS OF THE COMPETITION - TOP 10 SUBMISSIONS

Team AUC
iwannabetheverybest 0.80185414

hieuvq 0.799223
johnpateha 0.79895085

vz 0.79733467
jj 0.79706854

karek 0.79684963
podludek 0.79657371

akumpan 0.79653594
iran-amin 0.79636944

basakesin 0.79617152

would not be present between training and test data and the
better result achieved with mixed chunks may be artificially
inflated. Therefore, we decided to avoid mixing chunks during
the parameter tuning. The results of training the tuned network
on the initial training set can be seen in Fig. 1.

The size of the minion representation returned by the
autoencoder network was set to 20, which resulted in overall
size of the vector representing a game state equal to 182.
Autoencoder was trained with hyperparameters λ0 = 10,
ρ = 0.01, for 100 epochs on all minion data from both training
and test sets.

The neural network used for result prediction was 5 layers
deep, with hidden layers of size 128, 64, 32, 16 and a single
output neuron. Hyperbolic tangent activation was used in
hidden layers and logistic sigmoid in the output layer. The
weight of L2 penalty term λ2 was set to 0.5, while the weight
of DeCorr penalty term λ1 was 0.1.

The network was trained using adaptive gradient [9] (initial
learning rate 0.05) for 100 epochs, although the results were
saved for 20-th, 40-th, 60-th and 80-th epoch. All results were

uploaded and the one with the best performance on the test
set (60 epochs) was chosen as the final submission. The final
results of the competition are shown in Table III.

VII. CONCLUSIONS

As a submission to AAIA ’17 data mining competition,
we proposed a neural network approach to evaluation of
game states for the collectible card game Hearthstone. Sparse
autoencoder was used to encode minion data, and a deep
neural network was employed to obtain the evaluation of a
game state. Additionaly, we regularized the network with a
novel approach, based on adjusting an existing regularization
method DeCov to allow more control over the training process
through parametrization. The solution placed 5th on the final
leaderboard of the challenge.

The main weakness of our method was not accounting for
unique effects which are not expressed through numerical
properties and appear in the test, but not training data. An
example of such effect is the Northshire Cleric card, a minion
which allows its owner to draw a card whenever a minion is
healed. It is a complex interaction which is not expresssed in
any way in a contextless game state description. Evaluation
of such special abilities and their effect on gameplay cannot
be easily achieved through a machine learning model alone.
It would require either an extended set of training data or
employing additional Monte Carlo simulations in the process
of training and evaluation of the neural network.
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Multi-model approach for predicting the value
function in the game of Heathstone: Heroes of

Warcraft.
Alexander Morgun

Email: alexander.morgun.usu@gmail.com

Abstract—This document describes the problem presented at
AAIA’17 Data Mining Challenge and my approach to solving
it. In terms of reinforcement learning the task was to build
an algorithm that predicts a value function for the game of
Hearthstone: Heroes of Warcraft. I used an ensemble of 85
models trained on different features to build the final solution
which scored the 36th place on the final leaderboard.

Index Terms—data mining competition; classification; ranking;
faeature engineering; algorithm composition; hearthstone;

I. INTRODUCTION

IN THE RECENT time, there are many pieces of re-
search about applying machine learning algorithms to video

games. The most famous of them led to the creation of a learn-
ing model for playing Atari 2600 games [1]. This work was
followed by many others, including the ones about Starcraft
[2] [3] [4] and DotA [5] [6]. In summary, the main point of
these works is developing new machine learning approaches
which can be applied to other areas such as algorithm trading
[7] or robotic manipulation [8] later. Following this trend the
task of AAIA’17 Data Mining Challenge was to create an
efficient prediction model which would help in building an
agent capable of playing the game of Hearthstone: Heroes of
Warcraft.

A. Game description

Hearthstone: Heroes of Warcraft is a turn-based card video
game. It is played by two players. Each player uses his own
deck of 30 cards. The final goal of each player is to destroy
the opponent’s hero by setting his health points to zero. To do
so each turn players can play cards limited by fixed amount
of mana crystals. There are three types of cards:

• Minions - creatures that can be placed on the game board.
Minions can attack enemy minions and the hero.

• Spells - single-use cards that cause various effects.
• Weapons - cards that allow the player’s hero to attack

enemy minions trading health for board advantage.
In addition, minions can have different abilities. The most

notable of them is taunt. Players minions cannot attack enemy
hero until there are enemy minions with taunt on the board.

Complete rules can be found on the official site [11].

B. Problem statement

The task of AAIA’17 Data Mining Challenge was to predict
the probability of player’s victory. The metric used for the

TABLE I
COMPARISON OF THE LOCAL CROSS-VALIDATION TO THE PUBLIC

LEADERBOARD RESULTS. WE CAN SEE THAT AN IMPROVEMENT IN THE
CROSS-VALIDATION RESULTS DOES NOT RESULT IN A BETTER SCORE ON
THE PUBLIC LEADERBOARD AND CANNOT BE USED AS A RELIABLE WAY

OF VALIDATION.

Local validation Public leaderboard
0.883 0.788

0.837 0.7926
0.877 0.7924

0.810 0.7842
0.816 0.7754

0.824 0.7646
0.8125 0.7819

evaluation was the ROC-AUC metric [9]. We can see that
this probability can be used as a value function for building
an agent capable of playing the game [10]. Each provided
game state got data about minions played by player and
opponent, cards in player’s hand and state both of the heroes.
Information about active secrets and the history of played cards
was unavailable.

C. Related Work

Hearthstone: Heroes of Warcraft is not a well-studied envi-
roment. There are very little scientific publication about apply-
ing machine learning methods to this game [16]. This could be
explained by the fact that the game’s license agreement [17]
explicitly prohibits the use of bots and modification of the
game files. Regardless of this fact bots exist in the game but
there is no publicly available description of their algorithms.

II. THE PROPOSED SOLUTION

A. Local validation

I used 5-fold cross-validation stratified by target labels.
This method helped me in choosing hyperparameters for each
algorithm but it was not very correlated with the public
leaderboard. Because of that, I choose my final solution based
on its public leaderboard score. My validation scheme was
flawed because of the information leakage between train and
test folds. This leakage was caused by states from the same
game appearing in the train and test folds.
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B. Bagging

Because of the technical limitations, I could not train models
on all provided data so I used a technique similar to the
bagging [14]. First, I created multiple different subsets of
the training data by sampling randomly the examples, trained
separate instances of the same model on this subsets and got a
number of finally different models which predictions could be
combined afterwards. Random subsampling allowed the final
composition to use information from the whole dataset.

C. Composition methods

Due to unreliable local validation results, I decided to use
a simple averaging instead of more complex techniques like
stacking and blending. The idea was that I did not want to
favor any algorithm because I did not know its true quality so
I averaged highly correlated answers before final averaging to
avoid higher weights of them in the final result. I used two
methods of averaging [13]:

1) Averaging of probabilities: I calculated the arithmetic
mean of probabilities returned by all models.

2) Rank averaging: ROC-AUC is a ranking metric and
correct ordering of test states is more important than predicting
precise probabilities. Averaging ranks instead or probabilities
helps with different calibration of classifier probabilities.

D. Models

1) Tree-based models: Most of the used models were
XGBoost tree ensembles [15]. I also used one random forest.

2) Linear models: I used two kinds of linear models: linear
classifier trained by stochastic gradient descent with log loss
and multilayer perceptrons with different numbers of hidden
layers and neurons.

E. Features

1) Baseline features: Features provided by competition
hosts was used to train baseline models and measure the qual-
ity of other features I tried. My first model was the XGBoost
model trained on these features. Leaderboard scores showed
that rank averaging of a few XGBoost models with different
maximum tree depth performs better than the single best one
(0.7926 vs. 0.788) and rank average performs exactly the
same way on the public leaderboard but slightly worse on the
local validation. Bagging improved result of this modest even
further so I decided to use such composition of bagging plus
rank averaging of three XGBoosts with a different maximum
depth of the trees. I ended up using three instances of such
blocks trained on different features.

2) Additional handcrafted features: I extracted a few more
features from the provided game states based on my knowl-
edge of the game and intuition.

• player.hand.hp calculated as sum of minion health only.
For some reason in baseline features this sum included
durability of weapons in hand.

• opponent.played.taunts
• opponent.played.total_taunts_hp
• opponent.played.max_taunts_hp

• opponent.played.poisonous
• player.played.taunts
• player.played.total_taunts_hp
• player.played.max_taunts_hp
• player.played.poisonous
• opponent.played.possible_attack - sum of attack for min-

ions with flag ”can_attack”
• player.played.possible_attack
• player.card_advantage as difference betwen number of

cards left in player deck and in opponent deck.
• player.hand.nOfPlayableSpells
• player.hand.nOfPlayableMinions
• player.hand.nOfPlayableWeapons
• opponent.total_weapon_damage

opponent.total_weapon_damage =

opponent.hero.attack

·opponent.hero.weapon_durability

• player.total_weapon_damage
Minions with taunt ability basically serve as additional hero

health so the next group of features is linear combinations of
hero health, total attack of enemy minions and total health of
player minions with taunts. These features were supposed to
help tree-based and we can see that their importance is quite
high.

• player.max_hp_danger

player.max_hp_danger =
player.hp

+ player.armor

+ player.played.total_taunts_hp
− opponent.played.attack

• player.current_hp_danger

player.current_hp_danger =
player.hp

+ player.armor

+ player.played.total_taunts_hp
− opponent.played.possible_attack

• opponent.max_hp_danger

opponent.max_hp_danger =
opponent.hp

+ opponent.armor

+ opponent.played.total_taunts_hp
− player.played.attack
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• opponent.current_hp_danger

opponent.current_hp_danger =
opponent.hp+ opponent.armor

+ opponent.played.total_taunts_hp
− player.played.possible_attack

I also calculated WOE (Weight of Evidence) for hero
classes. For categorical feature f , object x and target label
y

WOE(f)(x) = P (y(x) = 1|f(x)) .

WOE can be calculated for a set of categorical variables
by considering all their combinations as separate
categories. Basically WOE(player.hero_card_id) is a
win rate of player class, WOE(opponent.hero_card_id)
is a loss rate of opponent class and
WOE(opponent.hero_card_id, player.hero_card_id)
is a probability that player class will win against opponent
class. WOE can be estimated from dataset X using the
formula

WOE(f)(x) =
K ·mean+ α · global_mean

α+K

where

K = |{i|i ∈ X&y(i) = 1&f(x) = f(i)}|
mean =

K

|{i|i ∈ X&f(x) = f(i)}|

global_mean =
|{i|i ∈ X&y(i) = 1}|

|X |

and α is a regularization parameter. I used α = 50. In the
result for each category we obtain a single WOE feature in
contrast with multiple features produced by one hot encoding.
This single feature is highly informative and tree-based models
can utilize it effectively. This technique is well known among
Kaggle [12] participants and was popularized in the Russian
data science community by Stanislav Semenov.

• player.class_score = WOE(player.hero_card_id)
• opponent.class_score =

WOE(opponent.hero_card_id)
• class_pair_score =

WOE(opponent.hero_card_id, player.hero_card_id)

With addition of this features, I trained three groups of
models. First of all the second ensemble of XGBoost described
above. Then a group of linear models was added. Due to
data size, I used stochastic gradient descent for training and
bagging with result averaging to diminish randomness of the
final prediction. Lastly, I added a random forest because it is
usually a safe bet to try it.
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Fig. 1. The 20 most important features from one of XGBoost models. We
can see many handcrafted features at the top.

3) WOE features: All features listed above can be treated as
categorical and I calculated WOE for all of them. For example
player.hp is an integer feature with values between 1 and 30
so we naturally get at most 30 categories. Using this features
I trained the third block of XGBoosts.

4) Logarithmed features: Sometimes linear models perform
better on logarithmed data. So I calculated log(1 + x) for
positive-valued features and replaced each of other features
with two new ones: log(max(x, 0)+1) and log(max(−x, 0)+
1). Using these new features I trained a group of linear models
in the way described earlier. Because of the good result of
these models on the leaderboard, I also trained a number of
multilayer perceptrons with a different structure using the same
features. There is no point in training separate XGBoost using
this features because logarithm cannot change the ordering of
feature values.

F. Final composition

At the end, I averaged ranks of all models from the previous
steps. I also added two particular groups of XGBoost models
directly to the final average because of the low correlation
between their predictions and results of the corresponding
XGBoost blocks.

III. CONCLUSION

During this work I constructed a number of features, used
them for training multiple models and combined predictions
of these models in order to improve quality of prediction over
a single model. Almost all described methods can be applied
to an arbitrary classification problem. Averaging method is
simple enough to be safe from overfitting but requires manual
selection of uncorrelated classifiers. It allowed to build model
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Fig. 2. Histograms of the feature ”opponent.played.hp_max” before and after
the logarithm transformation.
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Fig. 3. Final composition scheme

that performs well even without reliable way of local valida-
tion. Problem-specific feature engineering also improved final
score.
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Abstract—This paper describes two approaches to the AAIA’17
Data Mining Challenge. Both approaches are making extensive
use of domain/background knowledge about the game to build
better representation of classification problem by engineering
new features. With newly constructed attributes both approaches
resort to Artificial Neural Networks (ANN) to construct classifica-
tion model. The resulting solutions are effective and meaningful.

I. INTRODUCTION

The past three years saw an increased interest in online
collectible card games. One of the most popular games of
this type is Hearthstoner created by Blizzard Entertainment
[1]. Because of its popularity and simplicity the game has
gained attention in the streaming and e-sport community.
Although the most popular game modes involve competition
between two human players, it’s possible to play against AI.
Unfortunately, the AI is no match for a skilled player. Hence
the question of improving computer players arose. In order
to achieve the best results, players have to be able to judge
possible outcomes, predict consequences of their actions, take
into account random factors (after all, it’s a card game and
the randomness is embedded into its core), and much more.
The decisions can be reduced to classifying possible plays
or game states as good or bad and these predictions may then
guide the player to choose the best possible play. In connection
with the International Symposium on Advances in Artificial
Intelligence and Applications (AAIA’17) a competition was
organised with use of KnowledgePit platform [2]. The goal of
this competition – called AAIA’17 Data Mining Challenge –
was to estimate the state of the game and decide which player
has a higher chance of winning.

Hearthstone is a turn based card game where the goal is
to reduce opponent hero’s health to zero. Players may play
spells, which have an instant effect or minions that remain
on the battlefield. Cards are played from hand and a new
card is drawn from deck at the beginning of each turn. The
deck consists of 30 cards (see Figure I) and each card may
be present in at most two copies. Hand size is limited to 10
and board size (number of minions present at any point) is
limited to 7 for each player. The enemy hero may be damaged
using minions and some spells. Minions have certain attack
and health. All cards have cost which is paid in mana crystals.
At the beginning of each turn the current player refreshes all
their previous mana crystals (thus regaining mana they spend

in the previous turn) and gets a new one with the upper limit
of 10 mana crystals per player.

The input data represented various states from a large collec-
tion of games played between AI players. Game states consist
of both players’ health, armour, spell damage bonus, remaining
deck size, number of mana crystals, hero class and a brief
description of each card on hand (current player only) and on
the battlefield (both players). This description contained card’s
name, cost, and its attack, health, and some special traits, if
applicable. Because some card effects weren’t described, we
had to resort to card databases and our knowledge of the game
to ensure that all aspects are covered.

The overall goal in the competition was to predict which
of two players has a higher chance of winning in the given
state of the game. The problem was an example of a binary
classification. Solutions were compared by measuring the Area
Under Curve (AUC) for the Receiver Operating Characteristic
(ROC) curve [3]. This metric allows for interpretation of
classification model results in terms of trade-off between true
positive and false positive rates. The metric was chosen so that
false positives would be eliminated as they have a potentially
disastrous effect on the outcome - incorrectly classifying a bad
play as a good one may result in choosing that play and losing
in the final outcome.

This article describes some of the features used by the
authors in their submissions to the competition. Two different
approaches are outlined - one employed by team consisting
of Szymon Dziewia̧tkowski, Sebastian Jaszczur, and Mateusz
Śmiech (team “jaszczur”) and the other created by Przemysław
Przybyszewski (team “pp332493”). Both teams independently
developed interesting features and the end product - the classi-
fier - was somewhat alike in both cases as it was based on an
Artificial Neural Network (ANN). The similarities may be seen
in utilisation of domain knowledge to estimate card value (or
usefulness) to allow for more precise classification. The final
score for team “jaszczur” was AUC of 0.7930 which placed
them 35th place and AUC of 0.7950 for team “pp332493”
which came 18th.

This paper describes solutions developed by both teams.
First, the data processing and feature engineering on which
both teams put a particular emphasis in their work is described
(Section II). Then there is a description of models used in final
solutions along with other tested approaches (Section III)and
the most interesting findings and conclusions (Section IV).
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Fig. 1. Three examples of Hearthstoner cards. Left to right: Acidic Swamp Ooze, Flamestrike and Core Hound. The information contained in each card:
Acidic Swamp Ooze - the lower left corner contains Attack (3) and the lower right corner contains Health (2). Presence of these two traits indicate that it’s
a minion. The 2 in the blue hexagon in the upper left corner indicates mana cost of the card. The Battlecry is an effect that takes place immediately before
the minions enters the battlefield after being played from hand.
Flamestrike - lack of Attack and Health indicate that it’s a spell. Its devastating effect takes place immediately after casting it. The blue edge indicates that
it’s a class card, available only to Mages, as opposed to grey-bordered cards which are neutral and available to all classes.
Core Hound – 7 mana, 9 Attack, 5 Health minion that is additionally a Beast – a minion subtype. Cards belonging to the same subtype usually synergise
well with each other.
Hearthstoner card designs are property of Blizzard Entertainment.

II. FEATURE ENGINEERING

The contestants were given two distinct forms of data.
The first and more basic one was raw data in JSON format,
where an entry was a single game state of a particular game.
The organisers processed and aggregated this data in tabular
Comma Separated Value (CSV) format. The CSV set consisted
of 45 attributes, which are shown in the Table I below (their
names are rather self-explanatory).

The training dataset contained 3,150,000 labeled samples.
Organisers also provided 750,000 unlabeled samples, of which
5% was used for validation visible to participants during
the competition and the remaining 95% was used for final
evaluation

Although the CSV dataset contained several useful at-
tributes, the JSON format proved to be much more informative,
a quality that was exploited by both teams in their solutions.
When connected with domain knowledge, that raw data was
especially helpful in gaining an advantage in the competition.

The following subsections show the two approaches to
construction of new, meaningful features as applied by the
respective teams.

A. Approach of the team “jaszczur”

The majority of work was devoted to the feature engineering
based on raw JSON data. The aim was to use those features
later on in an Artificial Neural Network (ANN), therefore only
numeric features were investigated. From the input data 796

input columns were extracted, corresponding to 29 different
features. A single column represents a single value of a feature.

The major limitation of this approach is the number of
columns which had to be constant for every sample. Unfor-
tunately, this doesn’t reflect the structure of game states, as
those can have a variable number of cards on the table or
in hand. To take care of that a maximal possible number of
columns per feature was introduced. For example there were
14 columns created for a feature describing minions’ attack
on the battlefield, as there is an in-game limit of 14 minions
on the table, 7 for each player.

Some values were undefined. This happened mostly in cases
when a feature was applied to multiple cards (e.g. attack of
each minion on the battlefield). In such cases an additional
column was added for every possible undefined column. This
new column took binary values and represented whether the
corresponding value was defined. All undefined values were
then replaced with zeroes.

There are cases with multiple possible options with no
obvious numeric interpretation, like Hero Class. In such cases
an adequate number of binary features was defined, e.g., 18
columns for Hero Classes, one for each player/class pair, with
two corresponding features set as 1.

Tiers and values: One of Hearthstone’s game modes is
Arena. It differs from Constructed mode profoundly, mostly in
terms of strategies and decks that yield best possible outcomes.
These two modes share the card set, of which Standard (cards
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TABLE I
ATTRIBUTE NAMES IN THE TABULAR PART OF DATA SETS.

gamestate_id decision turn opponent.armor opponent.attack
opponent.hero_card_id opponent.weapon_durability opponent.special_skill_used opponent.hp opponent.crystals_all
opponent.crystals_current opponent.deck_count opponent.fatigue_damage opponent.hand_count player.crystals_all
player.armor player.attack player.hero_card_id player.hp player.special_skill_used
player.weapon_durability opponent.played_minions_count player.crystals_current player.deck_count player.fatigue_damage
player.hand_count player.played_minions_count opponent.played.nOfCards opponent.played.attack player.hand.nOfPlayable
opponent.played.hp_current opponent.played.hp_max player.played.nOfCards player.played.attack player.played.crystals_cost
player.played.hp_current player.played.hp_max player.hand.nOfMinions player.hand.nOfSpells player.hand.nOfWeapons
player.hand.nOfCards opponent.played.crystals_cost player.hand.attack player.hand.crystals_cost player.hand.hp

used in the competition) is a small (ca. 16%) subset. In Arena
instead of creating the deck from all available cards, players
draft cards, i.e., the system chooses three random cards, of
which the player selects one that will be added to the final
deck. This process is repeated 30 times, resulting in the same
deck size as in Constructed. Because of this deck-making
scheme, Arena is generally considered less synergy-oriented
and more value-oriented than Constructed.

Although this is very situation-specific, some cards are gen-
erally considered superior (see Figure I). There are numerous
tools that help players gauge the value of cards in Arena,
one of which is Lightforge [4]. The fundamental differences
between Arena and Constructed wane in the light of AI’s weak
style of play. Having analysed Lightforge’s tier juxtaposition,
it was decided to utilise it as it is - without adapting it to
Constructed.

Lightforge divides the cards into the following tiers: Great,
Good, Above Average, Average, Below Average, Bad, and
Terrible. They are referred to as tier categories. Furthermore,
it also assigns numerical values to cards so that they can be
compared within tiers. They are referred to as tier values.

Fore example, for the cards presented in Figure I:
• Acidic Swamp Ooze – tier Good. Base stats are standard

for its cost but on entering the battlefield it irrevocably
destroys the opponent’s weapon which costs anywhere
from 1 to 5 mana.

• Flamestrike – tier Great. It is a costly spell available
only for Mages. Serves as an Area of Effect (AoE) card
capable of clearing the board. If used properly it is very
likely to turn the tide for the player who uses it.

• Core Hound – tier Bad. Despite the high Attack, this
minion’s value is considerably low because of its minute
Health.

Description of attributes used by “jaszczur”: The 29 con-
structed attributes were put on the list and ordered with respect
to accuracy achieved by Logistic Regression that learned only
on that attribute on 750,000 samples with test to validation
ratio of 80:20. All features except those annotated with an
asterisk (*) were computed for both players. The annotated
ones were created only for the current player because of
the limited information available (i.e. we don’t know the
opponent’s hand). There is also a brief explanation of choosing
specific features based on authors’ Hearthstone experience.
The final list of constructed attributes is as follows:

1) 0.6569 - Number of cards on the battlefield that with
certain cost. Basic set consists of cards of cost between
0 and 8 and 10 (there aren’t any cards costing 9 or more
than 10). Usually the higher the cost, the better and more
impactful the card is, and the more substantial threat it
poses.

2) 0.6558 - Battlefield state - a single column for every
possible card (133 uncollectible and 17 collectible)
containing number of copies of this minion on the
battlefield. Some cards, like Stormwind Champion or
Healing Totem have an additional effect that was not
included in the short description the input data provided
but have a veritable influence on the game. It was tried to
create features tailored to single cards (e.g., Stormwind
Champion has greater impact if the board consists of
more minions), but initial results were disappointing -
the accuracy of 5 of those features combined together
was negligibly higher than random guessing.

3) 0.6558 - Sum of costs of all minions on the battlefield.
4) 0.6512 - Sum of attack of all minions on the battlefield.
5) 0.6508 - Attack of every single minion on the battlefield,

along with information whether or not it is present.
6) 0.6453 - Tier value of each card on the battlefield.
7) 0.6432 - Tier category of each card on the battlefield.
8) 0.6403 - Number of minions present on the battlefield.
9) 0.6396 - Health of each minion on the battlefield.

Because minions with 0 health die instantly, there was
no need to create additional columns to indicate their
presence or absence.

10) 0.6307 - Sum and average number of received damage
of all minions on the battlefield.

11) 0.6227 - Health points of heroes with added armour.
12) 0.6193 - Health points of heroes after using hero power.
13) 0.6153* - Tier category of each card on hand.
14) 0.5828 - Number of cards in deck, on hand and on

the battlefield. For prolonged games this number often
represents the advantage a player has. Generally, forcing
the opponent to trade multiple cards for your one card
gives you an advantage later on. This feature quantifies
this advantage in a simple manner but only in the context
of opponent’s total number of cards.

15) 0.5385 - Number of special traits (Windfury, Taunt,
Divine Shield etc.) that minions on the battlefield have.
These traits help guard the hero and valuable minions
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(Taunt), make favourable trades (Divine Shield) or put
more pressure on the enemy hero (Windfury). Aggre-
gating them yielded better results because of their rarity
- it’s uncommon for multiple Divine Shield minions to
be present on the board at the same time whereas any
two traits are much more likely to occur.

16) 0.5359* - Hand state - a single column for every possible
card containing number of copies of this card on hand.
It is similar to board state but also includes spells.
Some Area of Effect spells (Holy Nova, Flamestrike,
Consecration) or so-called hard removal spells may turn
the tide for the casting player.

17) 0.5252* - Number of cards costing X on hand, for every
possible value of X existing in the data.

18) 0.5251 - Number of cards on hand.
19) 0.5207* - Tier value of each card on hand.
20) 0.5124* - Sum of costs of all cards on hand.
21) 0.5094* - Sum of damage from spells that can affect

the enemy hero (Fireball, Holy Nova, Kill Command
etc.) and bonus spell damage (Dalaran Mage, Kobold
Geomancer etc.).

22) 0.5066 - Fatigue damage.
23) 0.5062 - Number of special traits minions on hand have

- Charge and Battlecry in addition to those considered
by similar feature regarding the battlefield.

24) 0.5062* - The approximate number of possible plays in
the current turn, depending on cost of all cards, available
mana crystals and number of possible targets. Usually
the more choices a player has, the more likely there is
a good (or even an outstanding) one.

25) 0.5049 - Attack and durability of the currently equipped
weapon.

26) 0.5017 - Hero class (Mage, Warlock, Shaman etc.).
The remaining three (out of 29) constructed attributes were
irrelevant and therefore omitted. Logistic regression ran on
the features mentioned above gave a result of 0.7830 AUC.

B. Approach of the team “pp332493”

The majority of work of “pp332493” was also spent on
the feature engineering part. Apart from the data provided
by competition organisers external data from the website
HearthPwn [5] was also used. On this website a ranking of
decks can be found. Each entry in this ranking consists of deck
name, deck type, mana, class, rating, viewcount, comments,
and cost. The higher the evaluation score for a deck the higher
its chance to win. By knowing the deck name, one could
find all the cards it consists of and their respective attributes.
Of the deck-related information gained this way only part of
the card features, such as mana cost and deck rating, were
actually utilised. They were used to generate the ’average
card strength’ attribute. Only records having rating higher or
equal than 60 were taken into account. This value was chosen
because decks with this rating were among the 0.5% best decks
ever evaluated on this site. As there is no full information
about the whole deck of the player and the opponent the
approach was to estimate the value of ’strength’ attribute for

each minion. These estimates were further summed up in order
to get the average strength of the player’s and the opponent’s
played cards as well as the player’s hand. Computing the
’strength’ attribute for a single minion card was conducted
in the following manner:

1) Iterate over all decks and retrieve all minions that were
present in those decks.

2) Iterate over all minions. For each minion create tem-
porary variables ’power_sum’ and ’power_count’ and
iterate over all decks. If this minion is in the given deck,
then compute its share in a given deck. This share can
be represented by the ratio of crystal cost of the minion
to the sum of crystals costs of all cards multiplied by the
number of appearances of this minion in the deck. Then
add the number of occurrences of this minion in the
deck to ’power_count’ variable and its percentage share
multiplied by the deck evaluation to the ’power_sum’
variable.

3) The power of a single minion is computed by dividing
’power_sum’ by ’power_count’.

4) In cases of minions in the training data set, that were
not found on the ranking page [5], the median of all
computed strengths was taken instead.

Other features that were used in the classification were
derived from the data provided for the competition (both
tabular and JSON).

Description of attributes used by “pp332493”: Both pro-
vided datasets were used to generate the training data for
chosen models. In the feature selection phase attributes first
the identifiers that carry no specific information were re-
moved. Those are: ’gamestate_id’, ’opponent.hero_card_id’,
’player.hero_card_id’. The rest of the variables, apart from the
decision, is used to create the training data set, as all of them
seem to have an influence on the decision value. In the end 41
variables are chosen from this the original 45 in tabular part
of data (see Table I).

After checking the part of the data in the JSON format
it was noticed, that there are some influential variables that
are not present in the tabular data. Those are the special
features of a single minion card, such as: Taunt, Charge,
Stealth, Freezing, Shield, Poisonous, and Windfury. Sum of
each special ability for player’s hand and cards played by both
player and the opponent are also added to the training data.
Additionally, a dedicated variable called ’special’ was created.
’special’ is derived as a sum of all aggregated special traits.
Value of this attribute can be understood as an expression of
interaction between the features. Moreover, pair of attributes
called ’able_to_perform’ are generated for both the player and
the opponent. Those are binary variables indicating whether a
player (or opponent) is able to perform at least one move using
the cards that are already on the table. The aforementioned
’average strength’ attribute is added to training sample for
player’s hand and cards played by both adversaries. Features
taken both directly from the original data and engineered make
the final data set that contains 70 attributes.
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III. CLASSIFICATION MODELS

Both teams experimented with various classification models
and at the end selected the one giving the best results on their
engineered attributes. Chosen models are described below,
followed by a brief description of alternative approaches that
were investigated for the purpose.

A. Final model of the team “jaszczur”

The best model for constructed attributes turned out to be
an Artificial Neural Network [6]. It had 796 inputs nodes, all
of which were corresponding to numeric variables that were
normalised to have mean of zero and standard deviation of 1.
The network consisted of four fully-connected, hidden layers
- with 100 neurons in the first and 50 neurons in each of the
subsequent hidden layers. The output layer had a single neuron
with sigmoid activation.

Neurons in hidden layers used Rectified Linear Unit(ReLU)
[7] as the activation function. There was also batch normal-
isation (see [8]) between each pair of adjacent layers. The
overall network error (loss) was calculated as cross-entropy,
with batch size of 100 and Adam optimiser [9].

Contestants were provided with 3,150,000 labelled samples,
but some of those were from the same games (but different
turns). Unfortunately, there was no information about which
samples were coming from which game. Because of this, after
splitting labelled data randomly into training and validation
set, the samples from the same game could go into both sets,
what caused the model to recognise specific games instead
of general patterns. Because test data was extracted from
a completely different set of games, model’s result on the
validation data turned out to be a really bad predictor of
result on test data. The authors were unable to mitigate this
problem with training/validation split, so it was decided to
use each labelled sample in training only once (that is, there
was a single training epoch) to prevent overfitting (recognising
specific games). This approach also yielded the best result on
5% of test data available during competition.

Neither L1 nor L2 regularisation yielded better results. That
is probably because each sample was shown only once and
because batch normalisation already regularises the network.

The model was implemented in Python/Keras [10] with
TensorFlow backend [11]. First prototypes and some of data
processing were done using scikit-learn module [12].

Training this model took about 20-30 min. to train, out of
which at least 15 were devoted to loading the data. It was
run on GPUs and total RAM used was about 40GB. The final
score for neural network based on constructed attributes (see
Subsection II-A) on the test set was AUC of 0.7930 which
placed this solution on 35th position.

B. Final model of the team “pp332493”

The chosen model belongs to the class of ensemble-based
classifiers, which is a soft voting classifier consisting of three
other classifiers. First of them is logistic regression with the
default value for the inverse of the regularisation strength.
Second one is an ANN with ReLU activation function and

three hidden layers with 25,15, and 5 neurons, respectively.
Last but not least is an ANN with logistic activation func-
tion and three hidden layers arranged as previously (25,15,5
neurons). Both ANN models used the Adam optimiser, the
L2 regularisation term 0.0001, and the initial learning rate
of 0.001. The attempt to run an exhaustive search over a
range of possible values for the regularisation terms for those
three models was made but finally abandoned due to excessive
computational cost. Additionally, to better suit ANN training,
the data was normalised by removing the mean and scaling to
unit variance which is recommended as a measure to better fit
the network model.

The model selection was based on the principle of getting
the AUC score as high as possible at the same time minimising
its standard deviation. The estimation of the score were derived
using the 10-fold cross-validation on the training data set.
The score for the finally chosen model was AUC of 0.79652
with deviation of 0.01283. The final model was trained on
the training data set, which consisted of two million obser-
vations. Predictions made on the test set, which consisted of
750,000 observations, allowed to achieve the AUC score of
0.79508952, which is a bit below the validation result. The
discrepancy between validation and actual testing result may
suggest that the chosen model was also a bit overfitted.

Model construction and data processing were done in
Python using the scikit-learn module [12]. Training of this
model took up to 30 min., two-thirds of which was spent on
loading the data. It was run on the quad-core CPU and total
RAM used was about 16GB. The final score for this classifier
based on constructed attributes (see Subsection II-B) on the
test set was AUC of 0.7950 which placed this solution on 18th

position.

C. Other classification models tested

Both teams have tested several classification algorithms
before arriving at the final solution presented above. The
alternative classifiers checked were mostly drawn from the tool
box of the scikit-learn [12] library for Python and associated
tools.

Team “jaszczur” has tried to use scikit-learn methods such
as: K Nearest Neighbours (k-NN), Support Vector Machines
(SVM), Decision Trees, Random Forest, and Extra Trees.
Unfortunately, k-NN and SVM models could not compare with
ANN and tree-based classifiers in this case.

The majority of testing was related to scikit-learn’s meth-
ods RandomForestClassifier and ExtraTreesClassifier. Both of
them resulted in overfitting in addition to excessive memory
(RAM) consumption. The best Random Forest solution trained
on 1,500,000 examples with maximal tree depth of 23 con-
sisted of 20 trees and achieved AUC = 0.7589. Higher depths
show an increase in accuracy and AUC on our validation data,
but with a simultaneous decrease in AUC on organisers’ test
data. Members of the “jaszczur” team were unable to tweak
parameters of scikit-learn’s DecisionTreeRegressor to yield
result above 0.71 AUC.
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Alternative models that were investigated and tested by
“pp332493” team included Logistic Regression, AdaBoost,
Extra Trees, and Artificial Neural Networks with higher
number of hidden neurons in each layer than the finally
chosen one. Additionally, a Voting Classifier – which consisted
of a mixture of previously mentioned ones – was trained
and validated. Most of these alternative models were not
classifying the data well enough compared to the finally
chosen solution, often not reaching 0.79 for AUC in the cross-
validation phase. Only the ANN with more hidden neurons
yielded the value of AUC metrics nearing 0.8 on 10-fold cross-
validation. Unfortunately, checking this model on the provided
test set clearly demonstrated that it was significantly overfitted.

IV. INTERESTING FINDINGS AND CONCLUSIONS

Some results from the previous section (Section III) are non-
trivial and may indicate interesting aspects of the game. Below
are the most probable consequences and authors’ explanations
of the aforementioned results.

• Features derived from hand state have on average 0.12
less accuracy than their equivalents derived from battle-
field state. This is due to the fact that the cards that have
been played and are unaffected by summoning sickness
(inability to attack in turn they are played) have more
measurable impact on the game than cards that are yet to
be played because of mana limitations.

• It’s widely recognised that some classes have favourable,
neutral, and unfavourable matchups. For example Hunters
are more likely to lose to Priests and Warriors (due to
their healing ability) – unfavourable matchup, but more
likely to win with Warlocks (due to their utilising life as a
resource) – favourable matchup. Using just class options
for both heroes yielded 0.5017 accuracy – negligibly
more than random guessing. This shows that either Basic
set is well-balanced or that the AI didn’t utilise the class
they played to its full potential.

• Features revolving around card tier or value yielded
scored on average 0.01 worse than those based solely
on mana cost. Given that a lot of experienced players
agree that the tiers and values we employed are a good
estimate of card usefulness, this indicates that cost of
cards is well-balanced and reflects their strength.

• Minions’ attack is slightly more significant than their
health. Experienced Hearthstone players disagree with
this result. Health is a little bit more important as it
potentially allows for multiple trades and card advantage.
This result shows that the AI played too aggressively
and could probably be improved by making more trades
instead of prioritising damaging the enemy hero.

• Spells have considerably lower impact on game than
minions. There are two possible explanations for this
result. Although the total number of spells is similar to the
total number of minions, all spells are class-dependent.
Because there are nine classes, the number of spells to
choose from after a class has been selected is an order of
magnitude lower than the number of available minions.

Additionally the variance in usefulness of spells is higher,
resulting in very few good spells for each class. This, in
turn, affects their participation in deck (spell to minion
ratio) meaning high number of samples with features
corresponding to those spells set to zero (no such spell
drawn). Another explanation is that the provided AI didn’t
learn how to utilise these spells to their full potential.

Given the final assessment of models on test dataset it
can be said that they generalise quite well. The difference
between the cross-validated AUC score and that computed
on the test dataset was almost negligible. It is apparent that
feature engineering and domain knowledge played a major
role in the final outcome and that they greatly improved the
solutions. Although the differences were profound, the non-
obvious affinity led to similar conclusions and results. Leaving
implementation details aside, resorting to the opinion of the
game community which was shared between the teams led
to significantly better outcome and some interesting findings.
Thus, it appears mandatory for designers of AI in games,
Hearthstoner being just a good example, to factor-in the
knowledge accumulated by gamers’ communities.
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Abstract—This paper introduces an ensemble model that solves
the binary classification problem by incorporating the basic
Logistic Regression with the two recent advanced paradigms:
extreme gradient boosted decision trees (xgboost) and deep
learning. To obtain the best result when integrating sub-models,
we introduce a solution to split and select sets of features for
the sub-model training. In addition to the ensemble model,
we propose a flexible robust and highly scalable new scheme
for building a composite classifier that tries to simultaneously
implement multiple layers of model decomposition and outputs
aggregation to maximally reduce both bias and variance (spread)
components of classification errors. We demonstrate the power
of our ensemble model to solve the problem of predicting the
outcome of Hearthstone, a turn-based computer game, based on
game state information. Excellent predictive performance of our
model has been acknowledged by the second place scored in the
final ranking among 188 competing teams.

I. INTRODUCTION

RECENT Internet of Thing revolution coupled with the
emergence of big data technologies present new op-

portunities to the process of automated data-driven decision
making, especially in the presence of multiple sources and
different types of data that normally require professional
human skills and experience to process. As more and more
data becomes available, further gains in classification per-
formance are becoming possible but depend on the ability
of the model algorithm to better reconstruct the relationship
function between the inputs and outputs (targets) while dealing
with typically noisier and more conflicting evidence and much
larger computational overhead.

Many existing state-of-the-art Machine Learning models
successfully take advantage of this extra evidence to reduce
either bias (Deep Learning) or variance (Extreme Gradient
Boosted Decision Trees) component of classification error, but
fail to reduce both to the extend that would offer significant
boost in predictive performance and its confidence. Besides,
these models, typically implementing ≥O(n2) learning algo-
rithms simply lack scalability and often are intractable when
faced with big data sizes that limit their utility down to small
samples and typically exclude them from real-time apps.

The model we introduce in this work aims to address above-
mentioned gaps and tries to significantly reduce both bias and
variance at manageable and scalable computational footprint.

We start our model introduction from a proposition of ensem-
ble model along with rules that govern feature selection and
model decomposition. Then, we introduce a simple classifica-
tion training structure that uses robust but simple linear base
classifier to leverage decomposed and ensemble based training
to achieve the trade-off between bias and variance reduction
with virtually no impact on the computational complexity of
the original model. Both of our proposed methods can be
used either independently or complementary to each other. To
evaluate the performance of our proposed solutions, they were
applied in a competition to predict the likelihood of winning
a turn-based computer game: Heartstone [1], given intra-game
states for both players of the game [2]. The second place our
model scored in this competition has objectively proven its
excellent design and predictive performance capabilities which
surpassed other academic state-of-the-art solutions and off-the-
shelf commercial tools proposed by 188 competing teams from
all over the world. In summary, our paper brings the following
two main contributions.

• An ensemble model that incorporates Logistic Regres-
sion, XGBoost and DL to solve the binary classification
problem, along with the capability to decompose the
model training along specially selected feature subsets.

• A hierarchical decomposition and aggregation scheme for
highly scalable and robust classification and a discussion
of how to use it in the case of logistic regression model.

The remainder of the paper is organized as follows. In Sec-
tion II, we introduce related work. In Sections III and IV, we
present our proposed ensemble model and the training scheme,
respectively. In Section V, we demonstrate an application in a
objectively evaluated competition setup as a case study for our
proposed solutions. Finally, we draw some concluding remarks
in Section VI.

II. RELATED WORK

In this section, the machine learning approaches used in our
model, specifically, Logistic Regression, XGBoost and Deep
Learning, are briefly introduced.

A. Logistic Regression

Logistic regression is a statistical method for regression
analysis to describe the relationship between one dichotomous
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dependent variable (outcome) and one or more independent
variables (predictors or features). Binary logistic model can be
used for estimating the probability of a binary response based
on predictors and gain insights on the factors that increase
the probability of a given outcome. Logistic regression has
been widely used in various areas, e.g., assessing injury
mortality or severity for patients [4], predicting votes based
on their characteristics such as age, income, sex, race, state
of residence, previous votes, etc. [5], estimating probability of
failure in various processes, systems or products [6], predict-
ing customers’ propensity to purchase a product or cease a
subscription in marketing applications [7], etc..

B. Bagging and Boosting Methods

Bagging and Boosting are powerful meta-algorithms used
in machine learning to improve prediction accuracy of clas-
sification models by combining a set of week classifiers
with poor performance, unstable predictions, and high rate of
misclassification error, into a strong and robust "wide margin"
predictive model. Bagging can decrease the variance of un-
stable procedures and prediction outcomes, while boosting is
an effective way to reduce prediction bias [8], [9]. Gradient
boosting (GB) is a version of boosting method, which like
in standard boosting uses an ensemble of weak prediction
models, typically decision trees, yet manages to achieve deeper
performance gains beating many other state-of-the-art predic-
tors in a wide range of commercial and academic applications
[10]. XGBoost, based on Extreme Gradient Boosting model
[11], is an implementation of the gradient boosted decision
trees algorithm with a goal to push the limit of computations
resources for boosted tree algorithms [12], which recently has
been used by many winning teams of a number of machine
learning competitions, e.g. [13], due to its advantages of fast
processing speed and high prediction accuracy.

C. Deep Learning

Deep Learning refers to a class of machine learning tech-
niques and architectures, where many layers of non-linear
information processing stages in hierarchical architectures are
exploited for pattern classification and for feature or repre-
sentation learning [14]. Unlike the conventional classification
algorithms which heavily rely on feature extracting techniques,
deep learning techniques could characterize the high-order
correlation properties of the observed or visible data for pattern
analysis or synthesis purposes, and/or characterize the joint
statistical distributions of the visible data and their associated
classes, which learn feature representations without the need
of labeled data referring to unsupervised feature learning,
and thus avoid substantial effort on hand-designing features
[14]. In recent years, DL techniques have gain increasing
attention and popularity due to drastically increased chip
processing abilities (e.g. GPU units), significantly lowered
cost of computing hardware and recent advances in research
of machine learning and signal/information processing. They
have been successfully applied in various areas, e.g. visual ob-
ject recognition, image processing, speech recognition, hand-

writing recognition, natural language processing, information
retrieval, etc. [14].

In the subsequent sections, we will introduce the proposed
ensemble model that combines the advantages of Logis-
tic Regression, XGBoost and Deep Learning. We will then
demonstrate how it is able to reduce both variance and bias
components of the classification error that enables to achieve
improved and consistent prediction accuracy when solving
binary classification problems.

III. ENSEMBLE MODEL

Even though ensemble model is not a new concept since
it has been extensively used and reported to win top prizes
in many recent data mining competitions, there is no clear
instruction of how to build a reliable ensemble model that
would consistently outperform other predictors. In this part,
we propose a general approach that tries to addresses this gap.
However, before going into details of our proposal, we would
like to emphasize a couple of important points for building an
ensemble model as follows.

• Different sub-models in the ensemble model could be
trained with different sets of features and examples to
leverage the maximum benefits of the ensemble. Pre-
dictive performance improvements achieved by different
models trained on the same features are possible although
limited by the inability of the predictive model to match
the evidence it is most compatible to work with.

• The sub-models can be aggregated in a number of ways,
of which the most popular ones are averaging and stack-
ing. By averaging, the final result is simply generated
by getting the average from sub-model results. Stacking
requires a more comprehensive train in the next layer
using the results of sub-models.

Our proposed ensemble model in this paper focuses on
how to split the feature set into sub-sets for training with
different sub-models. As a result, it works with any method for
combining results from sub-models. In our approach, we first
perform feature selection to obtain a set of useful features for
training models. Assuming that a total number of f features
are selected and an ensemble model is built with n sub-models,
two basic rules to select features for training the sub-model
are described as follows.

• The set of f features are split into subsets, each of which
contains f ′ number of features, defined as f ′ = k× f

n ± t
where k and t can be any value between 1 and n and
decided on the course of cross-validation performance
evaluation. Feature selection is applied to choose features
for each subset.

• Each set of features should be used in at least two sub-
models to increase the accuracy of the ensemble output.

It is interesting to note that our proposed approach for
splitting feature set in training sub-models is actually similar
to the cross-validation method when we leave a subset of data
for validation. By splitting the feature set and training data in
this way, we can leverage the maximum benefits of training
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sub-model separately and obtain the best ensemble result from
the combination of sub-models’ results.

IV. HIERARCHICAL DECOMPOSITION AND AGGREGATION

The model introduces hierarchical training structure S in-
volving decomposition and/or aggregation of the training data
into exclusive sets of examples either along distinct values
of one or more feature combinations or randomly along k-
exclusive subsets of examples. The training structure upon the
dataset X SP

D(X) is defined by two parameters: partitioning
criterion P and the degree of partitioning D. Partitioning
P can proceed either independently of the feature values
(P = 0) or along all unique values of the feature FP . For data
independent partitioning (P = 0), the degree of partitioning
D determines the number of exclusive equal-sized parts the
training set will be split and trained following D-fold cross-
validation for positive D or otherwise inverse |D|-fold cross-
validation that we define simply by training on exclusive |D|
subsets of the training data. In case of feature value-based
decomposition (P > 0), the partitioning degree D informs
whether the unique sorted values of FP feature should be
grouped in exclusive set of subsequent |D|-sized groups. Then
for each such grouped subset the training follows on either
actual subset if D is negative or on the complement of such
subset if D is positive. In both cases the degree of partition
have similar effect of training on multiple overlapping subsets
for positive D, or on exclusive subsets for negative D, thereby
controlling the level of aggregation or decomposition in the
training process.

Please note that such defined training structure operator SP
D

can be combined into sequential expressions defining open
hierarchical training structure with virtually infinite number
of variants left to be designed for skilled data scientist. Note
also that the enumerated parameterized representation of the
structure parameters allows for easy iteration procedure to
traverse through the structure parameters in a search that
maximizes the expected predictive performance that can be
carried by an automated ML model designer.

Finally having defined the expression mechanism for creat-
ing training structures what is left to define a full classification
model M is to pair it with the base classifier C such that the
fully defined classification model becomes: M = (C, S).

V. A CASE STUDY

To demonstrate the performance of our proposed model as
well as the training scheme, we apply it to build a model that
predicts the result (the winner) of a computer game, Heartstone
[1], given the input data of various intra-game states [2].

A. Feature Engineering

Before building the prediction model, it is important to
analyze the data and perform feature engineering to extract
maximum predictive power from the raw data. In this case
study, we had over three million records that store data about
different intra-game states of Hearthstone. The data is recorded
at each game state represented by the turn number of the game

and cover three sets of basic features with a total number of
40 features as follows.

• Opponent properties: hold information about different
properties of the opponent at the current state as well
as statistical data about played cards of the opponent.

• Player properties: keep similar information about dif-
ferent properties of the player at the current state and
statistical data about played cards of the player.

• Player holding card information: this type of data is only
available for the player.

These basic features are then complemented with an addi-
tional of 121 features generated in the following ways:

• Difference features: the different values of common nu-
merical features between the opponent and the player.

• Player holding card features: the statistics of different
types of cards in hand of the player. For these features,
we simply count the number of holding cards in each
type of the player.

All of the 161 features presented above were then exposed
to various feature selection techniques. Different subset of
features were selected for different sub-models that are vital
unlock maximum predictive power from every model as well
as inject diversity that is reported to be quite beneficial when
combining multiple classifiers as discussed in Section III.
Specifically, for each of the three sub-models we used the
following different set of features:

• The set of 53 features - approximately equal to one third
of the total number of features.

• The set of 107 features - approximately equal to two third
of the total number of features.

• The set of all 161 features that include both basic features
and extra features.

It is important to note that for the first two incomplete
feature sets, the features were selected based on a combination
(union) of feature selection for the top K1 (KBest) and
recursive feature elimination for the bottom K2 (RFE). In
particular, we selected 53 features for the first set from the
top K1 = 50 and the bottom K2 = 50 in the KBest and RFE
selection methods. On the other hand, the 107 features selected
for the second set come from the top K1 = 100 and the bottom
K2 = 100 in the KBest and RFE selection methods.

B. Evaluation of the ensemble model

Our ensemble model in this case study was built from
6 separate prediction models built on Logistic Regression,
XGBoost and Deep Neural Network.

• Logistic regression: this approach is used for two
prediction models. The first model is trained on a
set of selected 53 features, decomposed along the
player.hero_card_id feature. The second model is
trained on a set of selected 107 features, decomposed a
long the opponent.hero_card_id feature. These models
respectively receive a score of 0.7963 and 0.7967 from
the public leader board.
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• XGBoost (eXtreme Gradient Boosting): this approach
is used for the next two predictions models, which are
trained respectively on a set of 53 original features and
all 161 features with scores 0.7964 and 0.7956 in the
public leader board.

• Deep neural network: this approach is use for the last
two prediction models. The first model is trained on a
set of 53 features with three layers: an input layer using
relu activation, an hidden layer of 20 nodes using relu
activation and an output layer using sigmoid activation.
This model scores 0.7957 in the public leader board.
The second model is trained on a set of selected 107
features. Since there are more features, this model has an
extra hidden layer with 60 nodes using relu activation in
between the input layer and the hidden layer of 20 nodes.
This model scores 0.7968 from the public leader board.

C. Evaluation of the hierarchical decomposition and aggre-
gation scheme

We have tested such hierarchical architecture for a classifi-
cation model build with logistic regression as a base classifier
and obtained the best results for the following design:

M = (LogReg, S0
−30(S

4
1(X), S16

1 (X))) (1)

Deciphering the structure expression of Logistic Regres-
sion S0

−30(S
4
1(X), S16

1 (X)) in plan words means that the
predictor is constructed by an aggregation of the two double-
decomposed models: first along the unique values of feature
opponent.hero_card_id and feature player.hero_card_id
and then further into 30 unique random subsets trained ex-
clusively in an inverse cross-validation fashion. These models
generated trained classifiers that back-tested with the highest
cross-validation accuracy and have been applied to classify the
testing set yielding a score of 0.797. What is intriguing is that
such deep decomposition as in the presented design leads to
decomposition of over 3m data points into over 270 chunks
of the size around 10000. Such large model fragmentation
is perfect for extremely fast processing on the parallelized
infrastructure and delivered very competitive prediction results
literally in seconds. Note that it is interesting to have the
following observations from the results

• There is no surprise that the decomposition along
unique values of feature player.hero_card_id and
opponent.hero_card_id improves the model perfor-
mance. It simply means that playing as a different hero
character with all its specific characteristic requires dis-
tinct set of model parameters that appear to improve the
predictive performance of the game outcome if applied
only to the same cases of games played with the same
character. This type of decomposition is a clear proof of
the bias classification error reduction through improved
specificity of the models trained on significantly distinct
subsets (clusters) of data.

• It appears surprising that further training set decomposi-
tion into 30 smaller subsets of around 10000 each leads

to the improvement of predictive performance rather than
training on most or all of the available training set. Indeed
the experiments confirmed an optimal decomposition
and aggregation level obtained for the training sets at
around 10000 game states examples. Both, building and
aggregating fewer models with larger training sets and
more models trained on smaller training subsets results
in apparent degradation of predictive performance.

• The identified structure parameters appear to achieve the
optimal trade-off between the bias and variance error
components reduction subject to logistic regression clas-
sifier abilities

VI. CONCLUSION

In this paper, we have introduced an ensemble model for
binary classification with a clear solution of how to split
and select features for sub-model training. In addition to
the ensemble model, we present an approach for hierarchical
decomposition and aggregation model to address the issue
of slow and computationally intractable in model training.
These proposed solutions have been proved to be good with
the second prize in a recent competition, which predicts the
likelihood of winning a game given intra-game states of
players. Even though our proposed solutions were proved to
be good, they are not fully automated. Thus, in our future
work, we plan to extend this current work for the automated
feature selection of the ensemble model as well as efficient
search for the best possible training structure with respect to
the hierarchical decomposition and aggregation model.
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Abstract—The heart disease describes a range of conditions

affecting our heart. It can include blood vessel diseases such as

coronary artery disease, heart rhythm problems or and heart

defects. This term is often used for cardiovascular disease, i.e.

narrowed or blocked blood vessels leading to a heart  attack,

chest pain or stroke. In our work, we analysed three available

data sets: Heart Disease Database, South African Heart Disease

and Z-Alizadeh Sani Dataset. For this purpose, we focused on

two directions: a predictive analysis based on Decision Trees,

Naive Bayes, Support Vector Machine and Neural Networks;

descriptive  analysis  based  on  association  and  decision  rules.

Our results are plausible, in some cases comparable or better

as in other related works

I. INTRODUCTION

HE availability  of  various  medical  data  leads  to  a

reflection  if  we  have  some  effective  and  powerful

methods to process this data and extract potential new and

useful  knowledge.  A  diagnostics  of  different  diseases

represents  one  of  the  most  important  challenges  for  data

analytics.  The  researchers  focus  their  activities  in  several

directions,  e.g.  to  generate  prediction  models  with  high

accuracy,  to  extract  IF-THEN rules  or  to  investigate  new

cut-off  values  for  relevant  input  variables  [30].  All

directions are important and can contribute to improving the

effectiveness of the medical diagnostics.

T

Heart  disease  (HD)  is  a  general  name  for  a  variety  of

diseases, conditions, and disorders that affect the heart and

the  blood  vessels.  The  symptoms  depend  on  the  specific

type of  this disease such  coronary  artery  diseases,  stroke,

heart  failure,  hypertensive  heart  disease,  cardiomyopathy,

heart  arrhythmia,  congenital  heart  disease,  etc.  HD is  the

leading  global  cause  of  death  based  on  a  statistics  of

American  Heart  Association.  The  World  Health

Organization estimated that in 2012 more than 17.5 million

people  died  from  HD  (31%  of  all  global  deaths).   This

growing trend can be reversed by an effective prevention,

i.e.  early  identification  of  warning  symptoms  or  typical

patient’s behavior leads to HD. It is a task for data analytics

to  support  the  diagnostic  process  with  results  in  simple

understandable  form  for  doctors  or  general  practitioners

without  deeper  knowledge  about  algorithms  and  their

applications.

The paper  consists  of  three  main  sections.  At  first,  we

introduce the motivation and possible approaches to support

the  effective  diagnostics  of  HD.  The  second  section

describes  six  phases  of  the  CRISP-DM methodology  and

related  experiments.  The  last  section  concludes  the  paper

and proposes some improvements for our future work.

A. Related Work

As HD is a very serious disease, many researchers tried to

predict  it  or  to  extract  crucial  risk  factors.  The  relatively

known data sets are Cleveland, Hungarian, and Long Beach

VA freely available on UCI machine learning repository.

El-Bialy et al. used all these datasets in their study  [18].

At  first,  authors  selected  five  common variables  for  each

dataset (Cleveland, Hungarian, Long Beach VA and Statlog

project)  and applied  two data mining techniques:  decision

tree C4.5 and Fast Decision Tree (improved C4.5 by Jiang

SU and Harry Zhang). These operations resulted in accuracy

from 69.5% (FDT, Long Beach VA data) to 78.54% (C4.5,

Cleveland).  Next,  authors  merged  all  datasets  into  one

containing variables  like cp,  age,  ca,  thal, or thalach.  The

merging resulted in 77.5% accuracy by the C4.5 algorithm

and 78.06% by FDT.  

Verma, Srivastava, and Negi in their work [19] designed

a hybrid  model  for  diagnosing  of  coronary  artery  disease

(one type of HD). For this purpose, authors used data from

the  Department  of  Cardiology  at  Indira  Gandhi  Medical

College  in  Shimla  in  India,  which  contained  335  records

describing by 26 attributes. The authors pre-processed data

via  correlation  and  features  selection  by  particle  swarm

optimization  (PSO)  method.  For  modelling  authors  used

four  analytical  methods:  Multi-layer  perceptron  (MLP),

Multinomial  logistic  regression  model  (MLR),  Fuzzy

unordered rule induction algorithm (FURIA) and Decision

Tree  C4.5.  As  first,  they  applied  the  MLP to  the  whole

dataset. The obtained accuracy 77% was not satisfactory, so

they tried to improve it by MLR. This step resulted in 83.5%

accuracy.   The  methods  FURIA  and  C4.5  did  not  offer

higher value. In the next step, authors tried to optimize data
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pre-processing and tried to identify the prime risk factors 

using correlation based feature subset (CFS), selection with 

PSO, k-means clustering and classification or a combination 

all of these. Finally, they achieved 88.4% accuracy using 

MLR and they applied proposed hybrid model on Cleveland 

dataset. This model improved the accuracy of classification 

algorithms from 8.3 % to 11.4 %. 

Cleveland dataset is only one of several datasets typically 

used by researchers for analytical support of HD diagnostics. 

The second is Z-Alizadeh Sani dataset collected at Tehran’s 
Shaheed Rajaei Cardiovascular, Medical and Research 

Centre. This dataset contains 303 records with 54 features. 

Alizadehsani et al. aimed to classify patients into two target 

classes: suffered by coronary artery disease or normal [20]. 

They divided the original set of variables into four groups: 

demographic, symptoms and examination, ECG, laboratory, 

and echo. They focused on pre-processing phase, mainly on 

features selection by Ginni index or Support Vector 

Machine. They also created several new variables like LAD 

(Left Anterior Descending), LCX (Left Circumflex) and 

RCA (Right Coronary Artery). For classification, authors 

used four methods: Naive Bayes, Sequential Minimal 

Optimization (SMO), SMO with bagging and Neural 

network. They applied these algorithms to different pre-

processed data sets: all original variables without three new, 

all original variables with three new, only selected variables 

from the original set without three new and the selected 

variables from the original set with three new. The best-

obtained results were 93.4% for SMO with bagging, 75.51% 

for Naive Bayes, 94.08 for SMO and 88.11 for the Neural 

network. All results were verified by 10-cross validation. 

The authors extracted Typical Chest Pain, Region RWMA2, 

age, Q-Wave and ST Elevation as the most important 

variables. 

The same dataset was used by Yadav´s team [21] focusing 

on an optimization of Apriori algorithm by Transaction 

Reduction Method (TRM). The new algorithm decreased a 

size of the candidate´s set and a number of transactional 

records in the database. The authors compared it with some 

traditional methods and obtained accuracy 93.75%; SMO 

(92.09%), SVM (89.11%), C4.5 (83.85%), Naïve Bayes 
(80.15%). 

All mentioned works focused mainly on predictive 

analysis within traditional methods like Decision Trees, 

Naive Bayes, Support Vector Machine or Neural networks. 

Next, authors tried to improve these results by suitable 

operations in pre-processing phase or by other analytical 

methods like SMO. We selected these works to set a baseline 

for our research activities. 

B. Methods 

The CRISP-DM represents the most popular methodology 

for data mining and data science. This methodology defines 

six main phases from business understanding to the 

deployment [1], [2]. The first phase deals with a 

specification of business goal and its transformation to the 

data mining context.  The second phase focus on detailed 

data understanding through various graphical and statistical 

methods. Data preparation is usually the most complex and 

most time-consuming phase including data aggregation, 

cleaning, reduction or transformation. In modeling, different 

machine learning algorithms are applied to the preprocessed 

datasets. Traditionally, this dataset is divided into training 

and testing sample, or analysts use 10-cross validation. The 

obtained results are evaluated by traditional metrics like 

accuracy, ROC, precision, or recall. Next, the analysts verify 

accomplish of the specified business goals. The last phase is 

devoted to the deployment of the best results in real usage 

and identification of the best or worst practices for the next 

analytical processes. 

The decision tree is a flowchart-like tree structure, where 

each non-leaf node represents a test on an attribute, each 

branch represents an outcome of the test, and leaf nodes 

represent target classes or class distributions [3]. We decided 

to use this method because we were able to visualize the tree 

or to extract the decision rules. The C4.5 algorithm used 

normalized information gain for splitting [4]. The C5.0 

algorithm represents an improved version of the C4.5 that 

offers a faster generation of the model, less memory usage, 

smaller trees with similar information value, weighting, and 

support for the boosting [5]. CTree is a non-parametric class 

of regression trees embedding tree-structured regression 

models into a well-defined theory of conditional inference 

procedures. This algorithm does not use the traditional 

variable selection based on information gain or Ginni 

coefficient but selects the variables with many possible splits 

or many missing values [6]. It uses a significance test 

procedure. The CART (Classification and Regression Trees) 

algorithm builds a model by recursively partitioning the data 

space and fitting a simple prediction model within each 

partition [7]. The result is a binary tree using a greedy 

algorithm to select a variable and related cut-off value for 

splitting with the aim to minimize a given cost function. 

Naive Bayes is a simple technique for constructing 

classifiers that require a small number of training data to 

estimate the parameters necessary for classification [8]. It 

uses the probabilities of each attribute belonging to each 

class to make a prediction. Naive Bayes simplifies the 

calculation of probabilities by assuming that the probability 

of each attribute belonging to a given class value is 

independent of all other attributes. To make a prediction, it 

calculates the probabilities of the instance belonging to each 

class and selects the class value with the highest probability. 

Support Vector Machine (SVM) is a supervised machine-

learning algorithm, mostly used for classification. SVM plots 

each record as a point in n-dimensional space (where n is a 

number of input variables). The value of each variable 

represents a particular ordinate [9]. Then, SVM performs 

classification by finding a hyperplane distinguishing the two 

target classes very well. New examples are  mapped into 
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same space and predicted to a category based on which side 

of the gap they fall. 

Neural networks are a computational model, which is 

based on a large collection of connected simple units called 

artificial neurons. We will use this method if we don’t want 
to know the decision mechanism. They work like a black 

box, i.e. we know the model is some non-linear combination 

of some neurons, each of which is some non-linear 

combination of some other neurons, but it is near impossible 

to say what each neuron is doing. This approach is opposite 

to the Decision trees or SVM. We used a feedforward neural 

network, in which the information moves in only one 

direction – forward [10]. 

Association rules are a popular and well-researched 

method for discovery of interesting relations between 

variables in (large) databases [11], [12]. The most often used 

algorithm to mine association rules is Apriori [13]. 

Association rules analysis is a technique to uncover how 

items are associated with each other. The Apriori principle 

can reduce the number of item sets we need to examine. 

We used some statistical methods to investigate possible 

relations between input variables themselves or between 

them and target diagnostics [14]. For this purpose, we 

applied Shapiro-Wilks normality test (null hypothesis: 

sample xi came from a normally distributed population [22]); 

2-sample Welch's t-test (the population means from the two 

unrelated groups are equal [23]); Mann-Whitney-Wilcoxon 

Test [29] (the two populations are equal); Pearson chi-square 

independence test (two categorical variables are independent 

[24]); Fisher’s Exact test (the relative proportions of one 

variable are independent of the second variable [25]) and 

logistic regression [28]. Next, we used k-Nearest Neighbour 

and multiple linear regression to replace the missing values 

in a dataset by some plausible values [26], [27]. 

For experiments, we used a language and environment for 

statistical computing and graphics called R. It provides a 

wide variety of statistical (linear and nonlinear modelling, 

classical statistical tests, time-series analysis, classification, 

clustering, etc.) and graphical techniques, and is highly 

extensible
1
. 

II. CRISP-DM 

A. Business Understanding 

As we mentioned before, the HD diagnostics is 

complicated process containing many different input 

variables that need to be considered. In this case, data 

mining can help to process and analyze available data from a 

different point of views. The business goal is to provide an 

application decision support for doctors and general 

practitioners. From data mining point of view, we can 

transform this goal into two possible directions: predictive 

and descriptive analysis. The first one was represented by 

                                                           
1 https://www.r-project.org/about.html 

binary classification and the second one by extraction of 

association or decision rules. In data preparation phase we 

aimed to investigate possible relations between different 

combinations of variables within some statistical tests. We 

determined a minimal 85% accuracy based on performed 

state of the art. For this evaluation, we used a traditional 

confusion matrix (Table I.) 

 
TP (true positive) – healthy people were classified 

correctly as healthy. 

FP (false positive) – healthy people were classified 

incorrectly as patients with the positive diagnosis. 

FN (false negative) – patients with positive diagnosis were 

classified incorrectly as healthy people. 

TN (true negative) – patients with positive diagnosis were 

classified correctly as sick. 

The overall accuracy was calculated within following 

formula: 

100





TNFNFPTP

TNTP
accuracy      (1) 

 

For evaluating the association rules, we used two 

traditional metrics: support as the proportion of health 

records in the dataset, which contains a combination of 

relevant antecedents; and confidence representing the 

proportion of health records containing antecedents and 

consequent two. If we define association rules as X=>Y, then 

antecedents represent the left part of the rule (X) and the 

consequent the right part (Y). 

B. Data Understanding and Preparation 

We selected three available data sets devoted to the heart 

diseases. The first dataset dates from 1988 and consists of 

four databases: Cleveland (303 records), Hungary (294), 

Switzerland (123), and Long Beach VA (200). Each record 

is described by 14 variables (Table II.).  

The distribution of target attribute in each dataset is 

following: 139 patients with positive diagnostics/164 healthy 

people, 106/188, 115/8, 149/51.  

This dataset contained nearly 2 thousand missing values, 

mainly in variable ca. For nominal attributes, we used the k-

NN method, for numerical multiple linear regression to solve 

this problem. In the case of k-NN, we normalized all 

variables to interval < -1, 1> and set up the k-value as 5. 

This cleaning operation changed the original distributions 

very slightly.  

Fig. 1 visualizes a relation between resting blood pressure 

and target attribute. We can say that many patients with ideal 

TABLE I. 

CONFUSION MATRIX  

 True values 

Predicted value 
TP FP 

FN TN 
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blood pressure (around 120) have a positive diagnosis of 

heart disease. 

 
Fig.2 visualizes a relation between maximal achieved 

heart rate and target attribute. We expect that the higher 

value covers people with regular exercise. Fig. 3 visualizes a 

relation between sex and target attribute. The first finding 

was that in the integrated dataset we had significantly more 

male than female. The second was a ratio between healthy 

people and patients with positive diagnosis in both groups. 

 

Fig.  1 Histogram (x- trestbps, y-multiplicity, green color – healthy 

person, orange color – positive diagnosis) 

 

 
 

Fig.  2 Histogram (x- thalach, y-multiplicity, green color – healthy 

person, orange color – positive diagnosis) 

 

 

Fig.  3 Histogram (x- sex, y-multiplicity, green color – healthy person, 

orange color – positive diagnosis) 

 

TABLE II. 

VARIABLES – DATASET 1 

Name Description 

age age in years (28 - 77) 

sex 0- female 

1- male 

cp chest pain type 

1-typical angina 

2- atypical angina 

3- non-anginal pain 

4- asymptomatic 

tresbps resting blood pressure (mm/Hg) 

(0 - 200) 

chol serum cholesterol (mg/dl) 

(0 - 603) 

fbs fasting blood sugar  

0-false(< 120 mg/dl) 

1-true (> 120 mg/dl) 

restecg resting electrocardiographic results 

0-normal 

1- having ST-T wave abnormality 

2- showing probable or definite left ventricular 

hypertrophy by Estes' criteria 

thalach maximum heart rate achieved (60 - 202) 

exang exercise induced angina 

0-no 

1-yes 

oldpeak ST depression induced by exercise relative to rest 

(mm) 

(-2.6 – 6.2) 

slope the slope of the peak exercise ST segment 

1-upsloping 

2-flat 

3-downsloping 

ca number of major vessels colored by fluoroscopy 

(0-3) 

thal 3-normal 

6-fixed defect 

7-reversable defect 

num diagnosis of heart disease (angiographic disease 

status) – target attribute 

0 - negative diagnosis (absence) 

1 - 4 (from least serious most serious - presence) 
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For a better understanding of variables describing the 

EKG results, we present an example of ST segments (Fig. 4). 

The normal ST segment has a slight upward concavity. Flat, 

downsloping or depressed ST segments may indicate 

coronary ischemia. ST elevation may indicate transmural 

myocardial infarction. 

 

 

Fig.  4 An example of ST segment from electrocardiography [16] 

 

Next, we investigated a possibility to reduce the input set 

of variables. Three variables described the ECG: Restecg, 

Oldpeak, and Slope. If we visualized their distributions, the 

first two had a low distinguish ability for target classes. We 

have omitted these two attributes from next experiments. 

Next, we investigated a relationship between nominal 

variables and target attribute. For this purpose, we tried to 

use Pearson's Chi-squared Test and we obtained following p-

values: sex (< 2.2e-16), exang (< 2.2e-16), cp (< 2.2e-16), 

fbs (5.972e-05), slope (< 2.2e-16), ca (8.806e-16) and thal 

(< 2.2e-16). These results rejected the null hypothesis and 

confirmed the expected relationship.  

In the case of numerical variables, we started with 

Shapiro-Wilks normality test: age (p-value = 2.268e-05), 

trestbps (3.052e-15), chol (< 2.2e-16), thalach (1.906e-05). 

Based on this result, we choose a non-parametric Mann-

Whitney-Wilcoxon Test: age (p-value = 2.2e-16), tresbps 

(0.001596), chol (4.941e-05), thalach (2.2e-16). If we set up 

the 0.05 as significance level, we rejected the null hypothesis 

for all numeric variables, i.e. existing dependency between 

them and target attribute. 

Finally, we applied a logistic regression on this data. If we 

set a level for statistical significance to 0.005, the most 

significant variables were sex = male (p-value = 0.000602), 

slope = 2 (0.000355), ca = 1 (1.04e-05), ca = 2 (3.01e-06), 

ca = 3 (0.008745), cp = 4 (0.001302) and tresbps 

(0.007671). Based on relevant z-values, all these variables 

increase the chance for classification into positive target 

class. 

Fig.5 visualizes a distribution of target attribute after its 

transformation to binary one (1-4 were aggregated in 1). 

 

 

Fig.  5 Histogram (x- target attribute (absence, presence), y-

multiplicity) 

 

Since in previous dataset we investigated the higher 

occurrence of HD in male sample, as second dataset we 

selected a sample of males in a heart-disease high-risk region 

of the Western Cape, South Africa. It contains 462 records 

described by 10 variables without missing values (Table 

III.). This data sample is part of a larger dataset, described in 

[15]. The target attribute contained 302 records of healthy 

persons and 160 positive diagnoses of HD.  

 
We performed similar operations to understand the data. 

Figure 5 visualizes a relation between family history of heart 

disease (famhist) and target attribute. We can say that a 

TABLE III. 

VARIABLES – DATASET 2 

Name Description 

age age in years (15 - 54) 

sbp systolic blood pressure (101 - 218) 

chd coronary heart disease – target attribute 

0 – negative diagnosis 

1 – positive diagnosis 

tobacco  cumulative tobacco (kg) 

 (0 - 31.2) 

LDL low density lipoprotein cholesterol 

(0.98 - 15.33) 

adiposity measure of % body fat 

(6.74 - 42.49) 

obesity measure weight-to-height rations (BMI). 

(14.70 – 46.58) 

famhist family history of heart disease  

(present, absent) 

typea type-A behavior is characterized by an excessive 

competitive drive, impatience and anger/hostility 

alcohol current alcohol consumption 

(0.00 – 147.19) 
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chance to be positive diagnosed is around 50% if some heart 

disease occurred in the family history.  

We solved an unbalanced distribution of the target 

attribute with an oversampling method, i.e. we re-sampled 

the minority class in the training set. The result was 302 

records for absent and 256 for the present.  

 

 

Fig.  6 Histogram (x- famhist, y-multiplicity, green color – healthy 

person, orange color – positive diagnosis) 

 

Next, we investigated potentially existing relationships 

between input variables and target attributes. Since we had 

mainly numeric variables, at first we tested if they had a 

normal distribution. For this purpose, we used Shapiro-Wilks 

test with following results: age (p-value = 4.595e-13), sbp 

(1.253e-14), tobacco (< 2.2e-16), LDL (7.148e-15), 

adiposity (4.245e-05), obesity (9.228e-10), typea (0.008604) 

and alcohol (< 2.2e-16). In all cases, the distribution 

deviated from normality based on cut-off p-value 0.05. 

Based on this result, we choose a non-parametric Mann-

Whitney-Wilcoxon Test. We obtained following p-values: 

age (3.364e-15), sbp (0.000214), tobacco (4.31e-12), LDL 

(6.058e-09), adiposity (1.385e-07), obesity (0.02073), typea 

(0.05219) and alcohol (0.1708). If we set up the 0.05 as 

significance level again, we confirmed the null hypothesis 

for the two last variables, i.e. they were independent and we 

omitted them. 

Finally, we generated a logistic regression model based on 

data with a reduced set of input variables. This model has 

confirmed the importance of famhist = present (p-value = 

2.68e-05), age (0.000572), tobacco (0.001847) and LDL 

(0.002109). All four variables increase a chance for the 

positive diagnosis of the HD. 

 The last dataset was Z-Alizadeh Sani Dataset containing 

303 records about patients from Tehran’s Shaheed Rajaei 

Cardiovascular, Medical and Research Centre [17]. Each 

patient was characterized by 54 variables. These variables 

were arranged in four groups: demographic, symptom and 

examination, ECG, laboratory and echo features. The target 

classes were a positive diagnosis of coronary artery disease 

(CAD) and normal health status. The patient is categorized 

as CAD, if his/her diameter narrowing is greater than or 

equal to 50%, and otherwise as Normal. The dataset did not 

contain any missing values. In Table IV, we present only 

selected set of input variables as an example. 

 
We performed similar data understanding, Fig. 7 

visualizes a relation between typical chest pain and target 

attribute. If the patient felt chest pain, then change for heart 

disease is very high. If the patient did not feel the chest pain, 

the chance for HD is still 50/50. 

 

 

Fig.  7 Histogram (x- typical chest pain, y-multiplicity, green color – 

healthy person, orange color – positive diagnosis (CAD)) 

TABLE IV. 

VARIABLES – DATASET 3 

Name Description 

age age in years (30 - 86) 

Diabetes Mellitus 
0 - No 

1 - Yes 

Fasting Blood Sugar (mg/dl) 62 - 400 

Pulse Rate  50 - 100 

ST Elevation 
0 - No 

1 - Yes 

ST Depression 
0 - No 

1 - Yes 

Low-Density Lipoprotein 

(mg/dl) 
18- 232 

White Blood Cell 3 700 – 18 000 

Obesity 
0 - No (BMI<25) 

1 – Yes (BMI >25) 

Creatine (mg/dl) 0.5 - 2.2 

Ex-Smoker 
0 - No 

1 - Yes 

Hemoglobin (g/dL) 8.9 - 17.6 

Non-anginal CP 
0 - No 

1 - Yes 

Heart disease (target 

attribute) 

0 - Normal 

1 -  CAD 
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We have proceeded in the same way as in the two 

previous cases. We omitted the variables with only one 

values as e.g. Exertional CP.  We started with an 

investigation of the possible normal distribution of numerical 

variables. We confirmed it for three variables through 

histograms (Fig. 8) and Shapiro-Wilks normality test: HB (p-

value = 0.1301), Lymph (0.08769) and Neut (0.2627). 

 

 

Fig.  8 Histogram (x- number of Neutrophil , y-multiplicity) 

 

For these variables, we performed two-sample Welch's t-

test with following results: HB (p-value < 2.2e-16), Lymph 

(< 2.2e-16) and Neut (< 2.2e-16). We rejected the null 

hypothesis and accepted the alternative one (the population 

means are not equal), i.e. variables and target attribute were 

dependent. 

For other numerical variables, we performed the non-

parametric Mann-Whitney-Wilcoxon Test. Based on 

significance level 0.05 we were able to reject the null 

hypothesis for following variables: Weight (0.2137), Length 

(0.9428), BMI (0.2537), Edema (0.3485), CR (0.3251), LDL 

(0.6088), HDL (0.5036), BUN (0.1293), Na (0.09188), WBC 

(0.3672) and PLT (0.2292). It means that these variables and 

target attribute were independent and we excluded them from 

our experiments. 

For nominal variables, we had to use two methods: at first 

Pearson chi-square independence test and if more than 20% 

of the contingency table’s cells are less than five, we used 

Fisher’s Exact test. We omitted following variables with 

significance level 0.05: sex (p-value = 0.2991), Current 

Smoker (0.2614), FH (0.6557), Obesity (0.8003), DLP 

(0.9284), Systolic Murmur (1.0), LVH (0.5251); Ex-Smoker 

(0.7297), CRF (0.1875), CVA (1.0), Airway disease 

(0.1875), Thyroid Disease (0.4138), Weak Peripheral Pulse 

(0.3263), Lung Rales (0.7349), Function Class (0.1405), 

LowTH Ang (1.0), BBB (0.307) and Poor R Progression 

(0.064). 

The mentioned operations reduced an original set of input 

variables from 53 to 27. Finally, we generated a logistic 

regression model that confirmed the importance of variables 

Typical Chest Pain = 1 (3.63e-05), Age (4.06e-05), Diabetes 

Mellitus (0.00321), T inversion (0.00140), Valvular heart 

disease = normal (0.00605) and Regional wall motion 

abnormality (0.0057).  

 This dataset was also unbalanced from the target attribute 

point of view. Therefore, we used the oversampling method 

again, i.e. we re-sampled the minority class in the training 

set. The result was 216 records for CAD and 174 for normal. 

C. Modelling and Evaluation 

We applied selected data mining methods to predict the 

HD and to extract relevant rules. For the prediction models, 

we verified experimentally three data division to training and 

testing sets (80/20, 70/30, 60/40). For each division, we 

repeated the experiment for 10 times with different sampling 

and in respect to the original ratio of target classes. We also 

performed a stratified 10-cross validation, i.e. each fold 

contained roughly the same proportions of the two types of 

class labels. Finally, we applied these methods on original 

datasets and with reduced sets of variables mentioned above. 

Table V. presents the best-achieved results for all three 

datasets.  

 
The first group of experiments resulted in the best model 

generated by neural network visualized in Fig. 9. This model 

contained only reduced set of input variables. The best 

decision tree model was generated by CART, 10-stratified 

cross-validation, and all original variables. The reduced set 

of variables provided the same accuracy.  

For the second dataset, we obtained less accurate models. 

The proposed reduction of the variables did not bring any 

significant improvement. Based on relevant confusion 

matrices, we found out a relatively high number of records 

predicted as negative, but in fact, they were positive. This is 

an important finding for future improvement.  

In the last case, we obtained the best model within SVM, 

which for all datasets provided one of the most accurate 

predictions. Since it is complicated to visualize the whole 

SVM model; we present an only 2-dimensional example 

based on attributes age and tresbps (Fig. 10). 

 

TABLE V. 

THE BEST ACHIEVED PREDICTIONS 

Name Method Accuracy (%) 

Cleveland, 

Hungary, 

Switzerland and 

Long Beach VA 

Decision trees 88.09 

Naive Bayes 86.76 

SVM 88.53 

 Neural networks  89.93 

South Africa Heart 

Disease 

Decision trees 73.87 

Naïve Bayes 71.17 

SVM 73.70 

 Neural networks 68.48 

Z-Alizadeh Sani 

Dataset 

Decision trees 85.38 

Naïve Bayes 83.33 

SVM 86.67 

 Neural networks 86.32 
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Fig.  9 The structure of the created neural network with the best 

prediction ability (input layer = 20 neurons, hidden layer = 5 neurons, 

red numbers - bias) 

 

Fig.  10 The example of SVM prediction model (x – tresbps,y – age, 

purple – positive diagnosis, cyan – negative diagnosis) 

 

Finally, we discretized all numerical attributes in 

accordance with the typical categories defined by existing 

medical literature. Next, we applied the Apriori algorithm to 

generate association rules. These rules were very similar to 

those we extracted from the decision trees models: 

IF thal = reversable defect/ fixed defect AND ca = 1/2/3 

THEN HD = positive diagnosis (dataset1 – decision rules) 

IF sex = male AND exang = yes AND oldpeak > 0.8 

THEN HD = positive (dataset1 – association rules) 

IF age < 50.05 AND tobacco > 0.46 AND typea > 68.5 

THEN HD = positive (dataset2) 

IF famhist = 1 and LDL = high THEN HD = positive 

(dataset2) 

IF Typical Chest Pain = 0 AND Age < 61 and Region 

RWMA = 0/1 THEN HD = positive (dataset3) 

IF Typical Chest Pain = 1 AND VHD = mild THEN HD = 

positive (dataset3) 

We can conclude that the content of the generated 

prediction models is in accordance with the results of the 

relevant statistical tests about attributes dependency. 

D. Deployment 

The last phase is devoted to the deployment of the 

evaluated and verified models into practice. We focused on 

simple understandable and interpretable application to 

support the diagnostic process of the heart diseases. We used 

an open source R package Shiny that provides an elegant and 

powerful web framework for building web applications using 

R . Fig. 11 visualizes our prototype offering all analytical 

features described in this paper, e.g. data understanding, 

statistical tests, classification models generation and 

diagnosis of a new patient. 

 

Fig.  11 An example of supporting application 

III. CONCLUSION 

This paper presents the application of various statistical 

and data mining methods to understand three different 

medical data sets, to generate some prediction models or to 

extract rules suitable for decision support during the 

diagnostic process. We used some statistical tests to find out 

possible existing relationships between input variables and 

target attribute. Based on relevant results, we prepared the 

datasets for modeling phase, in which we applied some 

selected methods as decision trees, Naive Bayes, Support 

Vector Machine or Apriori algorithm. In comparison with 

existing studies, our results are plausible, in some cases 

comparable or better. In our future work, we will focus on 

several directions: transformation and creation of the new 

derived variables to improve the data information value; 

investigation of the new cut-off values for selected variables, 

boosting for prediction models and e.g. cost matrix for 

unbalanced distribution 
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 Abstract - Speech communication is very essential for human-

human communication and human machine interaction. Current 

Automatic Speech Recognition (ASR) may not be suitable for quiet 

settings like libraries and meetings or for speech handicapped and 

elderly people. In this study, we present an end-to-end deep 

learning system for subvocal speech recognition. The proposed 

system utilizes a single channel surface Electromyogram (sEMG) 

placed diagonally across the throat alongside a close-talk 

microphone. The system was tested on a corpus of 20 words. The 

system was capable of learning the mapping functions from sound 

and sEMG sequences to letters and then extracting the most 

probable word formed by these letters. We investigated different 

input signals and different depth levels for the deep learning 

model. The proposed system achieved a Word Error Rate (WER) 

of 9.44, 8.44 and 9.22 for speech, speech combined with single 

channel sEMG, and speech with two channels of sEMG 

respectively. 
 

 Index Terms - Subvocal Speech; Deep Learning; sEMG. 

 

I.  INTRODUCTION 

 Speech plays an important role, not only in human-human 

communication but also in human-machine interaction. Often, 

human speech takes place in harsh acoustic backgrounds with a 

variety of environmental sound sources, competing voices, and 

ambient noise. The presence of such noise makes it difficult for 

human speech to remain robust and clear.  

After the wide popularity of smart devices and assistive 

technologies, Automatic Speech Recognition (ASR) became 

the most convenient communication tool for humans to interact 

with these machines [1]. Although ASR systems have achieved 

reasonably high accuracies compared to human capabilities [2], 

they still suffer from various limitations. First, they are prone to 

environmental noise. Second, audible speech can be very 

disturbing in quiet settings like libraries and meetings. Third, 

normal speech communication is not suitable for speech 

handicapped, e.g., stuttering patients. Similar challenges are 

faced when dealing with elderly people, caused by issues with 

speech pace and articulation [3].  

These limitations motivate the need for the development of 

another strategy for how ASR works in terms of speech form, 

acquisition techniques, and processing algorithms. One 

potential alternative for vocalized speech is subvocalized 

speech. Subvocalization occurs, for example, when someone 

whispers while reading a book, talking to one’s self, or 

murmuring. This subvocalization can be acquired using surface 

Electromyogram (sEMG) signals from the muscles involved in 

speech production. Articulators involved in speech production 

are located in the face and neck area [4]. sEMG signals can thus 

be used to substitute or at least augment traditional vocalized 

signals. 

While it is already showing great promise, the field of 

subvocalized speech recognition is fairly recent and not mature 

compared to vocalized speech recognition. Wand et al. [5] 

achieved a 34.7% word error rate (WER) on 50 phrases using 

sEMG signals of 6 facial muscles from 6 subjects. Mendoza et 

al. [6] obtained a WER of 25% from a single sEMG channel but 

only for 6 Spanish words. Wand et al.  reported a 54.7% WER 

on 50 phrases using 35 sEMG channels and 6 subjects [7]. 

Furthermore, Deng et al. achieved an 8.5% WER on 1200 

words using 8 channels [8].  

Researchers at Nara Institute of Science and Technology, 

Japan [9], investigated the use of non-audible murmur 

microphone fabricated in their own lab using hidden markov 

model for further analysis, reporting a 7.9% WER. However, 

the NAM microphone they used isn’t available, to date, for 
commercial or academic purposes outside of their premises.  

The ability to achieve high recognition accuracies using 

sEMG only has proven to be very challenging [5]-[8]. The 

reason can be attributed to the nature of the sEMG signal, which 

is highly variant from subject to subject depending on the 

muscle strength and gender. Most of the reported research uses 

facial muscles to capture speech signals [6]-[8]. While giving 

better accuracy, this placement isn’t user friendly and may not 
lend itself to practical implementations. Results reported in the 

literature used hand crafted features, heuristically chosen based 

on experience and visual inspection of data.  

This research introduces preliminary results for a multimodal 

end-to-end subvocal speech recognition system using a 

commercially available, low cost close-talk microphone and a 

single channel of sEMG signal acquired from the throat area. 

The proposed system uses deep learning algorithms for 

automatic feature extraction and classification. 

II.  MATERIALS AND METHODS 

A. Corpus Design  

We built an English corpus of twenty words. These words 

were selected to match the following criteria: (1) letters 

comprising the words must represent the English letters in as 

uniform distribution as possible, as shown in Fig.1; (2) they 

should be of different lengths; and (3) the similarity between 

words measured by Levenshtein distance [10] must be 

qualitatively variable, as demonstrated qualitatively in Fig.2. 

This limited vocabulary set can be used later for controlling 

machines or enabling the performance of various daily 

activities.  
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B. Subjects 

Ten healthy subjects participated in this experiment, five 

males and five females, with average age of 22 ± 2 years. All 

the subjects are not Native American speakers. The experiment 

was conducted in a lab controlled environment. 

 

C. Experiment Protocol and Data Labelling  

Each subject was presented with 150 slides, each 

containing a single phrase. Subjects were asked to subvocalize 

the phrase within 6 seconds of its appearance on the screen, then 

relax for swallowing and breathing for 10 seconds, and so on. 

Fig. 3 illustrates the experimental sequence and timing.  The 

experimental setup and connections are shown in Fig. 5. Each 

subject gave output of 150 records, out of which 100 records 

were used for training and 50 records for testing, for both 

modalities (microphone and sEMG). 

D. Signal Acquisition  
As described above, both sEMG, to capture the electrical 

activities of the muscles responsible for sound production, and 

a close-talk microphone, to capture the articulation effect 

(vibration or sound), were used. 

1) Surface Electromyogram (sEMG) 

A wireless sEMG from Mega Electronics Ltd was used. The 
sampling rate was 1 KHz using 16 bit ADC. Two electrodes 
were placed diagonally around the throat as shown in Fig. 4.  
2) Close-Talk Microphone 

A Koss CS100 close talk microphone was used. This 
microphone has a noise reduction filter and has a sensitivity 
range of -36 dB ± 3dB per 1V / 1 KHz. The microphone is placed 
2 cm from the subject mouth to capture the murmurs. For 
recording this signal, we used freely available software named 
Audacity [11]. 

E. Sound Pressure Level Quantification  

In order to make sure that all subjects follow the same level 

of subvocalization, there was a need to quantify this level 

numerically. We used an iPhone with an application named 

SPLnFFT, whose accuracy was proven by [12].  

Subjects were asked to subvocalize the sentences appearing 

on the screen within a range of 12 ± 2 dB and were trained for 

10 minutes prior to starting each recording session to help them 

meet this requirement. 

F. Short Time Fourier Transform (STFT) 

Input signals were converted from time domain to frequency 

domain through Short Time Fourier Transform (STFT) to 

obtain a spectrogram, which was fed to deep learning model. 

Figure 5. Experiment setup 

Figure 2. Levenshtein distance between words 

Figure 4. sEMG electrode placement 

Figure 3. Timing diagram showing the experiment protocol 

Figure 1. Distribution of letters across the corpus words 
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G. Deep Learning 

Conventional ASR systems consist of many complex 

building blocks: pre-processing, feature extraction, and 

building an acoustic model using Gaussian Mixture Model 

(GMM) and Hidden Markov Model (HMM) [13]. At the final 

stage, a language model is used to constrain the predicted 

subscription in order to follow the context of the speech as 

shown in Fig. 6.  

Using sEMG instead of speech signals means that there is 

no well-defined building blocks akin to phonemes in traditional 

audible speech processing. Fig. 7 shows an end-to-end deep 

learning model as presented in [14]. 

H. Spatial Convolutional Layer 

Spatial convolution layer performs the traditional 

convolution operation as shown in Eq. (1). Convolutional 

operation works to find the most similar pattern to the filter in 

the underlying image [15].  

 

         (g*f)(x,y) = ∑ ݃ሺܽ, ܾሻ݂ሺݔ − ܽ, ݕ − ܾሻ           ሺ௔,௕ሻ∈𝐴 (1) 

 

I. Bi-Directional Recurrent Neural Network (BRNN) 

RNN was developed to make use of the sequential 

information. In conventional neural networks, it is assumed that 

all the inputs and outs are independent, i.e., the input at a certain 

time is independent of other inputs and the same for the output. 

However, for a sequential signal like sEMG and speech, 

this is not true. That’s because each sound or letter in the 
previous frame affects the prediction of the sound in the next 

frame [16]. Also, future frames could enhance and fine-tune the 

prediction of earlier frames. This is the main reason for 

choosing bidirectional RNN instead of RNN. 

J. Connectionist Temporal Classification (CTC) 

The goal from an ASR system is to transfer any sequence 

of sounds into sequence of letters or phonemes. Traditional 

classification algorithms require that both inputs and outputs 

are aligned, which is not the case in most ASR problems. 

 

The CTC layer generates a probability distribution at each 

time step of the input sequence instead of generating labels. 

These probabilities are then decoded into maximum likelihood 

labels. Finally, an objective function converts these maximum 

likelihood labels into the corresponding desired labels [17].  

All computations were done on a desktop PC with GTX 

960 TI and 6 GB GPU ram. Torch platform was used for deep 

learning implementation. 

III. RESULTS 

This section highlights the system performance using 

different input signals and different number of RNN layers. For 

acoustic input only from the close-talk microphone, we 

obtained a WER of 16%, 11.33%, 9.44%, 12.56%, and 10.44% 

for different numbers of RNN layers as shown in Table 1. 

For concatenating acoustic data and sEMG data from 

channel #1, we achieved a WER of 16.89%, 10.39%, 8.44%, 

11.44%, and 9.83% using different RNN layers as illustrated in 

Table 2.  

Combining acoustic data, sEMG from channel #1, and 

sEMG from channel #2 resulted in WER of 54.17%, 10.61%, 

9.22%, 11.33, and 10.44% as shown in Table 3.  

#RNN Layers WER CER Time (minutes) 

1 16 2.7 18.26 

2 11.33 2.43 24.23 

3 9.44 2 32 

4 12.56 3.04 58 

5 10.44 2.45 68.7 

#RNN Layers WER CER Time (minutes) 

1 16.89 2.83 26 

2 10.39 2.33 39 

3 8.44 1.91  47 

4 11.44 2.21 60 

5 9.83 1.89 72.5 
Figure 6. Building blocks for traditional ASR system 

versus end-to-end ASR 

Figure 7. Proposed end-to-end deep learning model  

Table 2. Results for speech input + sEMG from channel 1 

Table 1. Results for speech input  
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IV. DISCUSSION  

In this study, we investigated the performance of an end-

to-end subvocal speech recognition system using a wireless 

sEMG system and a close-talk microphone. The performance 

criteria were Word Error Rate (WER) and Character Error Rate 

(CER). We studied the performance of the system for acoustic 

signal only and acoustic signal combined with sEMG from the 

throat muscles. The depth of the deep network model was 

examined in search of the optimum number of bidirectional 

RNN.  

For the input signal being acoustic data only, we found that 

the performance of the system increases by increasing the 

number of RNN layers till a peak of 9.44% WER then it 

decreases by a factor 3.12% then increased by 2.12%. This 

sudden change in performance is likely to be caused by 

overfitting. After increasing the number of layers, the model 

starts to experience an overfitting due to the increase in the 

number of parameters. 

When feeding the network with acoustic data concatenated 

with sEMG signal from the throat muscle, the performance of 

the system has was boosted to achieve a WER of 8.44% with 

an increase of 1% from acoustic signal only. This increase in 

performance was expected because the microphone is unlikely 

to catch all the information from the audio in the 

subvocalization mode while sEMG can capture additional 

information. We notice that results in Table 2 almost follow the 

same pattern as Table 1. Three RNN layers is the turning point 

for the system. After 3 layers the system experiences an 

overfitting problem. 

For the final experiment, we fed the network with a 

composition of three signals: acoustic, sEMG from channel #1 

and sEMG from channel #2. The best WER was 9.22% at 3 

RNN layers. The performance drop illustrate that channel #2 is 

a noisy channel and doesn’t add much information. 

The timing performance for different model structures and 

input signals is reported in Tables 1, 2 and 3. The training time 

was increased when the depth of the network was increased, due 

to the increase in the number of parameters that need to be 

optimized and settled. 

Comparatively, the proposed algorithm has a better 

performance compared to Deng et al. [8] and Wand et al. [5] in 

terms of WER. In contrast with literature of subvocal speech 

recognition, the system doesn’t depend on hand crafted features 
or traditional building blocks for ASR. In addition, the proposed 

algorithm demonstrates the efficacy of a single channel sEMG 

combined with a close-talk microphone. 

 

V. CONCLUSION 

An end-to-end deep learning system for subvocal speech 

recognition using a close-talk microphone and a single channel 

wireless sEMG was presented. The proposed system used a mix 

of convolutional neural layers and bidirectional RNN in 

addition to a CTC layer as the objective layer. We studied the 

effect of different input signals and different numbers of RNN 

layers on system performance. The proposed system achieved 

a Word Error Rate of 9.44, 8.44 and 9.22 for acoustic, acoustic 

combined with a single channel sEMG, and acoustic with two 

channels of sEMG, respectively.  

REFERENCES 

[1] S. Tomko, T. K. Harris, A. Toth, J. Sanders, A. Rudnicky, and R. 

Rosenfeld, “Towards efficient human machine speech 
communication,” ACM Trans. Speech Lang. Process., vol. 2, no. 1, pp. 

1–27, Feb. 2005. 

[2] W. Xiong et al., “Achieving Human Parity in Conversational Speech 
Recognition,” 2016. 

[3] F. Aman, M. Vacher, S. Rossato, and F. Portet, “Analysing the 
Performance of Automatic Speech Recognition for Ageing Voice: 

Does it Correlate with Dependency Level?,” pp. 9–15, 2013. 

[4] S. Jou, S. Jou, T. Schultz, M. Walliczek, F. Kraft, and A. Waibel, 

“Waibel A: Towards continuous speech recognition using surface 
electromyography,” Proc. INTERSPEECH - ICSLP, pp. 17--21. 

[5] M. Wand, M. Janke, and T. Schultz, “Tackling Speaking Mode 
Varieties in EMG-Based Speech Recognition,” IEEE Trans. Biomed. 

Eng., vol. 61, no. 10, pp. 2515–2526, Oct. 2014. 

[6] L. E. Mendoza, J. Peña, and J. L. Ramón Valencia, “Electro-

myographic patterns of sub-vocal Speech: Records and classification,” 
Rev. Tecnol., vol. 12, no. 2, Dec. 2015. 

[7] M. Wand, C. Schulte, M. Janke, and T. Schultz, “Array-based 

Electromyographic Silent Speech Interface,” in Proceedings of the 

International Conference on Bio-inspired Systems and Signal 

Processing, 2013, pp. 89–96. 

[8] Y. Deng, G. Colby, J. T. Heaton, and G. S. Meltzner, “Signal 
processing advances for the MUTE sEMG-based silent speech 

recognition system,” in MILCOM 2012 - 2012 IEEE Military 

Communications Conference, 2012, pp. 1–6. 

[9] Panikos Heracleous, Yoshitaka Nakajima, et al. “audible 

(normal) speech and inaudible murmur recognition using nam     

microphone”, Signal Processing Conference, 2004. 

[10] L. Yujian and L. Bo, “A Normalized Levenshtein Distance Metric,” 
IEEE Trans. Pattern Anal., vol.29, pp. 1091–1095, Jun. 2007. 

[11] “Audacity® | Free, open source, cross-platform audio software for 

multi-track recording and editing.” [Online]. Available: 
http://www.audacityteam.org/. [Accessed: 08-May-2017]. 

[12] D. P. Robinson and J. Tingay, “Comparative study of the performance 
of smartphone-based sound level meter apps, with and without the 

application of a ½ &quot; IEC-61094-4 working standard microphone, 

to IEC-61672 standard metering equipment in the detection of various 

problematic workplace noise environments.” 

[13] J.-P. Haton, “Automatic Speech Recognition: A Review,” in Enterprise 

Information Systems V, Dordrecht: Kluwer Academic Publishers, 2004, 

pp. 6–11. 

[14] D. Amodei et al., “Deep Speech 2: End-to-End Speech Recognition in 

English and Mandarin,” Dec. 2015. 
[15] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet 

classification with deep convolutional neural networks,” Proceedings 

of the 25th International Conference on Neural Information Processing 

Systems. Curran Associates Inc., pp. 1097–1105, 2012. 

[16] Y. Zhang, M. Pezeshki, P. Brakel, S. Zhang, C. L. Y. Bengio, and A. 

Courville, “Towards End-to-End Speech Recognition with Deep 

Convolutional Neural Networks,” Jan. 2017. 
[17] A. Graves, S. Fernández, F. Gomez, and J. Schmidhuber,      

“Connectionist temporal classification,” in Proceedings of the 23rd  

international conference on Machine learning  - ICML ’06, 2006, pp. 

369–376. 

#RNN Layers WER CER Time (minutes) 

1 54.17 17.4 18.85 

2 10.61 2.25 27 

3 9.22 2.07  35.9 

4 10.11 1.93 64.5 

5 11.31 2.14 81.3 

Table 3. Results for speech input + sEMG from channel 1 & 2 

168 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Developing a new SVM classifier for the extended
ES protein structure prediction

Piotr Fabian
Silesian Technical University

ul. Akademicka 16, 44-100 Gliwice, Poland
Email: pfabian@polsl.pl

Katarzyna Stąpor
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Abstract—This article presents a new SVM classifier for the
prediction of the extended early-stage (ES) protein structures.
The classifier is based on physicochemical features and position-
specific scoring matrix (PSSM). Experiments have shown that
prediction results for specific classes are significantly better than
those already obtained.

I. INTRODUCTION

THE INTEREST of biologists is to determine the shape
of amino acid chains that make up proteins. Accurate

measurement methods involving the observation and measure-
ment of real chains are troublesome, so the shape is often
predicted basing on the amino acid sequence itself. In addition
to methods that simulate the behavior of atoms and larger
particles in accordance with known physical laws, methods
based on machine learning are used. The shape of an unknown
protein is predicted on the basis of the assumption of a similar
effect of the amino acid sequence on the shape of the different
proteins.

The shape of the chain may be predicted with less details
than exact coordinates of atoms in the three-dimensional space.
The concept of secondary structure concerns the local shape of
the chain, classified as a helix, strand and similar cases, defined
by biologists. Predicting the secondary structure consists in
assigning individual segments of the chain to one of several
classes describing the local shape of the chain. The number
of classes may vary in different algorithms. For example,
the DSSP algorithm defines eight different classes. Methods
operating on the so-called structural code define seven classes.
A review of methods used to predict the shape of proteins
can be found in the literature. As mentioned in [1], identical
sequences of pentapeptides exist with completely different
tertiary structures in proteins. On the other hand, different
amino acid sequences can have approximately the same three-
dimensional structure. However, the patterns of sequence con-
servation can be used for protein structure prediction. The
secondary structure local shape is commonly used for “ab
initio” methods as a common starting conformation for precise
protein structure prediction. A large number of experiments
and theoretical evidence suggests that local structure is fre-
quently encoded in short segments of protein sequence. A
definite relation between the amino acid sequences of a region
folded into a supersecondary structure has been found. It
was also found that they are independent of the remaining

sequence of the molecule. Early studies of local sequence-
structure relationships and secondary structure prediction were
based on either simple physical principles or statistics. Nearest
neighbor methods use a database of proteins with known three-
dimensional structures to predict the conformational states of
test proteins. Some methods are based on nonlinear algorithms
known as neural nets or Hidden Markov Models. In addition
to studies of sequence-to-structure relationships focused on
determining the propensity of amino acids for predefined local
structures, others involve determining patterns of sequence-to-
structure correlations. The evolutionary information contained
in multiple sequence alignments has been widely used for
secondary structure prediction. Prediction of the percentage
composition of α-helix, β-strand and irregular structure based
on the percentage of amino acid composition, without regard
to sequence, permits proteins to be assigned to groups, as all α,
all β, and mixed α/β. Structure representation is simplified in
many models. Side chains are limited to one representative
virtual atom; virtual Cα-Cα bonds are often introduced to
decrease the number of atoms present in the peptide bond. The
search for structure representation in other than the φ, ψ angles
conformational space has been continuing. Other models are
based on limitation of the conformational space. One of them
divided the Ramachandran map into four low-energy basins.
In another study, all sterically allowed conformations for short
polyalanine chains were enumerated using discrete bins called
mesostates. The need to limit the conformational space was
also asserted.

The model introduced in [1] is based on limitation of
the conformational space to the particular part of the Ra-
machandran map. This part is represented by an elliptical
path which traverses areas corresponding to well defined
secondary structural motifs on the Ramachandran plot. The
structures created according to this limited conformational
subspace are assumed to represent early-stage structural forms
of protein folding in silico. In contrast to commonly used base
of final native structures of proteins, the early-stage folding
conformation of the polypeptide chain is the criterion for
structure classification.

This article presents two methods for predicting structural
codes and results for selected classes of the structural code.
The methods assume the possibility of determining the local
protein structure only on the basis of a known sequence of
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amino acids, without implementing any physical or chemical
relationships between the particles other than precomputed
features for specific amino acids. The sequence of amino acids
is described by strings of symbols (letters) representing 20
amino acids, while the structural code with a sequence of
symbols denoting individual classes of the local shape. For
structural code, there are seven classes. Thus, the task of
predicting a secondary structure can be defined as a search
for a function mapping a set of words over a 20-character
alphabet into a set of words over a 7-character alphabet. There
is a set of learning data, containing proteins with known shape.
Methods for predicting the secondary structure do not usually
produce accurate results and are therefore evaluated by quality
measures that specify the fraction of correctly-enrolled classes
for experiments involving previously examined proteins. For
the secondary structure prediction, modern methods achieve
accuracy of about 80%. Achieving high accuracy (over 90%)
is hampered by the ambiguous classification of the local shape,
especially at the ends of the chain fragments belonging to one
class. For the structural code, the most commonly method uses
contingency tables described later.

II. METHODS AND ALGORITHMS

A. The structural code

Predicting the three-dimensional shape of proteins may be
implemented as a simulation of atoms and particles, where all
known physical forces are involved and influence the dynamics
of the whole system. This approach is called “ab initio”. The
final shape of the protein is a result of minimizing the energy
of the whole system. However, the number of variables to
take into account is enormous and the time complexity of
algorithms implementing this idea makes it difficult to use
this approach for longer chains of amino acids. The “ab initio”
method needs a starting point - an initial conformation of the
chain. Good starting point results from predicted secondary
structure or structural codes. In our experiments we have tried
to predict the structural code, which is described in [1], [2].
The local shape of amino acid chain results from the values of
the φ and ψ dihedral angles. Observations of angles occurring
in chains are presented in the so-called Ramachandran graph.
Observations show that in that two-dimensional space (φ, ψ)
clusters are formed describing possible pairs of angular values.
A method used to classify angle pairs (φ, ψ) into one of those
clusters defines an ellipse in the plane (φ, ψ), divides it into
seven segments, and determines which segment is the closest
to the sample. The structural code does not directly map into
classes defined for secondary structures. For certain codes
there is a rough mapping: the code C corresponds to an α-
helix, E and F represent β-sheets while other codes correspond
to a loop.

B. The SVM method applied to the structural code

The SVM (support vector machine) ([3]), method is widely
used in machine learning and protein shape prediction [4].
This method allows to classify vectors in a multidimensional

feature space. However, the method was mainly applied to the
secondary structure of proteins, not to the structural code.

As stated in the paper [4], SVM has shown promising
results on several biological pattern classification problems.
This method became a standard tool in bioinformatics. SVMs
have been successfully applied to the recognition of protein
translation-initiation sites in DNA sequences and functional
annotation of genes from expression profiles.

C. Feature extraction

For predicting the shape of proteins, we have tried to
used different features, mapped to numbers. Our experiments
involve some physicochemical features and features based on
statistics.

Physicochemical features have been already used to predict
the protein secondary structure, as described in [6]. Following
features have been used: hydrophobic values (F1), net charge
(F2), side chain mass (F3), probabilities of conformation for
the three secondary structures H, E and C (F4, F5, F6). The
values have been defined for each of 20 amino acids and are
presented in table I.

1) Hydrophobic values: For protein folding, polar residues
prefer to stay outside of protein to prevent non-polar (hy-
drophobic) residues from exposing to polar solvent, like water.
Therefore, hydrophobic residues appearing periodically can be
used to predict protein secondary structure. In general, the
residues in α-helix structure are made up of two segments:
hydrophobic and hydrophilic. However, β-sheet structure is
usually influenced by the environment, so this phenomenon
is not obvious. In other words, hydrophobic residue affects
the stability of secondary structure. The hydrophobic values
of amino acids can also be obtained from Amino Acid index
database (or AAindex, [5]). Higher positive values mean, that
the residue is more hydrophobic.

2) Net charges: There are five amino acids with charges:
R, D, E, H and K. Because residues with similar electric
charges repel each other and interrupt the hydrogen bond
of the main chain, they are disadvantageous for α-helix
formation. Besides, succeeding residues of β-sheet cannot be
with similar charges. This information helps to predict the
secondary structure. The net charge of amino acids can be
taken from the Amino Acid index database (or AAindex). The
value 1 represents positive charge, the value -1 represents a
negative charge.

3) Side chain mass: Although the basic structure is the
same for 20 amino acids, the size of the side chain group
still influences protein folding. First, the side chain R group
is distributed in the outside of the main chain of α-helix
structure, but the continuous large R groups can make α-helix
structure unstable, thereby disabling amino acids from forming
α-helix structure. Next, the R group with ring structure like
proline (P) is not easy to form α-helix structure. Proline is
composed of 5 atoms in a ring, which is difficult to reverse
and is also not easy to generate a hydrogen bond. Finally, we
observe that the R group of β-sheet structure is smaller than
those of other structures, in general.
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TABLE I
FEATURE VALUES FOR INDIVIDUAL AMINO ACIDS

AA F1 F2 F3 F4 F5 F6
A 1.8 0 15.0347 0.49 0.16 0.35

R -4.5 1 100.1431 0.42 0.19 0.39

N -3.5 0 58.0597 0.27 0.13 0.60

D -3.5 -1 59.0445 0.31 0.11 0.58

C 2.5 0 47.0947 0.26 0.29 0.45

E -3.5 -1 73.0713 0.49 0.15 0.36

Q -3.5 0 72.0865 0.46 0.16 0.38

G -0.4 0 1.0079 0.16 0.14 0.70

H -3.2 1 81.0969 0.30 0.22 0.48

I 4.5 0 57.1151 0.35 0.37 0.28

L 3.8 0 57.1151 0.45 0.24 0.31

K -3.9 1 72.1297 0.40 0.17 0.43

M 1.9 0 75.1483 0.44 0.23 0.33

F 2.8 0 91.1323 0.35 0.30 0.35

P -1.6 0 41.0725 0.18 0.09 0.74

S -0.8 0 31.0341 0.28 0.19 0.54

T -0.7 0 45.0609 0.25 0.27 0.48

W -0.9 0 130.1689 0.37 0.29 0.35

Y -1.3 0 107.1317 0.34 0.30 0.36

V 4.2 0 43.0883 0.30 0.41 0.29

4) Conformation parameters: Conformation parameters are
the probabilities of creating particular types of the secondary
structure by a given amino acid. In general, protein secondary
structure is divided into three types: α-helix (H), β-sheet (E)
and coil (C), so that there are three values for each amino acid.
In the feature extraction, all the conformation parameters are
calculated from a data set. The conformation parameters for
each amino acid Sij are defined as follows: Sij =

aij

ai
, where

i = 1, . . . , 20, j = 1, 2, 3. In that formula, i indicates one of
20 amino acids, j indicates the 3 types of secondary structure:
H, E and C. Here, ai is the amount of the i-th amino acid in a
data set whereas aij is the amount of the i-th amino acids with
the j-th secondary structure. The conformation parameters for
each amino acid in a data set are shown in table I as F4, F5 and
F6. The reason of using conformation parameters as features
is that the folding of each residue has some correlation with
forming a specific structure.

5) PSSM profiles: The position-specific scoring matrix
(PSSM) is a commonly used representation of motifs in
biological sequences. The matrix is defined for a given set
of proteins and specifies the probability of finding a given
amino acid at a given position. There are 20 amino acids, so
there are 20 values from the PSSM matrix for each position.
When generated for a sliding window of the length 15, we
have additionally 20 · 15 = 300 features.

To use the SVM method, we need a feature vector for
each position of the amino acid chain. The feature vector
should include information about the context in which a
given amino acid occurs. To get a clear result for a given
position in the chain, we choose a window of 15 elements

and describe feature for the element in the middle of it (at
the 8th position). Therefore, we construct a feature vector
using a sliding window of 15 elements. We slide it through
the amino acid chain and for each position, we retrieve six
features from the table I. In this approach, we get a vector
of 90 features. The window size (15) was chosen arbitrarily
after experimenting with shorter and longer windows. With
additional PSSM features, we get a vector of 390 features for
each position of the chain. Initial values at the ends of the
chain, where the windows contains positions outside of the
chain, are impossible to compute. So we have decided to cut
the analyzed part of all chains by 7 positions from both sides,
obtaining full coverage of data and complete feature vectors.

D. Contingency tables

The structural code for amino acid chains may be predicted
using statistical methods, as described in [1]. The idea of
contingency tables described in this article assumes, that the
sequence of amino acids determines or at least influences the
local shape of the protein chain. To reduce the complexity of
computations it was assumed, that a sequence of only four
amino acids (so called tetrapeptide) influences the secondary
code within this sequence. Unfortunately the tetrapeptide does
not strictly determine the shape, because there are cases,
where identical tetrapeptides lead to different shapes. The
contingency table collects information about tetrapeptides-
shape relation in a given set of training data (over 1.5 million
of tetrapeptides in the cited paper [1]). There are 7 structural
codes and 20 different amino acids, so the table is a matrix
of the size 74 × 204 = 2401 × 160000 elements. Based on
the training set, statistics are generated to describe how many
times a given 4-element structural code occurred for a given
tetrapeptide (so we have 2401 × 160000 counters). Then,
probability values are computed and stored in the array to
predict structural codes. After collecting data, regularities may
be observed in the contingency table. Results of structural code
prediction using contingency tables are presented e.g. in [7]
and summarized in table III (in the first row).

III. TRAINING AND TEST DATA

To test the performance of the SVM classifier, we have taken
a set of proteins called CB513 (http://comp.chem.nottingham.
ac.uk/disspred/datasets/CB513). Training and testing sets in
such experiments should contain carefully selected proteins
to avoid distortion in results of experiments. If the training
set contained proteins similar to proteins selected for testing,
results of prediction would be distorted, possibly improved.
The presence of training samples similar to testing sam-
ples makes the classification task easier for the classifier
and thus is avoided in experiments. The CB513 is a set
of selected proteins, where no pair of proteins shares more
than 25% sequence identity over a length of more than 80
residues. All proteins are available in the PDB protein database
(http://www.rcsb.org/pdb/home/home.do) with precise three-
dimensional shape.
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TABLE II
RESULTS OF STRUCTURAL CODE PREDICTION WITH SVM ON CB513, 9-FOLD EXPERIMENT

S. code s1 s2 s3 s4 s5 s6 s7 s8 s9 Total
A 17.39% 18.29% 12.90% 17.86% 18.37% 15.38% 19.35% 22.86% 12.90% 17.28%

B 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

C 62.37% 64.19% 61.13% 54.75% 65.68% 64.02% 66.62% 60.30% 62.95% 62.45%

D 14.77% 18.51% 19.78% 13.07% 17.33% 14.97% 17.65% 17.64% 15.24% 16.55%

E 87.73% 83.33% 85.94% 88.57% 90.27% 88.07% 86.30% 87.87% 86.59% 87.19%

F 0.97% 1.14% 0.86% 0.94% 0.51% 0.73% 0.71% 0.56% 0.68% 0.79%

G 15.31% 19.45% 18.29% 17.87% 12.39% 16.20% 20.22% 19.72% 20.16% 17.74%

Total 51.25% 51.17% 49.96% 47.57% 53.65% 51.68% 55.06% 51.22% 49.74% 51.26%

TABLE III
COMPARISON OF STRUCTURAL CODE PREDICTION WITH CONTINGENCY TABLES AND SVM

S. code A B C D E F G
Accuracy cont. table 2.26% 1.95% 82.32% 5.95% 38.05% 17.56% 10.95%

Accuracy SVM 17.28% 0.00% 62.45% 16.55% 87.19% 0.79% 17.74%

IV. EXPERIMENTS AND EVALUATION OF THE RESULTS

For the secondary structure prediction, the traditional mea-
sure of the prediction quality is called Q3, which is defined
as the number of correctly predicted residues divided by
the length of the chain. However, it was shown, that the
evaluation should be more specific. For seven codes, a slightly
modified version of Q3 called Q7 has been uses. Q7 was
described in [8]: Q7 = Nr7

N ·100, where N expresses the total
number of amino acids in the polypeptide under consideration,
Nr7 expresses the number of correctly predicted amino acids
representing the structural form r.

Experiments have been implemented in the R language with
the Machine Learning package (mlr). A set of precomputed
PSSM matrices was used. The Radial Basis Function kernel
(RBF, Gaussian kernel) was used in the SVM classifier -
classif.ksvm from the mlr package, which implements multi-
class classification. The RBF kernel for two samples y and y′

representing feature vectors, is defined as:

K(y, y′) = exp

(
−||y − y′||2

2σ2

)
.

The term ||y − y′||2 is a squared Euclidean distance between
feature vectors y and y′. Values of the RBF kernel are in the
range from 0 (for very distant samples, in the limit) to 1 (for
equal samples). It is interpreted as a measure of similarity.

Results of experiments on the CB513 set are shown in the
table III. As this table shows, the results on some structural

codes differ significantly for two tested methods. Especially,
the code A, D and E are predicted better by the SVM method.
Code E is usually found at the end of β-twists, which may
lead to the conclusion, that SVM is better at borders of motifs.
Reasons of differences on other codes need further research.
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Abstract—Medical and healthcare study programmes cover 

various curricula consisting of many theoretically focused 

courses and clinical teaching training. Curriculum attributes 

usually contains thousands of requirements on the form of 

knowledge and skills which fully define a complete graduate 

profile. It is not humanly possible to go through the entire 

curriculum or to imagine how the individual courses, learning 

units, outcomes and branches of medicine are interrelated. This 

paper introduces an innovative analytical approach which helps 

to identify automatically the most frequent topics based on 

keyword extraction. Moreover, the transparent and clear web-

based visualisation of achieved results is shown in practice. 

INTRODUCTION 

ONTINUOUS enhancement of quality of medical 
education is a long-term and extremely challenging 

issue. Higher education institutions, especially in medical and 
healthcare domains, require a process of lifelong learning, 
starting from undergraduate professional education and 
continuing in graduate study and in clinical practice [1]. 
Generally, study programmes in medicine cover a set of 
learning outcomes combining theoretically focused courses 
and clinical teaching training. These skills and knowledge 
fully define a complete graduate profile. Unfortunately, such 
study programmes usually involve hundreds or even 
thousands elements of unstructured information which need 
to be understood, evaluated and optimised. As a result, it is 
very difficult to look at any given programme, to identify the 
main topics across the curriculum, and to find one’s way 
through it to see what is actually being taught and how is it 
done [2,3]. From the perspective of human cognition abilities, 
it is not possible to carefully read and remember every single 
detail of all learning units and outcomes including their 
linkages and co-dependencies. The MEDCIN project1 
(Medical Curriculum Innovations) brings a new way of 
viewing and evaluating medical curricula. We have designed 
and implemented a web-based platform that makes 
information about a given curriculum accessible to 
curriculum designers, teachers and guarantors alike. 

This paper addresses the need for an innovative 
methodology proposal which helps to identify automatically 
the most frequent topics taught over the six-year study of 

                                                           
 
1 http://www.medcin-project.eu 
2 http://symfony.com/what-is-symfony 
3 https://twig.sensiolabs.org/ 
4 http://www.doctrine-project.org/about.html 

medicine and healthcare. The research problem was defined 
by the following questions: (i) How to apply data mining and 
analytical methods effectively for a crucial keyword-based 
exploration of medical curriculum data? (ii) Which 
visualisation components can be used for a transparent and 
clear web-based presentation of achieved results? 

METHODS 

A. Technological background 

The MEDCIN platform is a web-based application with 
a client-server network architecture that consists of several 
different parts. Some of them are separated on the software 
layer, but we decided to use more than one physical 
environment due a more effective performance and 
manageability. Its three main parts involve an application 
core, a database server and an OpenCPU server [4]: (i) The 
application core is based on a Symfony framework2 written in 
PHP, Javascript and HTML, which uses the Twig template 
engine3. Currently we work with a Symfony framework in 
version 3.2 and all developed modules are PHP 7.* compliant. 
The platform architecture has been implemented using the 
Model-View-Controller software architectural pattern [5]. 
Doctrine4 was applied for PHP entities mapping in Model part 
(data access layer). All Twig templates are located in View 
part. Routing and data passing is covered by Controller part. 
(ii) The MEDCIN platform database is located on the 
database server and provides one public scheme where all 
descriptive curriculum data are stored. PostgreSQL5 (version 
9.5) represents a database system providing extensive data 
retrieval for this platform. (iii) The OpenCPU server 
represents the last physically separated part. The R statistical 
software environment (version 3.3.3) has been installed on 
this server, and all R scripts are stored and executed here. 
Every particular script is available on a specific URL thanks 
to the OpenCPU and its interface. The communication with 
this component goes on through REST API6 methods. 

A request-response POST method with concrete input data 
is used for RPC7. The OpenCPU either sends output data (in 
the form of JSON8 or another format) directly to the web 
application or stores all outputs of script to a temporary folder 
structure which is accessible by a token. The R server is used 

5 https://www.postgresql.org/about/ 
6 https://www.opencpu.org/api.html 
7 Remote Procedure Call 
8 JavaScript Object Notation 
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especially during the text analysis of the curriculum, where 
the retrieval of results is the most complicated and the most 
time-consuming issue. 

B. Keyword Extraction 

Keyword extraction is an important technique for 
document retrieval [6]. By extracting appropriate keywords, 
we are able to show the most frequent and potentially relevant 
topics occurring in the entire curriculum. Before we describe 
data processing and analysis phases, data structure of the 
curriculum needs to be introduced. The MEDCIN platform 
provide the following building blocks which serve as 
common parameters for a standardised specification of the 

curriculum: A sequence block (SQB) contains sub-
elements that define an organisational component of the 
curriculum, such as a course, a module, a learning unit or 

a learning block (e.g. Anatomy I – Lecture). An event 

contains information about educational and assessment events 
that make up the curriculum (e.g. Abdominal Radiology). 

Competency objects (CO) involve learning outcomes, 

competencies, learning objectives, professional roles, topics 
or classifications, which define what students should be able 
to know or demonstrate in terms of knowledge, skills, and 
values (e.g. Student analyses benefits and issues of to the up-
to-date development of the healthcare system).  

The MEDCIN platform contains a complete curriculum of 
the General Medicine master’s degree programme at the 
Faculty of Medicine of the Masaryk University. The database 
contains more than 140 courses which are described by 
1,347 events (learning units) and 6,974 competency objects 
(learning outcomes); in total, this makes up more than 
2,500 pages of text. We have proposed a robust data model 
which portrays all fundamental attributes as well as relations 
between the individual items. 

1) Data queries 

Data for the MEDCIN platform are stored in the 
PostgreSQL database system running on a database server. 
The structure of the database is mapped to the Symfony 
application by a Doctrine 2 ORM9 framework. First of all, the 
XML10 metadata files are generated from the existing 
database; these files are subsequently transformed to PHP 
classes. The connection between the stored data and the web 
application is ensured by DQL11 and SQL12. DQLs are 
typically used for easier queries such as to return the content 
of a single table using the findOneBy and findBy methods. 
SQLs are more suitable to execute more complex queries, 
when many tables are joined and several columns selected. 

An important application of SQL in the context of this 
paper is data retrieval for keyword analyses. Two queries are 
implemented: (i) The first SQL query takes titles, keywords 
and text descriptions of sequence blocks, events and 
competency objects, puts it together and returns it as a single 
text. The keyword analyses are based on selected sequence 
blocks. All text descriptions of events and its COs related to 

                                                           
9 Object-relational mapping 
10 eXtensible Markup Language 

selected sequence blocks and all text descriptions of COs 
related to selected sequence blocks enter the text analyses. 
A particular event can appear in the final text field multiple 
times depending on the number of connections to COs. 
Similarly, competency objects can appear many times 
because each of them can be linked to both SQB and event. 
However, text representation of sequence blocks is always 
distinct. The text field prepared in this way serves as an input 
for a word cloud and frequency analyses.  

(ii) The second SQL query prepares data for a similarity 
analysis of events. It returns titles, keywords and descriptions 
of each event and its COs in a single text. Since SQB can be 
selected by the app user, the SQL query returns only texts 
relevant to this selection. Descriptions of the events can be 
included multiple times, depending on the number of linked 
COs. 

2) Data analysis procedures 

Data analysis in based on a proven CRISP-DM reference 
model [7], which provides the life cycle guideline of a data 
mining project. Special attention was paid to the pre-
processing phase, where many unexpected issues appeared. 
This task includes data collection, description, exploration 
and verification. In general, we aim to obtain a clean final 
dataset with meaningful words in their basic forms. It also 
means reduction of data size and computational time. The 
input text covers the following metadata, which were 
subsequently mapped to the designed database structure: 
courses, learning units, learning outcomes and their 
descriptive attributes. First of all, non-text expressions – such 
as HTML characters, punctuation (! " # $ % & ' ( ) * + , - . / : 
; < = > ? @ [ \ ] ̂  _ ̀  { | } ~) and numbers (0-9) – were replaced 
by spaces. Since R is case-sensitive, the next step was to 
transform the words to lower case, in order to ensure that data 
are stored in a unified format. In the following step, the so-
called stop-words were removed. Finally, data cleaning such 
as additional white space removing and replacing multiple 
spaces by a single one was performed. The second 
challenging part is to get stems from the mined keywords 
(a stem was considered a form of the word that never changes 
even when morphologically inflected). We used a procedure 
called stemming, specifically the Porter's algorithm [8], 
which is an iterative series of simple rules that chops off the 
suffix from a word and leaves a stem. A set of stems input to 
the data analysis itself. 

3) Data visualisation 

Text analysis of the curriculum requires an input in the 
JSON format, which is passed into POST method used with 
RPC. OpenCPU server automatically parses all JSON objects 

using the jsonlite R package afterwards. Therefore, we 

do not need any additional JSON processing. The keyword 
extraction R package generates two output sources: 
(i) A JSON data file (front-end visualisations are made on the 
basis of this file); we use the d3.js library as well as a native 

11 Doctrine Query Language 
12 Structured Query Language 
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HTML5 functionality to create some graphs and data tables. 
(ii) A SVG13 file (created completely by the R script and 
passed to the web application screen). 

R package visualisations depend heavily on several 
R graphics packages (see Fig. 1). In particular, these include 

wordcloud and ggplot2. Firstly, the wordcloud 

package creates good-looking word clouds and avoids over-
plotting of texts in scatter plots. One main drawback is that it 
uses the base R graphics and therefore cannot be exported into 
fully responsive and reusable SVG objects. Secondly, the 

ggplot2 package is a plotting system for R which provides 

a powerful model of graphics and makes it easy to produce 
complex multi-layered outputs. This package plots 
dendrograms and uses grid graphics, which can be 
successfully exported into responsive SVG objects. In order 
to have all visualisations fully responsive, we use a modified 
version of the wordcloud function that computes the 

necessary coordinates, but plots graphics using the grid and 

ggplot2 packages afterwards. The entire visualisation 

process can be represented by the following dependency tree: 
 

 
Fig. 1 Scheme of R package graphic dependency tree. 

 
After the OpenCPU server performs the keyword 

extraction analysis, it creates necessary visuals and stores 
them in temporary folders. All visual results are afterwards 
accessible by individual tokens for their further use in the 
website environment. 

RESULTS 

The MEDCIN platform is divided into four linked modules 
providing medical and healthcare curriculum overview from 
different perspectives: (i) Summary report; (ii) Building 
blocks’ context; (iii) Search by keyword; (iv) Text analysis. 
The fourth module is completely based on the keyword 
extraction algorithm, which was described in the Methods 
section. The user is allowed to select particular sequence 
blocks for a detailed analytical report (at least one, at most 
three SQBs). The visual representation of the most frequent 
keywords covering a wordcloud, a histogram and a data table 
is then displayed. These three graphical interpretations 
provide three different points of view on the same dataset. 

The wordcloud-producing part of the R frequency analysis 
procedure is parameterised; namely, image margins, word 
orientations, font size and word size boundaries are 
customisable. Therefore, we are able to modify the output for 
various purposes (web application environment, PowerPoint 
presentations, printed materials etc.). All R procedures can be 
called directly from graphic user interface of the OpenCPU 
server (OpenCPU API Explorer), which is involved in the 
default server installation. 

Moreover, the MEDCIN platform visualises the content 
similarity between all related SQB subset (events) using 

                                                           
13 Scalable Vector Graphics 

a dendrogram. It draws a tree diagram illustrating hierarchical 
clusters based on a term-document matrix of keywords 
frequency vectors representing the occurrence of keywords in 
particular events. Euclidean distance has been used to 
compute events dissimilarities (see Fig. 2). The distances 
between two particular events visualise how similar these 
events are (based on the keyword occurrence). The achieved 
results will provide the possibility of an effective evaluation 
of the curriculum by senior curriculum designers and 
guarantors of a given medical and healthcare discipline. The 
final online analytical reports must be assessed in terms of 
meaning, interpretation and visual transparency.   

DISCUSSION 

The main limitation concerning R-based visualisations is 
the non-availability fully responsive and reusable vector 
outputs. One of the possibilities to get the required SVG 
object is to use a graphic output of the ggplot2 package. We 
managed to plot the dendrograms using this package. In terms 
of wordclouds, ggplot2 does not have any feature for these 
types of graphs yet. But with the massive package expansion, 
ggwordcloud feature is expected to be developed. In order to 
keep the wordclouds both informative and good-looking, we 
decided to use the wordcloud package, which limits the SVG 
output responsiveness due to the usage of the base R graphics. 
Solving the issue of SVG export might be one of our goals for 
the future.  

Moreover, stemming is not necessarily a user-friendly 
approach for further visualisations; rather, it is desirable to 
obtain a meaningful word again. Therefore, our future plans 
are to add a stem completion function, which will take all 
words with the same stem, find the equivalent of their original 
forms and complete the stems to these respective forms. 

In future, the main challenge in terms of produced 
information visualisations will be to create outputs which 
would combine the standardised MedBiquitous vocabulary 
with an understandability to wider groups of users. The 
problem is that some of the defined terms are either too 
concrete and not well-known or, by contrast, too common and 
abstract (e.g. sequence block). That is why the visualisations 
or web page blocks are followed by text with additional 
information and examples. 

CONCLUSION 

We described the main research questions of automatic 
keyword exploration on medical and healthcare education 
data. We showed a pilot R package analysis including web-
based visualisations in accordance with a proven data-mining 
methodology, which led to real results in practice. We 
demonstrated a powerful tool for the visualisation of 
curriculum data, which makes an overview of comprehensive 
keywords very simple to be critically evaluated by an expert 
in a given field. The selected algorithm for keyword 
exploration was successfully implemented as a module in the 
MEDCIN platform. 
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Fig. 2 Events similarity dendrogram for Clinical Medicine. 

DISCUSSION 

The main limitation concerning R-based visualisations is 
the non-availability fully responsive and reusable vector 
outputs. One of the possibilities to get the required SVG 

object is to use a graphic output of the ggplot2 package. 

We managed to plot the dendrograms using this package. In 

terms of wordclouds, ggplot2 does not have any feature for 
these types of graphs yet. But with the massive package 

expansion, ggwordcloud feature is expected to be 
developed. In order to keep the wordclouds both informative 

and good-looking, we decided to use the wordcloud 

package, which limits the SVG output responsiveness due to 
the usage of the base R graphics. Solving the issue of SVG 
export might be one of our goals for the future. Moreover, 
stemming is not necessarily a user-friendly approach for 
further visualisations; rather, it is desirable to obtain 
a meaningful word again. Therefore, our future plans are to 
add a stem completion function, which will take all words 
with the same stem, find the equivalent of their original forms 
and complete the stems to these respective forms. 

CONCLUSION 

We described the main research questions of automatic 
keyword exploration on medical and healthcare education 
data. We showed a pilot R package analysis including web-
based visualisations in accordance with a proven data-mining 
methodology, which led to real results in practice. We 
demonstrated a powerful tool for the visualisation of 
curriculum data, which makes an overview of comprehensive 
keywords very simple to be critically evaluated by an expert 
in a given field. The selected algorithm for keyword 
exploration was successfully implemented as a module in the 
MEDCIN platform. 
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

Abstract—At the Charles University, Faculty of Medicine, in

Hradec  Kralove,  the  Biophysics  and  Biostatics subject  is

implemented  as  a  traditional  combination,  i.e.  contact,

educational method and e-learning. The e-learning is realized

in the LMS Moodle in the “multicourses” called Biophysics and

Biostatics – General Medicine and  Biophysics and Biostatics –

Dentistry.  A  process  of  teaching  during  the  whole  term  is

described in this contribution too. One of the important points

is the explanation of the evaluation system of the key activities

that are realized in the LMS Moodle. As a part of contribution

are added the statistical  results of the success rate of all  the

Online tests to lab and Credit tests. In the conclusion, the reader

gets  to  know our  main aim,  which  is  the  completion  of  the

student´s complex evaluation during the whole “multicourse”.

This  complex  evaluation demands the  interconnection of  the

interactive Excel protocols with the LMS Moodle.

I. INTRODUCTION

T THE Charles  University,  Faculty  of  Medicine,  in

Hradec Kralove, the Biophysics and Biostatics subject

is  implemented  as  a  traditional  combination,  i.e.  contact,

educational method and e-learning, that is defined in [1]. A

number of software tools is used to create e-learning courses

as, e.g. WebCT, Blackboard, Adobe Connect, etc. [2].  For

about 10 years, e-learning has been implemented using the

LMS  Moodle  software  on  the  Moodle  LFHK portal

(moodle.lfhk.cuni.cz).  Currently,  the  system  Moodle

constitutes more than a half of all the installations of LMS

(Learning Management System) systems on the world [3].

Our  faculty,  especially  the  Department  of  Medical
Biophysics,  has many years of experience with e-learning,

which  is  obvious  from  [4]  -  [6].  Since  the  start  of  this

approach,  Moodle  has  been  primarily  used  as  a  space  to

upload files to. To a small degree, optional tests for students

were  implemented;  however,  they  didn’t  follow  a

comprehensive  concept.  Our  goal  was  to gradually  find  a

comprehensive approach on how to evaluate each student’s

activities  in  Moodle  within  the  Biophysics  and  Biostatics
subject.  Another  target  was  to  create  e-learning  lessons

A

This work was written with the support of the project of the Ministry of
Education MŠMT IP 2016-2018 63 Creating of multi-platform systems for
Education support including tools for user friendly support

(both  mandatory  and  optional)  students  could  go  through

without  a  teacher’s  assistance.  In  this  way,  an  extensive

textbook  on  statistics,  available  at  Moodle  LFHK,  was

created,  as  well  as  e-learning  courses  used  to  support

practical  laboratory  tasks.  These  workshops  include,  for

example,  interactive  guides  for  practical  exercises

combining the scientific and didactic approach to a specific

problem.  An example  is  a  laboratory  task to measure  the

firmness of a nitinol stent, where the theory of this task is a

result of [7] - [9]. In the academic year 2012/13, two new

“multicourses” called  Biophysics and Biostatics – General
Medicine 2012/13 and Biophysics and Biostatics – Dentistry
2012/13 were established for both educational programs. In

fact,  both courses  virtually  have the same structure,  basic

controls,  and  settings.  Therefore,  we  will  focus  on  the

course for general medicine.

II.METHODS AND MATERIALS

General medicine students are divided to 5 study groups

during  the  registration  process  (within  each  biophysics

group,  the students  are divided into approx.  10 units of 3

members),  thereby, a group reporting process was created.

This reporting system enables filtering test results and other

activities  based  on  the  groups.  Simultaneously,  it  enables

submitting seminar tasks as a group. All these activities are

the key for further implementation. The basic concept was

created to enable copying of the above mentioned course,

Biophysics  and Biostatics – General Medicine 2012/13,  at

the end of the year, name the copy during the current year,

and move the original course to the archive. To enable this,

each mandatory activity and material had to be created as a

part of this course. 

The course is divided into 9 topics. This structure brings

an advantage that only the current year changes in several

topics and the rest of the information remains the same. The

topics of the course include:

1. Information on the subject

2. Lectures for the current year 

3. Self-study

4. Practical lessons – labs

5. Practical lessons – statistics
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6. Practical lessons – informatics

7. Practical lessons – test seminars

8. Students’ projects

9. Continuous testing

Topics 1 and 2 contain general information only. In topics

3, 5, and 6, students can use links to existing courses. These

courses  were  designed  as separate  units –  to enable  other

students,  which  we  do  not  want  to  enroll  to  the  above

mentioned  “multicourse”  for  the  current  year,  to  access

these  courses.  These  courses  are  optional,  and  potential

course grades are not necessarily included in the overview

of “multicourse” grades. Topics 4, 8, and 9 contain required

and  monitored  activities,  usually  linked  to  the  contact

education  method,  i.e.  seminars  or  lectures.  Therefore,

grades  from  these  activities  are  included  in  the  grade

overview. This concept ensures that all activities necessary

to obtain a credit are available in a single integrated grade

overview.  Topic  4  is  the  key  topic  used  to  combine  the

traditional educational method and e-learning. 

This topic enables students to use links to guidelines for

laboratory  measurement,  again  designed  as  e-learning

courses.  This way,  students can get  ready for  both theory

and  measurement  before  they  actually  do  it.  Laboratory

measurements  are  done  using  the  contact  educational

method in biophysics laboratories. Interactive protocols are

another part of topic 4. Each of 5 laboratory measurements

has its own output – an interactive protocol the student uses

to record their measured values. The protocol also contains

Excel macros,  which automatically verify the calculations,

including  statistical  tests.  Based  on  this,  the  student

immediately knows whether their calculations are correct or

not. Moreover, metadata from the protocol is uploaded to a

server after the student finishes their protocol by clicking on

Submit. These interactive protocols advantageously provide

students with instant feedback. The main benefit for teachers

is that protocols are evaluated automatically. The goal is to

try to modify the protocols so that a record of the protocol is

automatically uploaded to the students’ records in Moodle

for  the  above  mentioned  “multicourse”  and  a  grade  is

assigned. The third part of topic 4 are Online Tests to Labs
(hereinafter only the  Online tests). These tests are directly

attached  to  the  course;  therefore,  their  evaluation  is  also

available in the general grade overview and can be used to

verify whether students are ready to perform a measurement

task. 

Each of 5 online tests contains 5 questions with a time limit

of  10 minutes.  The tests are  mandatory,  and each  student

must  complete  a  specific  test  corresponding  to  a

measurement  task  in  the  computer  classroom before  they

can do the task. The goal of the test is to clarify how well

students  are  prepared  to  execute  laboratory  measurement

tasks, both in the theoretical and practical manner. As these

tests  have  been  used  in  this  form  since  the  2012/13

academic  year,  they  provide  interesting  statistical

information  for  overview.  Moreover,  they  are  included in

comprehensive  student  evaluation  of  the  subject,  and  the

evaluation  process  is  fully  implemented  in  the  above

mentioned  “multicourse”.  As  stated  above,  this  complex

model  was established  in the 2012/13 academic  year.  For

results of the average success rate for each of the 5 online

tests, see Fig. 1 and Tab. 1.

TABLE I.
AVERAGE SUCCESS RATE [%] FOR ONLINE TESTS FOR THE LAST 5

YEARS

Senses ECG Ultra-

sound

CT Micro-

scopy

2012/13 96,5 94 84,9 94,5 85,5

2013/14 62 82,6 85,9 91,5 87,3

2014/15 69,1 86,3 71,3 76,1 84,6

2015/16 67,6 87,6 69,1 75,8 84

2016/17 62,8 87,3 63,7 72,9 89,9

Fig.  1 Average success rate [%] for Online tests for the last 5 years

The values displayed are always arithmetic means of the

success  rate  in  percentage,  since  this  is  what  Moodle

enables.  Figure  1  shows  that  in  the  first  academic  year

(2012/13),  online  tests  were  not  successful  to  the  same

degree. The main reason was that not all online tests were

designed  by  the  same  author.  In  the  following  academic

year, questions in the online tests were supposed to change

to make tests more difficult. This manifested mostly in the

Senses test and  ECG test. A very small change occurred in

the CT test, which may not have necessarily been caused by

the  change  of  the  questions.  For  the  next  academic  year

(2014/15),  questions  for  the  Ultrasound test  and  CT test
were  adjusted,  based  on  the  protocol  in  Moodle.  This

influenced success rates for both tests in that academic year.

Based on the attached chart,  we can make an observation

that  the  authors  succeeded  in  their  attempts  to  unify

difficulty  levels  of  the  Senses,  Ultrasound,  and  CT  tests
from  that  academic  year  onwards.  The  general  trend

showing success rate dropping for the three tests mentioned

above  confirms  this  fact.  And  as  the  tests  have  not  been

updated since the 2014/15  academic year  and  the success

rate drop is still obvious, we will have to focus on this drop

if it manifests in the upcoming years. Last but not least, the

chart clearly shows the Microscopy test and  ECG test have

been resulting in significantly higher success rates in the last
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three  years  than  the  remaining  3 tests.  However,  a  lower

level of difficulty of both of these topics might be the cause.

Since each student has to finish all 5 online tests, it is not

necessary to unify levels of all online tests.

From the general didactics point of view, topic 8 in the

above described course is interesting. A Moodle database is

created within this topic. Presentations on additional topics

students choose and process in the work group mentioned

above are uploaded in this database. Unlike submitting via

email,  this  method’s  benefit  is  that  a  teacher  can  filter

presentations  based  on  fields  created  in  the  database  and

does not manage their receipt. Additionally, group reporting

applies to the entire course; therefore, a teacher can select

one of  five study groups for  verification.  Moodle settings

enable  setting  up  separate  groups,  which  means  that,  for

example,  students  from  the  2nd group  cannot  see  other

groups’  presentations.  Having uploaded their presentations

in Moodle within the defined period,  each work group (1

through 10) within each of the five study groups delivers its

presentation during Student Project Presentation. Only then

is the student’s activity named  Student Project Submission
in Moodle marked as Satisfactory. 

Two  continuous  tests,  Continuous  Test  –  Statistics and

Continuous Test – Biophysics, are prepared for students in

the final course topic. Students complete both tests in the IT

room across various days – per each study group, based on

the  schedule.  The  test  usually  includes  the  Calculated
Question type. This task type enables the creation of various

numerical values in the test instructions. Both tests are also

restricted  by  a  password,  time  lock,  and  IP  address.

Therefore, it is virtually impossible for students to complete

the  test  at  another  time  than  within  the  pre-defined  time

period  under  an  assistant’s  supervision.  This  format  of

continuous  tests  was  established  in  the 2012/13  academic

year; test settings have not changed, even though a new test

is created every year. Again, Moodle provides success rate

statistics for both tests for the last 5 years,  see Fig. 2 and

Tab. 2. 

TABLE II.
AVERAGE SUCCESS RATE [%] FOR BOTH CONTINUOUS TESTS

Test - statistics Test - biophysics

2012/13 74,06 56,18

2013/14 82,3 73,06

2014/15 77,67 63,15

2015/16 72,37 67,85

2016/17 81,53 67,38

No common trend seems to emerge out of the tests. The

main  reason  lies  in  a  different  concept  of  both  tests;  the

biophysics  test  almost  exclusively  uses  the  Calculated
Question type.  Variability  of  statistics-test  tasks  is

significantly  lower  than  that  of  biophysics.  Moreover,  the

task  pool  used  to  select  tasks  is  much  broader  for

biophysics. These 2 factors result in the obvious conclusion

you can see in Fig. 2: a higher success rate of the statistics

test  from  the  long-term  perspective.  Another  factor  that

influences the rate is that the biophysics test should actually

be  more  difficult,  which  was  our  intention,  and  it  is

confirmed by Fig. 2. The change of the average success rate

of  the  statistics  test  where  the  difference  between  the

minimum and maximum is less than 10 (roughly 1.5 tasks)

indicates  fairly  low  fluctuation  during  5  years  and  is  no

surprise to us. The test contains 15 tasks selected from 16

task  categories  where  one  task  is  selected  from  each

category.  Therefore,  variability of  test  options is  not very

high, unlike the biophysics test where the type variability is

significantly higher. Table 3 shows the higher variability.

TABLE III.
NUMBER OF CATEGORIES AND NUMBER OF TASKS FOR BOTH

CONTINUOUS TEST

Computer Number of

categories

Number of

tasks

Test - 

Biophysics

20 65

Test - Statistics 16 25

One reason to create the above mentioned “multicourse”

was a possibility to provide users with all information on the

subject within a single course. At the same time, a course

designed  in  this  way  provides  teachers  with  a

comprehensive  overview of  student  grades.  Teachers  who

create grade overviews can use filters to select grades of a

particular study group from all 5 study groups. Most of the

activities  are  graded  automatically,  except  for  the  student

project  database,  where  the  teacher  has  to  save  a  grade

named Student Project - Satisfactory for each student in the

database, after the student has delivered their presentation as

described above. Nevertheless, this manually entered grade

also appears in the grade overview.

The  grade  overview  of  each  student  contains  the

following  items:  Database  –  Student  Projects (the  grade

entered by the teacher),  Senses test,  ECG test,  Ultrasound
test, Microscopy test, CT test, Test 1 – Statistics, and Test 2
– Biophysics (grades applied automatically). The only item

of all graded student activities, which is not included in this

“multicourse”, is  Protocol Evaluation. As indicated above,

Fig.  2 Average success rate [%] for both continuous tests
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the protocols are interactive and are evaluated automatically

using Excel macros. When a protocol is submitted, metadata

is saved to a student record in the  PC Doctor system. The

protocol  and  student’s  record  in  PC  Doctor are  linked

together using the student’s  ISIC card number the student

enters to both the protocol and their record in  PC Doctor.

Therefore, the entire process is fully automated, except for

the final verification stage which must be executed manually

by the teacher.

III. CONCLUSION

We  came  to  a  conclusion  that  a  targeted  complex

evaluation  method  brings  benefits  for  both  teachers  and

students.  Students  can  browse  points  awarded  in  each

activity throughout the entire term. Moreover, the evaluation

is  fully  unbiased.  The  main  advantage  for  teachers  is  in

reduction of the time they used to need to correct tests. The

main disadvantage of this complex evaluation is that, as of

today, it is not possible to automatically evaluate interactive

protocols we created and assign them to the Moodle system.

Therefore,  our  current  objective  remains  unchanged  –  to

integrate protocols and  LFHK Moodle so that the data of a

correctly  evaluated  protocol  is  loaded  to  LFHK  Moodle,

assigned to the respective student,  and added to the grade

overview. This way, the grade overview of each student will

be fully automated and complete. It will then make sense to

create linked scoring and an overall grade of the course for

each point-awarded activity. This method basically enables

the award of a credit without being potentially “biased” by

the teacher. In the time of publishing this article, this option

had not been finished and, therefore, no conclusion from a

complex  evaluation  system  we  head  toward  within  the

course can be presented. 
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Abstract—The topic of representation, classification, and clus-
tering of text documents and information extraction is currently
a very researched area. The area of data mining and text mining
has its specific problems in the Slovak language. This paper
deals with the methods of pre-processing of medical data, namely
Slovak health records written in natural language, and their
subsequent analysis, especially classification of their parts into
classes.

I. INTRODUCTION

DATA mining is a process of analyzing large amounts
of data from different perspectives, their summarizing

and their use in various sectors. It uses methods of statistics,
artificial intelligence, machine learning, mathematics, etc. Data
mining is very widely used in practice. For example, in
scientific research, for spam blocking, in marketing to decide
which customers it is appropriate to send a products offer.
Knowledge discovery is a process of (semi-) automatic extrac-
tion of knowledge. There are different methods of knowledge
discovery but in general, it has following key steps: definition
and analysis of our task, obtaining relevant data and its
comprehension, data pre-processing, data mining, evaluation
and identification of patterns and found knowledge [1] [2].

Data mining process begins with an analysis of the par-
ticular task and understanding of existing knowledge and
definition of an objective. A process of obtaining relevant data
follows. Therefore, it is necessary to decide which attributes in
the existing databases are relevant to the task. Then we need
to understand this data [3]. It is necessary to decide whether
there is sufficient sample for extracting relevant applicable
knowledge. All these steps were also applied in our project.
In the phase of understanding the problem, we studied the
current state of the problem of electronisation of medical
records in Slovakia [4]. In the next phase of understanding
the data we started studying specific reports, we investigated
their quality regarding further processing and subsequent data
mining. During the preparation phase, we tried to select a
suitable sample of medical records for the next phases of the
process. In the phase of modelling the data, we applied various
algorithms and tweaked their parameters. Then we evaluated
the results achieved by these algorithms.

II. RESEARCHED METHOD

In this section, we introduce a methodology, which is a
contribution to the field of data mining and categorization

of medical records in Slovakia. The result of this procedure
is mainly paragraph classification of medical reports and
aggregation of data into logical units.

Division of medical records to individual paragraphs -
Doctors usually divide logical parts of their documentation
into paragraphs. A reasonable step is a division of the original
text into these physical units (paragraphs). Each paragraph
of the report is saved in a separate text file. We used a
library named Apache POI which was used for creating of
our application. This application was used for division of
documents into paragraphs. Using this application, we can
easily divide a lot of documents into distinct paragraphs.

Lemmatization - The next step is a lemmatization of texts
using software tool Morphonary. During the process of lemma-
tization, we ensure the words with the same word root (i.e.
doctors and doctor) are identified as the same term. This is
important during paragraph classification process.

Analysis of the list of the most common words in the records
- Lemmatized texts should be further investigated with the
application RapidMiner. Using the list of the most common
words in records, we can analyze whether a certain doctor
uses its own atypical abbreviations or words. If these words
are found, they should be inserted into lemmatizer’s dictionary
as a new entry. E.g. if the doctor uses an abbreviation ’pcnt’
instead of a word ’pacient’ it is good to add a pair ’pcnt -
pacient’ to lemmatizer to replace all ’pcnt’ occurrences with
’pacient’.

Completion of lemmatizer - It consists of the aforementioned
addition of atypical words to the dictionary of lemmatizer.

Categorization of the paragraphs - This is one of the most
important things on our progress in the researched area. In
this step, we try to classify paragraphs of medical records
to the correct category like prescripted medicine or patient’s
subjective complaints. In the practical part of the paper, we try
to introduce the procedure using RapidMiner how to classify
these paragraphs. Since this is a broader issue, our results and
the success of each method is given for clarity in a special
chapter.

Classification of data into logical units - Using tokenization
we divided the text into small pieces, and many of them are
related. Therefore, in the last phase, we tried to group each part
of the medical reports using logical structures into compact
units.
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Fig. 1. Application "DOC transform" programmed using Apache POI library

A. Division of medical records into paragraphs

We assume that documents produced by doctors are created
by Microsoft Office or OpenOffice. We used the library
Apache POI [5] for processing these files. Our application
can be used for processing of a large amount of files (health
records). We can send the input and output folder where
processed documents (divided into paragraphs) are stored
(Fig. 1).

B. Lemmatization

We used software tool Morphonary for lemmatization be-
cause of its best ratio ’speed / efficiency / complexity’ [6].
This tool was programmed in Java.

Morphonary works with three dictionaries: Dictionary of
foreign words (in Slovak language Slovník cudzích slov - SCS),
Dictionary of Slovak language (in Slovak language Slovník
slovenského jazyka - SSJ) and declined words dictionary. SCS
contains approximately 60 000 words in basic form. SSJ
contains approximately 12 000 words.

The very important is ’declined words dictionary’. This
dictionary contains 1730 words in basic form and their in-
flected forms. These 1730 words are selected to represent
the variability of inflected forms of words. There are pairs
’basic form / inflected form’. If the algorithm does not find
a word (that is going to be lemmatized) in SSJ or SCS, this
process occurs. On the basis of these word pairs, the algorithm
evaluates the suffixes. In the case of similarity, the algorithm
replaces the word to be lemmatized with its predicted pattern
- the root word in the basic form found in this dictionary.

C. Analysis of the list of the most common words in the
records

This step consists of pre-processing (tokenization, stop-
words removal, filtering tokens shorter than 2 characters and
longer than 99 characters) and further processing by Rapid-
Miner application (Fig. 2).

Now we can use RapidMiner for obtaining of the wordlist
and analyze it (Fig. 3).

D. Completion of lemmatizer

In health records, there are frequently used foreign words,
technical terms or own doctors’ abbreviations. By analysis,

Fig. 2. Pre-processing - RapidMiner application

Fig. 3. Wordlist - RapidMiner application

it was investigated that lemmatizer has the lowest percentage
of correctly processed words with this group of tokens. We
decided to find a method that does not lemmatize these words.
If a word is an abbreviation, it should be transformed into its
full form.

This is a brief description of proposed method:
1) For several randomly chosen health records of a certain

doctor, we obtain a word list that belongs to mentioned
word group.

2) A list of these words is shown to the physician who
translates it into the full form.

3) We export these pairs of words (’abbreviation - full
form’) to CSV file.

4) We import this file in the Morphonary and add it to the
declined words dictionary.

5) After lemmatization process, these abbreviations and
special words will be translated into their full forms.
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Fig. 4. Classification - making of classifier

E. Categorization of paragraphs

For categorization of paragraphs, we mainly use classifica-
tion (supervised learning). That means that we have to classify
some sample data manually. Then a classifier is created, and
then this classifier is used to classify the other data. We can
easily perform this process in Rapidminer. We use mainly three
methods of classification - Naive Bayes, k-nearest neighbour
(k-NN) and decision tree.

We will briefly show how to use k-NN method in Rapid-
Miner (using of Naive Bayes or decision tree is very similar).

The basis is to correctly set the operator named Process
Documents from Files. We can see the entire process in Fig. 4.

In a window, we have 2 groups of operators (Fig. 4). The
lower group is deactivated in the figure. Next, we set input
files for operator Process Documents from Files. These input
files are a training set of data that are manually classified by
a supervisor (human). Our categories are epicrisis, code of
the medical facility, medicine (or therapy), names (of doctors,
etc.), subjective problems, examination, and conclusion.

We need also the operator named X-Validation that can
be found in operators menu: Evaluation - Validation - X-
Validation. This operator is used for teaching the classifier
and its cross-validation.

When we double-click on the operator X-Validation we can
see the window of cross-validation subprocess. This window
contains two subwindows: Training and Testing. We insert the
operator k-NN (or Naive Bayes or Decision tree) to subwindow
Training. Then we set Measure types to NumericalMeasures
and CosineSimilarity.

Next we insert operators Apply Model (Modeling - Model
Application - Apply Model) and Performance (Evaluation
- Performance Management - Performance) to subwindow
Testing. Finally, we link the operators.

We need to add two operators of type Store (Repository
Access - Store) to the main process. We link the first one

Fig. 5. Report of cross-validation

Fig. 6. Classification using trained classifier

to the output named wor of the operator Process Documents
from Files. On its settings, we choose the path where the input
should be stored. This output is the wordlist from operator
Process Documents from Files. We will need this output later
during classification. The second operator Store is linked to
the output mod of the operator X-Validation. By this, we save
our trained classifier to a file. We will need it during the
classification process.

Then we can run the process. Then we open a results
window and the tab PerformanceVector.

In Fig. 5 there are results of cross-validation that was
performed using training data. A sum of values in a row
determines the number of documents that are categorized to
the certain class. For example, there are 9 files categorized
to the category epicrisis. A sum of values in a column
determines the number of documents that are actually of a
certain type/class (we have this information because training
data was manually categorized). For example, 7 files really
belong to the category epicrisis.

The last column class precision determines what ratio of
documents classified by the operator as epicrisis actually
belongs to this class. The last row class recall determines
what ratio of documents that are actually of a certain class
has been really classified to correct class.

The result of cross-validation gives us information about the
precision of classifier. We can further modify our training data
or parameters of the operator.

Next, we are going to classify uncategorized data by trained
classifier. Operators that were used previously should be deac-
tivated. We add new operator Process Documents from Files.
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Fig. 8. Results of Naive Bayes classifier

Fig. 7. Describing of group of tokens - blood pressure

In settings windows, we choose the folder with documents to
be classified. We need also the operator Apply Model and two
operators Retrieve (Repository Access - Retrieve). The first one
we link to the input wor of the operator Process Documents
from Files and in its settings, we choose a path to the saved
wordlist that has been saved during classifier training. The
second operator Retrieve we link to the input mod of the
operator Apply model and in its setting, we set the path to
the model that has been saved during the training process. We
can see the entire process in Fig. 6. After execution of the
process, we can choose the tab ExampleSet - Data View and
see the list of classified files.

F. Classification of data into logical units

In the GATE framework, we used Annotation schema to
describe groups of tokens, and we would like to ensure that this
activity has been gradually automated by rules and grammar
JAPE (Fig. 7) [7]. This point will help future generations in
their next work.

III. RESULTS OF CLASSIFICATION

In this section, we briefly describe the results of catego-
rization of paragraphs from health records. We have randomly
chosen 25 records that were divided into paragraphs using ap-
plication created with Apache POI library. We have manually
categorized these paragraphs into 7 categories: epicrisis, code
of the facility, medicine (or therapy), names (of doctors, etc.),
subjective problems, examination, and conclusion.

We describe the results of classification with a supervisor. It
was necessary to divide the data (25 health record divided into
paragraphs) into training and testing set. The amount of data
may seem small, but for the purpose of this project, it is fully
sufficient because the goal is to find a suitable methodology
and not to test large amounts of data. We afford to say that,
despite this, the amount of our data is sufficient also for

practice, since it is not possible to create a versatile classifier
for any health facility (at least at this stage of the project). It
is, therefore, necessary that a particular health facility should
prepare its training data, the quantity of which need not to be
much larger than in our case. Consequently, these data will be
used for the creation of the classifier for the facility.

Training data / Testing data:
1) 13 / 39 paragraphs of class names (of doctors, etc.)
2) 15 / 39 paragraphs of class examination
3) 13 / 29 paragraphs of class medicine (or therapy)
4) 12 / 15 paragraphs of class conclusion
5) 7 / 10 paragraphs of class epicrisis
6) 5 / 8 paragraphs of class code of the medical facility
7) 7 / 12 paragraphs of class subjective problems
We achieved the best results with Naive Bayes classifier.

The results of Naive Bayes classifier are very good (Fig. 8).
There is a certain error in categorizing of paragraphs of type
conclusion but in practice this class is interchangeable with
epicrisis or therapy. We can see that this is where the classifier
categorized the remaining entries so this is not a big error.

IV. CONCLUSION

This paper deals with the methods of pre-processing of
medical data, namely Slovak health records written in natural
language, and their subsequent analysis, especially classifica-
tion of their parts into classes. We tried to achieve progress in
the field of text mining in health records. We researched a suc-
cessful method of paragraphs classification using RapidMiner.
The best results were achieved using Naive Bayes classifier. It
will be a challenge to try this method for health records from
different medical facilities.
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Abstract—Problem based learning, utilizing simulations and
virtual reality tools represents one of the approaches integrated
into the education of medicine to prepare medical students for
both the bedside teaching and their later clinical praxis. On the
other  side,  implementation  of  innovative  didactic  materials
may  be  useful  also  for  veterinary  medicine  students.  Thus,
veterinary topics can be introduced and explained in the form
of virtual  cases,  helping students to understand relationships
between  theory  and  practical  application  of  their  decisions.
Simulations and virtual cases are also used to assess students’
clinical  reasoning  skills.  Therefore,  our  work  is  aimed  on
integration of modern simulation tools into education process
at University of veterinary medicine and pharmacy in Košice,
Slovakia. Inspired by our colleagues from Faculty of Medicine
in  Košice  and  respecting  our  requirements  we  were  able  to
specify  appropriate  methods  and  to  introduce  the  first
veterinary virtual patient to our students.

I. INTRODUCTION

HE long history of education brought various attractive
teaching  and  learning  approaches.  To reach  the most

effective and modern forms of education it is necessary to
revise not only what we teach but also how we teach.

T
The  failures  resulting  from inadequate  competencies  of

medical  and  veterinary  practitioners  may  lead  to  fatal
consequences of their patients. To increase the competence
of  students  as  well  as  their  clinical  reasoning  ability  the
problem  based  learning  (PBL)  methods  are  widely  used.
Using information and communication technologies (ICT),
the former presentation of paper patient cases in PBL was
enhanced  by  using  multimedia  content.  Here,  the  virtual
patients  (VPs)  were  introduced  as  interactive  electronic
medical cases that offer advanced support for learning [1].
However, the primary aim of virtual patients is to simulate
real  patient  care  [2].  From the technical  point  of  view,  it
represents  an  interactive  computer  based  tool  simulating
medical practice [3, 4].

VPs are usually used to introduce clinical problems to the
students, to begin education of medical cases or to evaluate
students’ medical knowledge. In most cases, the goal of the
student is to find the right diagnosis and propose a correct
medical treatment based on the presented data [5]. VPs are
implemented  to  substitute  appropriate  real-life  patients,
connection between preclinical and clinical information and
feedback  about  performance  or  decisions  realized  by

learners.  Natural  advantage  of  VPs  is  a  safe  educational
clinical environment where the students obtain first clinical
experience as their decisions affect progress of the case and
are equipped by expert’s explanations. Using VPs, learners
improve their  clinical  reasoning  skills  from their  mistakes
that  increase  the  level  of  preparation  for  subsequent  real
interactions with live patients [6, 7].

Many  areas  of  medical  education  already  implemented
certain forms of VPs into the curricula. These areas include
surgery [8, 9], nursing care [10, 11], human behaviour [12],
psychiatry [13], medical microbiology [14], pharmacy [15]
and many others. However, VPs integrated into the curricula
of  veterinary  medicine  are  rarely  reported.  One  of  the
positive  examples  is  the  project  vetVIP  (Use  of  virtual
problems/virtual patients in veterinary basic sciences) [16].

Considering  the  ways  how  the  veterinary  medicine
curricula is delivered to our students and recent capabilities
of  modern  teaching  methods,  we  decided  to  integrate
simulations  of  virtual  cases  into the courses  of  veterinary
medicine.  We expected positive impact on our students in
the  sense  of  their  better  preparation  for  later  practical
contact  with  veterinary  patients.  Our  expectations  were
based on the surveys and results that were obtained by our
colleagues from Faculty of Medicine in Košice, Slovakia, in
teaching  of  medical  students  [17,  18].  Thanks  to  their
activities  and  cooperation  within  MEFANET  network
(Medical Faculties Network), which already brought many
effective  tools  to  support  medical  education  in  Czech
Republic  and Slovakia  [19],  we were  able to  identify the
optimal platform and the ways how to integrate it into our
curricula  and  thus  to  modernize  education  process  of
veterinary medicine.

II.MATERIALS AND METHODS

Our innovation activities started by the survey and needs
analysis results of the CROESUS project [20]. This project
brought  PBL  and  VPs  into  the  curricula  of  medical
education at  Masaryk University  in Brno,  Czech Republic
and  Pavol  Jozef  Šafárik  University  in  Košice,  Slovakia.
Survey was oriented to identify requirements  on VPs and
ICT simulation platforms. The questions covered the topics
related  to  current  state  of  e-learning  services  used  by
educators, methods to assess students’ knowledge and skills,
preferred  technologies  and  architectures,  technical  skills,
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current usage of VP systems (if any) and also the financial
capabilities to operate VPs and/or VP platform.

37  (78,7%)  of  47  respondents  that  participated  in  the
survey stated that they do not use any VPs. However, 66%
of all respondents want/plane to use VPs in their curricula.
Responses in the survey resulted in the list of requirements
for  VPs  and  VP  platforms.  These  users’  requirements
included:  a)  learning  materials  for  students  should  be
accessible  anytime  and  almost  anywhere,  b)  the  system
should offer various paths to the solution of the patient case
and the user’s decision should have and influence on how
patient  case  unfolds,  c)  multimedia  content  should  be
supported  by  the  system  and  easily  integrated  and/or
modified in VP paths, d) content of VP should be created in
the way which allows its reusability and standardization, e)
system  should  offer  tools  for  continuous  assessment  of
students’ knowledge, f) the whole system should be easily
administered and adaptable to the infrastructure of existing
learning  courses  if  needed,  g)  functions,  features  and
interface of the system should be intuitive and easy to use,
and  h)  based  on  academic  environment  and  educational
purpose it is expected the system will require minimal or no
financial resources.

Respecting  these  teachers’  requirements,  we  concluded
the VP platform should support the following main features:
a)  branched  structure,  b)  multimedia  content,  c)
interoperability to exchange outputs, d) web administrative
and  web  accessible  environment,  e)  national  or  English
localization and f) free/open license.

In  the  next  analysis,  we  studied  and  summarized
information about several recently available computer-based
simulation  programs/platforms  designed  and  used  in
medical education. The list of platforms involved CAMPUS,
CASUS,  DecisionSim,  OpenLabyrinth,  RoD,  TUSK,
UChoose,  VIC  and  WebSP.  Comparing  all  available
information, the systems were rated and they obtained one
point if they had the required feature, half of the point if the
feature was not as expected but acceptable and zero if the
feature  was  not  available  at  all.  The  final  order  of  the
systems  was  OpenLabyrinth  (8.0),  Tusk/OpenTusk  (7.0),
DecisionSim and Web-SP (6.5), UChoose (6.0), CAMPUS
and  CASUS  (5.5),  and  RoD  and  VIC  (3.5).  Respecting
results of this analysis, we decided to use OpenLabyrinth as
a platform to simulate veterinary VPs.

OpenLabyrinth, used as a VP simulation platform is fully
standards  compliant  and  free  open  source  software.  It
supports authoring and playing VPs in online environment.
The principle of VP in Open Labyrinth is based on the map
of  global  properties  such  as  the  map  type  (game,  maze,
algorithm,  etc.),  authors,  real  timers,  visual  appearance,
scores,  counters,  etc.  Within each map there  are  series  of
linked pages, named nodes, defining the options available to
the user. In general, the node is the webpage presented to the
user/student.  Although  a  map  may  have  just  one  node,
typically it will consist of many interconnected nodes.

Individual  nodes  are  interconnected  by  edges  that
represent  potential  decisions  of  the  learner.  Completing  a
case requires choices to be made at key scenario points with

the consequences  of  these choices  affecting the final  path
through the case. The virtual patients developed using Open
Labyrinth  are  conforming  with  the  MedBiquitous  Virtual
Patients Specifications.

III. RESULTS

To create a virtual case of veterinary patient, we have to
note  that  there  are  essential  differences  comparing  virtual
patients  developed  for  human  medicine  and  medical
students.  Expecting  that  the  VP  is  based  on  data  of  real
cases, there is almost no problem to obtain anamnesis from
human patients, but the verbal discussion with the veterinary
patients is impossible.

To  unfold  problems  or  to  identify  place  of  pain,  the
veterinarian  can  consult  only  with  owners  of  animals.
Consultation  between  owner  and  veterinarian  can
significantly  help  to  reveal  diagnosis,  because  only  the
owner  of  animal  can  see  the  differences  in  behaviour  of
his/her animal. If the owner is no precise in monitoring, it
can be a severe problem to obtain correct diagnosis - based
on incomplete anamnesis. Then, the veterinarian can obtain
exact  diagnosis  only using differential  diagnostic  methods
and/or  results  of  special  diagnostic  and  clinical  tests,  for
example haematology. Depending on location of the disease,
the  different  diagnostic  methods  should  be  used,  for
example in case of corneal ulcer or in case of haemorrhagic
diarrhoea. Special group of veterinary diagnosis is used in
cases  of  infectious  diseases,  e.g.  zoonoses  or
zooanthorpoones.  Considering  these  facts,  we  prefer  to
integrate  branched  structures  into  VPs  to  force  reasoning
skills of our students.

After  the  OpenLabryinth  (OL)  was  installed,  using
common web server running Apache, MySQL, and PHP, the
pilot  veterinary  virtual  patient  was  developed.  Figure  1
shows individual nodes of VP as organized in visual editor.

Fig.  1 VP nodes in OpenLabyrinth’s Visual Editor.
The idea was to generate a highly representative case that

will be used not only by the veterinary medicine students in
education process, but also as a template and an exemplary
case that will be presented to potential authors with the aim
to  increase  their  motivation,  to  reveal  advantages  of  this
approach  and  to  minimize  apprehensions  that  may  arose
from insufficient technical and ICT skills of veterinarians.

Figure  2  shows  the  root  node  of  pilot  VP case  named
Apathy.  The  recent  sequence  of  the  case  consists  of  30
nodes,  in  which  the  students  are  able  to  choose  one  of
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usually three links to other nodes – decisions. The links are
randomly  ordered  and  correct  and  incorrect  decisions  are
particularly  commented.  All  the  nodes  have  additional
explanatory  information  to  allow  students  to  find
supplementary study materials and to explain consequences
of their decisions.

The pilot  VP deals  with diagnostics  of  parvoviruses  in
animals  breeding  in  inconvenient  conditions  and  in
segregated gipsy communities. Such animals often cause the
health risks not only for other animals living nearby these
communities,  but  also  for  people  living  there.  Except  of
educational background related to the topic, the case should
also point out to the long-time problem of unbearable and
uncontrolled reproduction of animals in such conditions. VP
also highlighted the problems related to cruelty to animals,
needs  to  regulate  population  of  such  animals,  and
considerable  risks  of  infectious  diseases  occurrence.  This
topic was purposely selected, as there is a need of special
patient care. At the beginning of the case, it is necessary to
select  the  proper  procedure  of  the  veterinarian  in  given
conditions.  The problem related  to anamnesis  data and to
incomplete documentation needed for breeding of animals,
especially vaccination certificates of perished animals (dogs)
is  presented  as  well.  Whole  case  is  designed  in the way,
where,  based  on  data  from  pathological  and  anatomical
dissections of perished animals as well as on fast diagnostic
method,  the  students  are  able  to  reveal  if  there  is  an
infectious  disease  or  not.  The Snap test  was  used  as  fast
diagnostic  method.  The  procedures  used  to  examine  the
presence of endoparasites in animals are also presented in
VP  structure.  Finally,  to  make  this  pilot  case  the  most
complex one, the procedures of manipulation with infectious
animals,  methods  to  design  best  therapy  depending  on
diagnosis and the draft of measures to prevent spreading of

infection  diseases  in  given  breeding  conditions  were
integrated into the explanatory parts of particular nodes.

The students are able to study the case everywhere as its
link was shared for them through university webpage. Also,
they are able to use any device as the VPs generated in OL
are  played  using  standard  web  browsers.  Educational
context  is  supported  by  various  tools  (multimedia,
supporting  information,  comments,  path  review  etc.)
integrated directly in VPs. Our first students, that played this
pilot  VP,  also  appreciated  existence  of  review  pathway
feature  as  it  allows  them to  understand  relations  between
individual decisions when they review their progress.

Fig.  3 Pathways checked by the students.

This  first  case,  developed  for  veterinary  medicine
students at University of veterinary medicine and pharmacy
in Košice, Slovakia, was accepted very well by the students
as  well  as  by  the  teachers.  Both  groups  were  positively
surprised by the system and the way how relatively easily it
can  be  created  and  applied  into  the  pedagogical  process.
This pilot result  convinced us to generate a series of VPs
that will be aimed on various diseases and animals. Also, the
final versions will be translated from Slovak to English to be
able  to  use  them  in  education  of  foreign  students  of
veterinary medicine.

Fig.  2 First node of final pilot veterinary VP created in OpenLabyrinth.
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IV. CONCLUSION

Our effort is aimed to improve experience and intuition,
as  the  most  essential  factors  for  clinical  reasoning,  in
veterinary  medicine  students.  Nowadays,  majority  of
students use various devices to access electronic education
resources, with no time and space limitation. Therefore, the
VPs were recognized as modern and efficient tools that can
be  used  in  combination  of  traditional  approaches  to
modernize our education process.

The first pilot veterinary medicine VP registered positive
reactions from the students and they reported that they can
feel responsibility for their decision, but everything in a safe
environment.  Also,  they  have  to  combine  various  clinical
information before their decision is done and this is not only
about  memorizing  and understanding  of  basic  knowledge.
Teachers were impressed by possibilities of this interactive
approach too. They already suggested the topics and base
structures  of  their  new  veterinary  VPs  including  heavy,
small and exotic animals.

Further complex analysis should be performed after new
veterinary  VPs  will  be  finished  and  integrated  into  the
education  process.  Then,  the  real  impact  on  students’
knowledge,  skills  and  competences  will  be  verified  in  an
objective way.

ACKNOWLEDGMENT

Results  presented  in  this  work  were  obtained  with  the
support  of  the  national  agency’s  grant  KEGA  017UPJS-
4/2016 “Visualization of education in human anatomy using
video  records  of  dissections  and  multimedia  teaching
materials”.

REFERENCES

[1] J.  Donkers,  D.  Verstegen,  B.  de  Leg,  N.  de  Jong,  “E-learning  in
problem-based learning”,  Chap.  13  in  Lessons  from Problem-based
Learning,  by  H.  J.  M.  van  Berkel,  New York:  Oxford  University
Press,  2010,  117-128,  http://dx.doi.org/10.1093/acprof:oso/
9780199583447.003.0013.

[2] E.  Duff,  L.  Miller,  and  J.  Bruce,  “Online  Virtual  Simulation  and
Diagnostic  Reasoning:  A Scoping  Review”,  Clinical  Simulation  in
Nursing,  2016,  12,  pp.  377-384,  http://dx.doi.org/10.1016/j.ecns.
2016.04.001

[3] A.  J.  Kleinheksel,  ”Transformative  learning  through  virtual  patient
simulations:  Predicting  critical  student  reflections.”,  Clinical
Simulation  in  Nursing,  2014,  10(6),  e301-e308.  http://dx.doi.org/
10.1016/j.ecns.2014.02.001.

[4] J.  Kubicek,  T.  Rehacek,  M.  Penhaker,  M.,  I.  Bryjova,  “Software
simulation of CT reconstructions and artifacts”, Lecture Notes of the
Institute  for  Computer  Sciences,  Social-Informatics  and
Telecommunications Engineering, LNICST, Volume 165, 2016, Pages
428-437, http://dx.doi.org/10.1007/978-3-319-29236-6_41.

[5] A.A.  Kononowicz  and  I.  Hege,  “Virtual  Patients  as  a  Practical
Realisation  of  the  E-learning  Idea  in  Medicine”,  Chap.  18  in  E-

learning  Experiences  and  Future,  by  Safeeullah  Soomro,  345-370.
Rijeka:  InTech.  Accessed  April  1,  2010,  http://dx.doi.org/10.5772/
8803.

[6] E. Forsberg, K. Ziegert, H. Hult, U. Fors, “Assessing progression of
clinical  reasoning  through  virtual  patients:  An  exploratory  study”,
Nurse Education in Practice, 2016, 16, pp. 97-103,  http://dx.doi.org/
10.1016/j.nepr.2015.09.006.

[7] M. Peddle, M. Bearman, D. Nestel, “Virtual Patients and Nontechnical
Skills in Undergraduate Health Professional Education: An Integrative
Review”,  Clinical  Simulation  in  Nursing,  2016,  12,  pp.  400-410,
http://dx.doi.org/10.1016/j.ecns.2016.04.004.

[8] R.  Kleinert,  P.  Plum, N.  Heiermann,  R.  Wahba, D.H.  Chang,  A.H.
Hölscher, and D.L. Stippel, “Embedding a Virtual Patient Simulator in
an Interactive Surgical lecture”, Journal of Surgical Education, 2016,
73 (3), pp. 433-441, http://dx.doi.org/10.1016/j.jsurg.2015.11. 006.

[9] K.M.  McKendy,  N.  Posel,  D.M.  Fleiszer,  and  M.C.  Vassiliou.  “A
Learner-Created  Virtual  Patient  Curriculum for  Surgical  Residents:
Successes and Failures”, Journal of Surgical Education, 2016, 73 (4),
pp. 559-566, http://dx.doi.org/10.1016/j.jsurg.2016.02.008.

[10] E.  Forsberg,  K.  Ziegert,  H.  Hult,  U.  Fors,  “Clinical  reasoning  in
nursing,  a think-aloud study using virtual patients  – A base  for an
innovative assessment”, Nurse Education Today, 34, 2014, pp. 538-
542, http://dx.doi.org/10.1016/j.nedt.2013.07.010.

[11] P.  Moule,  K.  Pollard,  J.  Armoogum,  S.  Messer,  “Virtual  patients:
Development in cancer nursing education”, Nurse Education Today,
2015, 35, pp. 875-880, http://dx.doi.org/10.1016/j.nedt.2015.02.009.

[12] A. Kleinsmith,  D. Rivera-Gutierrez,  G.  Finney,  J.  Cendan, B.  Lok,
“Understanding empathy training with virtual patients”, Computers in
Human Behavior,  2015,  52,  pp.  151-158,  http://dx.doi.org/10.1016/
j.chb.2015.05.033.

[13] C.  Sunnqvist  K.  Karlsson  L.  Lindell,  U.  Fors.  “Virtual  patient
simulation in psychiatric care -  A pilot  study of digital support  for
collaborate learning”, Nurse Education in Practice, 2016, 17, pp. 30-
35, http://dx.doi.org/10.1016/j.nepr.2016.02.004.

[14] D. McCarthy, C. O’Gorman, and G.J. Gormley, “Developing virtual
patients  for  medical  microbiology  education”,  Trends  in
Microbiology,  2013,  Vol.  21,  No.  12,  pp.  613-615,
http://dx.doi.org/10.1016/j.tim.2013.10.002.

[15] E. Menendeza, B. Balisa-Rochab, M. Jabbur-Lopesb, W. Costaa, J.R.
Nascimentoa,  M.  Dóseaa,  L.  Silva,  D.L.  Junior,  “Using  a  virtual
patient system for the teaching of pharmaceutical care”, International
Journal  of  Medical  Informatics,  2015,  84,  pp.  640-646,
http://dx.doi.org/10.1016/j.ijmedinf.2015.05.015.

[16] M. Kankofer, W. Kedzierski, J. Wawrzykowski, M. Adler, M. Fischer
and  J.P.  Ehlers,  “Use  of  virtual  problems  in  teaching  veterinary
chemistry in Lublin (Poland)”, Veterinary Medicine Austria 103 (5),
2016, pp. 125-131.

[17] J.  Majernik,  L.  Szerdiová,  D.  Schwarz,  J.  Zivcak,  “Integration  of
virtual patients into modernizing activities of medical education across
MEFANET”,  IDT  2016,  pp.  186-189,  http://dx.doi.org/
10.1109/DT.2016.7557171.

[18] J.  Živčák,  R.  Hudák,  T.  Tóth,  “Rat  skin  wounds  tensile  strength
measurements  in  the  process  of  healing”,  IEEE  10th  Jubilee
International  Symposium  on  Applied  Machine  Intelligence  and
Informatics, SAMI 2012 – Proceedings, 6208996, pp. 389-392.

[19] D. Schwarz, P. Štourač, M. Komenda, H. Harazim, M. Kosinová, J.
Gregor, R. Hůlek, O. Smékalová, I. Křikava, R. Štoudek, L. Dušek,
“Interactive algorithms for teaching and learning acute medicine in the
Network of Medical Faculties MEFANET, Journal of Medical Internet
Research,  2013,  15  (7),  art.  no.  e135.  http://dx.doi.org/10.
2196/jmir.2590.

[20] J.  Majernik,  D.  Schwarz,  “Virtual  Patient  Simulation  Platform for
CROESUS and  MEFANET”,  Trends  of  education  and  research  in
biomedical  technologies,  Košice,  2016,  ISBN  9788081524707,  pp.
84-90.

188 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Semi-real-time analyses of item characteristics
for medical school admission tests

Patrícia Martinková
Institute of Computer Science
Czech Academy of Sciences

Pod Vodárenskou věží 2, Praha 8
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Abstract—University admission exams belong to so-called high-
stakes tests, i. e. tests with important consequences for the exam
taker. Given the importance of the admission process for the
applicant and the institution, routine evaluation of the admission
tests and their items is desirable.

In this work, we introduce a quick and efficient methodology
and on-line tool for semi-real-time evaluation of admission
exams and their items based on classical test theory (CTT)
and item response theory (IRT) models. We generalize some of
the traditional item analysis concepts to tailor them for specific
purposes of the admission test.

On example of medical school admission test we demonstrate
how R-based web application may simplify admissions evalu-
ation work-flow and may guarantee quick accessibility of the
psychometric measures. We conclude that the presented tool is
convenient for analysis of any admission or educational test in
general.

I. INTRODUCTION

ADEQUATE selection of students to higher education is
a crucial point for both the applicant and the institution,

because the quality of students influences the school’s reputa-
tion and vice versa. In some countries, standardized tests have
been used for decades in admission process and examination
of test and item properties according to field standards [1] is
a routine task [2].

In the Czech Republic, medical schools traditionally orga-
nize in-house admissions and prepare their own admission
tests. Total score achieved in admission tests is usually the
main criterion for the admission decision. Yet, at Czech
universities, the scope of analyses checking test and item
properties varies among individual institutions. While some

schools publish validation studies of their exams [3], [4],
[5], [6], [7], others may perform psychometric analyses as
internal reports or the test and item analysis is missing. While
monographs containing the methodology of test analysis have
been published in Czech language [8], [9], [10], the use
of robust psychometric measures in test development is still
limited.

Test and item analysis can be carried out in a variety of
widely available general statistical analysis software, such as R
[11], SPSS [12], STATA [13], SAS [14], and others. For item
analysis based on CTT, software Iteman [15] or descriptive
statistics available in Rogo [16] may be used. For analyses
within IRT framework, there are several commercially avail-
able packages including Winsteps [17], IRTPRO [18], and
ConQuest [19]; for other psychometric software, see also [20].
While commercially available psychometric software provides
graphically convenient environment for the end user, its use
may be limited due to financial costs. It is usually also
impossible to tailor the provided calculations to the needs of
the user, for example to adopt the existing methods for multiple
true-false format of the items or to take into account the ratio
of admitted students.

In this work, we present a web application ShinyItemAnaly-
sis [21] for psychometric analysis of admission tests and their
items, available online at

https://shiny.cs.cas.cz/ShinyItemAnalysis/ ,

which covers broad range of psychometric methods and offers
training data examples while also allowing the users to upload
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and analyse their own data and to generate analysis report.
We further focus on generalization of traditional item charac-
teristics and their incorporation into the application to allow
for analyses tailored to the needs of specific admission test.
We conclude by arguing that psychometric analysis should
be a routine part of test development in order to gather
proofs of reliability and validity of the measurement. With
example of medical school admission test we demonstrate how
ShinyItemAnalysis may simplify the workflow of admission
tests.

II. RESEARCH METHODOLOGY

The item analysis and evaluation of its psychometric prop-
erties should be a routine part in test development cycle
[22], [23]. At First Faculty of Medicine, Charles University,
the current test development cycle consists of the following
phases:

(i) item writing;
(ii) item revision performed by domain experts;

(iii) test composition based on prespecified knowledge do-
mains;

(iv) test revision;
(v) test printing distribution to admission applicants;

(vi) test administration (written examination);
(vii) automatic and anonymized test scoring using a scanner

(output of which is a vector of student total scores as
well as a flat-file dataset consisting of responses of all
applicants to each item);

(viii) automatic evaluation of test and item psychometric prop-
erties;

(ix) feedback to item creators
In case when the evaluation detects a suspicious item

e.g. with a very high or low difficulty or with very low
discrimination, such item is eliminated and not used in test
scoring. The item is sent back to item writer and is further
reformulated or eliminated from the item bank.

The methodology of evaluation of admission tests and their
items described below is particularly involved in phases (viii)
and (ix) of the workflow above. In optimal case, the evaluation
should be done during a pretest. This is currently not the case
due to security reasons, and it is thus even more important to
perform the analysis in a semi-real time.

A. Psychometric measures used in test and item evaluation

To evaluate the test, we use mix of CTT and IRT measures.
Summary statistics are provided for the total score, together
with a histogram and standard scores. Correlation heatmap
displays dependencies between test items and internal structure
of the test. Cronbach’s alpha [24] is provided as a measure of
internal consistency. Traditional item analysis further displays
item difficulty and discrimination as well as properties of
each individual distractor: Difficulty is defined as ratio of
students who answered correctly to the item. Discrimination
is defined as difference of percent correct in upper and lower
third of students (Upper-Lower Index, ULI) and by Pearson
correlation (R) between item and Total score (index RIT).

By rule of thumb, discrimination should not be lower than
0.2, except for very easy or very difficult items. To analyse
properties of individual distractors, respondents are divided
into three groups by their total score; having the equinumerous
divison of students’ scores, ULI could be computed after
that. Subsequently, we display percentage of students in each
group who selected given answer (correct answer or distractor)
in Distractor plot. The correct answer should be more often
selected by strong students than by students with lower total
score. The distractor should work in opposite direction, i. e. the
ratio of students who picked distractors should be decreasing
with total score. Items with negative or very low discrimination
should be revised or discarded [23], ineffective distractors
should be reconsidered as well.

Regression models [25] and so called IRT models [26]
are used to give more precise description of item properties.
Instead of displaying proportions, the regression models fit a
smooth line with given parameters. These parameters are then
used to describe difficulty and discrimination of the item and
probability of guessing. In IRT models, student abilities are
estimated simultaneously with item parameters and each item
may influence ability estimates differently depending on its
discrimination power. As a more detailed analysis, regression
and IRT models may be used to detect a situation when
item functions differently for different groups, e.g. males vs.
females, or majorities vs. minorities. This so called differential
item functioning [27] is a potential threat to item fairness and
test validity and should therefore be tested routinely [28].

B. Generalized ULI index and Distractors Plot

Because the test used at First Faculty of Medicine is
composed of multiple true-false items, as part of the CTT mea-
sures, we have developed graphical representation, Distractors
plot, allowing quick visual check of item properties (see
also [8], [10], [29]). This visualization represents properties
of all correct answers and all distractors at once. Since ratio
of admitted students is usually around 1/5, we may consider
employing quintiles instead of terciles in the above defined
index ULI. More generally, any q-quantiles may be considered.
Formalization of this generalization is provided below.

Let’s suppose we have a flat-file dataset (created at phase
(vii)) for a given exam test, where each row consists of one of
applicant’s answers and each column corresponds to one of the
test item questions. Dimension of the flat-file dataset is thus
equal to the number of all the applicants (vertical dimension)
times number of all the test items (horizontal dimension). All
items included within the test are multiple true-false, thus each
cell consists of combination of answers the student selected
(item response pattern).

First of all, q-quantiles are calculated for applicants’ total
scores (see also [30]), where q ∈ {2, 3, 4, . . .}; q-quantiles are
values that partition sorted vector of applicants’ total scores
into q subsets of (nearly) equal size. For example, if q = 3 we
got terciles dividing the range of the scores vector into three
subsets, for q = 5 obtained quintiles split the vector into five
nearly equal-size subsets.
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Let n be a number of all the applicants taking the test, m
be a number of all the test items and x = (x1, x2, . . . , xn)

T

be a vector of applicants’ total scores, i.e. number of items
they answered correctly, where 0 ≤ xj ≤ m. Let Qi be
the i-th q-quantile for applicants’ total scores, where i ∈
{1, . . . , q − 1}, then1

Qi = ⌈(j − (n− 1)p)x(j) + ((n− 1)p+ 1− j)x(j+1)⌉,
where p = i/q, j = ⌊(n − 1)p + 1⌋ and x(j) is
the j-th smallest value in the vector of applicants’ scores
x = (x1, x2, . . . , xn)

T . Formally, let’s define Q0 = 0 and let
Qq = m be equal to the number of the test items. Then an
applicant with a total score equal to xj belongs to k-th subset
if and only if

Qk−1 ≤ xj < Qk,

where k ∈ {1, . . . , q}.
As a second step, let u

{q}
k,t be a proportion of applicants

belonging to the k-th subset, who answered the item t cor-
rectly, to all applicants belonging to the k-th subset, where
k ∈ {1, . . . , q}, t ∈ {1, 2, . . . ,m} and where q ∈ {2, 3, 4, . . .}
is fixed. Let sj,t = 1, if the j-th applicant answered the item
t correctly, and sj,t = 0 otherwise; and let M = {j : j ∈
{1, 2, . . . , n} ∧Qk−1 ≤ xj < Qk} be the set of all applicants
belonging to the k-th subset whose boundaries are Qk−1 and
Qk, i. e. k − 1-th and k-th q-quantile. Then,

u
{q}
k,t =

∑
j∈M sj,t

|M | .

for each k ∈ {1, . . . , q} and each t ∈ {1, . . . ,m} and fixed q.
Furthermore, let’s suppose u

{q}
k,t,w be a proportion of ap-

plicants belonging to the k-th q-quantile who answered the
item t by checking the option w, to all applicants belonging
to the k-th quantille, where q ∈ {2, 3, 4, . . .} is fixed and
k ∈ {1, . . . , q}, t ∈ {1, . . . ,m} and w ∈ {A,B,C,D} in our
settings. Let cj,t,w = 1, if the j-th applicant answered the item
t by checking the option w, and cj,t,w = 0 otherwise. Then,

u
{q}
k,t,w =

∑
j∈M cj,t,w

|M |
for each k ∈ {1, 2, . . . , q − 1, q}, each t ∈ {1, 2, . . . ,m} and
each w ∈ {A,B,C,D} and fixed q.

In case we fix t and choose an appropriate q (common
choice is q = 3) we are able to get a q-tuple in the form
of [u{q}

k,t ]
q
k=1 and exactly w q-tuples in the form of [u{q}

k,t,w]
q
k=1

which can further be used to illustrate properties of the item t
and all its distractors and correct answers (as an example, see
Fig. 1)

To depict attractiveness of individual answers and their
combination, proportion of selected item response pattern may

1Function ⌊x⌋, floor of x, returns the greatest integer less than or equal
to x, and function ⌈x⌉, ceiling of x, returns the least integer greater than or
equal to x.

be depicted as formalised below for a test in which all items
are multiple true-false with four options A,B,C,D. In such
a case, there is exactly 2|{A,B,C,D}| = 24 = 16 possible ways
how to answer the item question (16 item response patterns).

Let

O = {∅,
A,B,C,D,

AB,AC,AD,BC,BD,CD,

ABC,ABD,ACD,BCD,

ABCD}
be the set of all possible item response patterns. For each
item t, we can calculate proportion vo,t of number of appli-
cants who checked item response pattern o of item t such
that o ∈ O to number of all applicants2. Let V = {j :
j ∈ {1, 2, . . . , n} ∧ j-th applicant who chose item response
pattern o ∈ O of item t} be the set of all applicants who chose
item response pattern o ∈ O when answering item t. Then,

vo,t =
|V|
n

for each t ∈ {1, . . . ,m} and each o ∈ O.
In case we fix t, i. e. if we choose one item t, we are

able depict a 16-tuple in the form of [vo,t]o∈O which shows
attractiveness of each item response pattern for item t (for
example, see Fig. 2).

Finally, for each item t, we can calculate difficulty and dis-
crimination measures. Difficulty diffct of the item t is defined
using the proportion of applicants who correctly answered the
item question t to all applicants,

diffct = 1−
∑

j∈{1,...,n} sj,t

n
,

for each t ∈ {1, . . . ,m} and where

sj,t =

{
1, if j-th applicant answered item t correctly
0, otherwise.

Intuitively, difficulty of an item is proportional to number
of incorrect answers recorded for the item question. (Note:
often, difficulty is defined as proportion of examinees who
answered the item correctly, thus describing rather item easi-
ness, see [23].)

Discrimination which is in CTT often described by upper-
lower index (ULI, difference in proportion of correct answers
in upper and lower third of students, i. e. using 3-quantiles)
is here defined using quintiles (5-quantiles).

In general, discrimination discr{q}t (l1, l2) is a difference
between two proportions:

discr{q}t (l1, l2) = u
{q}
l2,t

− u
{q}
l1,t

,

where

2No option checked, i. e. o = ∅ is also possible item response pattern.
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• u
{q}
l1,t

is a proportion of applicants belonging to the l1-th
group, who answered the item t correctly, to all applicants
belonging to the l1-th group, where l1 ∈ {1, . . . , q}

• a proportion u
{q}
l2,t

of applicants belonging to the l2-th
group, who answered the item t correctly, to all applicants
belonging to the l2-th group, where l2 ∈ {1, . . . , q} and
where l1 < l2 for a fixed q.

Intuitively, discrimination of an item describes, how well
does the item discriminate between two groups of applicants
which are defined by their total scores.

In our particular case, we use discrimination measure depict-
ing differences between first and fifth quintile (q = 5) groups
as a general discrimination measure analogous to traditional
index ULI (where q = 3). We are even more interested in item
discrimination between fourth and fifth quintile, because we
usually admit only upper fifth of the students, thus this (the
fourth quintile) is the cut-off where we want to discriminate
the best. As an example, see difficulties and discrimination
measures depicted in Fig. 3.

C. R-language web-based application for semi-real-time eval-
uation of admission exam tests data

Methodology described above was implemented in
an online, freely-available application and R package
ShinyItemAnalysis [21], [31], available online at

https://shiny.cs.cas.cz/ShinyItemAnalysis/ .

The core of the application is built of source code written
in language R which is a free-as-in-beer and free-as-in-speech
programming language and environment for statistical com-
puting and graphics and is widely used among statisticians,
econometricians, or biologists. Code chunks written offline in
R language were uploaded online using shiny package on
server dedicated to R calculations; shiny package is a library
written also in R which provides an online framework for R
scripts.

Components of the application consist of ui.R, which
defines graphical user interface in terms of HTML (HyperText
Markup Language), CSS (Cascading Style Sheets) and a little
bit of javascript, and of server.R covering all workhorse
functions and procedures of the application. There are other
components beyond the mentioned two, but these are not
necessary for application running. Graphical user interface
offers multi-tabelar layout as each tab displays one of several
kinds of plots based on the tuples of important characteristics
described in Research methodology passage.

The application is accompanied by training datasets, exam-
ple R code, model equations and interpretation and is thus well
suited for routine test analysis as well as for educational pur-
poses and teaching the methods. Also, the application allows
for online typesetting of TEXdocuments and downloadable .pdf
and HTML reports containing tables and figures with estimates
described above.
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Fig. 1. Distractors plot for item 2014 based on quintiles. Bold lines (A and
B) depict correct answers, as expected, percentage of applicants who chose
these answers is increasing with total score. Dotted lines (C and D) represent
distractors, relative frequency of their selection is decreasing with total score.
Combination of correct answers (correct item response pattern) is depiced by
bar graph and again is supposed to be increasing.

III. RESULTS

Here we focus on presentation of Generalized ULI index
and Distractors Plot, while we leave it upon the reader to
examine the other functionalities of the ShinyItemAnalysis
application online or in R. We present analyses and plots for
medical school admission test in chemistry.

Calculation of Upper-lower index (ULI) as well as of
Discrimination Plot (Fig. 1) is based on quintiles (5-quantiles)
due to the fact that usually about 1/5 of the applicants is
admitted. We are thus mostly interested, how well does the
item discriminate between students above and below the fourth
quintile.

Detailed distribution of item response patterns is depicted
in Fig. 2.

Finally, item difficulties and discrimination indices are dis-
played in Fig. 3.

IV. CONCLUSION

In this paper we have introduced ShinyItemAnalysis
application for psychometric analysis of admission tests and
their items. ShinyItemAnalysis provides graphical inter-
face and web framework to open source statistical software
R and thus opens up its functionality to wide audience.
Application covers broad range of methods and offers data
examples, model equations, parameter estimates, interpretation
of results, together with selected R code, and is thus suitable
for teaching psychometric concepts with R, besides, it aspires
to be a simple tool for routine analysis by allowing the
users to upload and analyse their own data and by generating
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Relative Frequency of Item Response Pattern, item 2014
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Fig. 2. Detailed distribution of item response patterns for item 2014

analysis report. We have demonstrated, how traditional Upper-
Lower index may be generalized to tailor this descriptive
statistics to the needs of the individual test. We conclude by
arguing that psychometric analysis should be a routine part of
test development in order to gather proofs of reliability and
validity of the measurement. With example of admission test to
medical faculty we demonstrate how ShinyItemAnalysis
provides a simple and free tool to routinely analyse tests.
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Difficulty vs. Discrimination Plot
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Abstract—The  Moodle  portal  of  our  faculty  is  running

in a virtualized  environment  together  with  other  about

50 application servers and 60  virtualized desktops.  Increasing

traffic on the site (reaching over 400 000 views/posts monthly)

forced us to assess its performance impact on the virtualization

environment.  The  performance  analysis  identified  processor

cycles  and  disk  operations  as  the  bottlenecks  of  the  system.

We are planning to address these issues with increasing of the

number of processor cores in our virtualization hosts and with

a solid  state  disk  upgrade  of the  disk  array  used  in  our

virtualization environment in our next hardware upgrade cycle.

I. INTRODUCTION

HE FACULTY  of Medicine in Hradec Kralove is like

most  medical  faculties  massively  overburdened  with

the combination of both research and educational tasks. Just

for example, our Department of Medical Biophysics has only

8 full-time staff members, who are currently teaching 16 pre-

graduate  courses  and 2 postgraduate  courses,  while at  the

same time they are actively involved in research projects in

several different fields, ranging from mathematical statistics

and applications of  mathematics  and statistics in medicine

[1]–[3] through mathematical modeling of apheresis proce-

dures  [4]–[5],  applications  of  shape  memory materials  in

general medicine [6] and dentistry [7]–[8] up to inclusion of

modern teaching method based on applications of informa-

tion technology in medical  education [9]–[11].  The condi-

tions in the other departments are hardly any better. 

T

The only solution of such situation is extensive application

of the methods of unsupervised learning [12], which are in

our faculty represented mainly by the e-learning courses run-

ning in the learning management system (LMS) Moodle. 

Unfortunately there is an unavoidable downside of this ap-

proach – the ever-increasing demand for the computational

and data storage resources. We are therefore currently plan-

ning a significant upgrade of our IT infrastructure, which we

would like to base on a thorough analysis of the performance

requirements  and  the  potential  bottlenecks  of  our  current

setup.

This work was supported by the program PROGRES Q40-09.

II. CURRENT STATE OF OUR INFRASTRUCTURE

A. Virtualization environment

Our faculty is currently using a virtualization environment

consisting  of  a  cluster  of  four  identical  hosts  (DELL

PowerEdge R810 servers  equipped  with two Xeon E7540

processors,  each containing six cores  running at  2.0 GHz,

and 256 GB of RAM), connected through redundant 8 Gbps

FibreChannel  connections  to  the  IBM  DS3512  disk  array

containing  48x  600 GB  and  12x  450 GB  15k  rpm  SAS

drives organized in RAID 10 arrays. The hosts are running

the VMware ESXi 6.0 hypervisors and are managed through

the VMware vSphere 6 Standard. 

Apart  from the  Moodle  portal  servers,  there  are  about

50 various application servers (mostly web servers, but also

MS Exchange mail servers and MS SQL database servers)

and about 60 virtualized desktops running in the cluster.

B. Moodle portal

The Moodle portal of our faculty is consisting of two vir-

tual machines (VMs), both running a 64-bit version of the

Ubuntu 14.04.1 operating system. The front-end server has

4 virtual CPUs, 6 GB RAM, and 150 GB of storage space al-

located; this storage space is divided into three separate vol-

umes, located at  different physical  arrays,  and mounted as

“root”,  “moodledata”,  and  “logs”.  It  is  currently  running

Moodle 3.2.2+. The back-end database server is running on

a VM with 4 virtual CPUs, 5 GB of RAM, and 95 GB of

storage space; it has just two storage volumes – a combined

“root”  +  “logs”  volume and  a  standalone  “data”  volume.

The database server VM is currently running MySQL 5.5.55.

There are 381 active courses within our Moodle portal to

the present day (May 2017); most of them are based on text

and image information with only very limited use of video

materials so far. 

Our portal is used by about 1200 students and 400 staff

members almost on a daily basis. Its usage pattern is showing

strong year-to-year growth with peaks during the examina-

tion period of the winter term and periods of limited activity

during the summer holidays (see Fig. 1).
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III. PERFORMANCE METRICS USED

Our analysis of the impact of our Moodle portal  on the

virtualization environment is  mostly based  on the detailed

performance  metrics  recorded  by  the  tools  built  into  the

vSphere management system (CPU, RAM, and disk usage –

see Table I and Table II), supplemented with few statistical

figures provided by Moodle itself (monthly usage statistics

for different user roles – see Fig. 1).

The metrics recorded in the vSphere were chosen accord-

ing to our preliminary observations of behavior of the whole

virtualization  system and  the  analysis  of  probable  perfor-

mance bottlenecks  affecting  our  Moodle  portal.  CPU and

RAM resources are often considered to be the most critical

ones in the virtualized environments; on the other hand disk

performance,  especially disk I/O operations may be some-

times incorrectly given low priority. [13] We also considered

recording of the network performance metrics, but we found

them to be unnecessary in this particular application, as the

current content of our Moodle portal was not very demand-

ing on network resources (there were just few standard defi-

nition videos, no HD neither UHD videos stored). The over-

all utilization of network resources in our virtualized envi-

ronment was also quite low. 

The final set of the metrics therefore included:

• the actual CPU usage and the demand for CPU re-

sources, both measured in MHz and summarized for

all virtual cores in the VMs

• the amount of memory granted to the VMs and its

actual usage

• the read and write disk operations summarized for

all volumes in the VMs

• the highest value of disk latency observed in each

time  interval,  aggregated  for  all  volumes  in  the

VMs

All these metrics were recorded separately for the front-

end and the back-end VMs in 30 minute intervals for total

duration of one week to accumulate a representative sample

of the performance variation. The default aggregation meth-

ods provided by the vSphere were used in all metrics: The

CPU, memory, and IOPS metrics were calculated as aver-

ages for each of the 30 minute intervals; the latency figures

represented the highest values observed in each interval. 

Fig 1. Moodle portal usage statistics

TABLE I.

RECORDED PERFORMANCE METRICS – CPU AND MEMORY

CPU Usage (MHz) CPU Demand (MHz) Memory Active

(MBytes)

Memory Granted

(MBytes)

Moodle front-end (average value) 102.7 156.4 469 6144

Moodle front-end (maximum value) 756 1807 2864 6144

MySQL back-end (average value) 37.8 47.4 162 5120

MySQL back-end (maximum value) 264 421 811 5120

v
iew

s p
er m

o
n

th

196 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



IV. PERFORMANCE ANALYSIS

A. CPU resources

Even though the demand for CPU resources was relatively

modest in both front-end and back-end VMs, it was consis-

tently outstripping the available resources of the hosts where

these VMs were running by a large margin. Both VMs were

therefore CPU-limited not only in the peak load conditions

but also during regular operation. The uneven character of

the  demand for  the  CPU resources  can  be  nicely demon-

strated in the chart  plotting these metrics recorded  for the

Moodle front-end over time (see Fig. 2):

B. Memory resources

Unlike the CPUs, the memory resources were not strained

in any of the VMs even at the peak load, when the more de-

manding front-end VM consumed just close to 50% of its al-

located memory, and the back-end VM managed to be even

more prudent, consuming just up to about 16% of its allo-

cated memory. This result should be attributed to the choice

of the OS, which was installed without any memory intensive

graphical user interface (GUI), as well as to the memory con-

serving features of the hypervisor.

C. Disk resources

Disk  usage  patterns  were  significantly different  in  each

of the VMs, which is hardly surprising. The front-end (essen-

tially a web server) was heavily leaning towards the read op-

erations,  while  the  back-end  (database)  performed  mostly

write operations. The absolute numbers of disk operations in

both  VMs were  relatively low;  but  as  the  latency figures

showed,  these  values  were affected  by the overall  perfor-

mance limits of the disk array used in our virtualization envi-

ronment anyway. The coincidence of high IOPS and high la-

tency figures can be illustrated by the chart depicting both of

these metrics in the Moodle front-end (see Fig. 3):

V. CONCLUSION

Our  main conclusion  should  probably be  that  we were

able to demonstrate that even a relatively large Moodle por-

tal (381 courses, about 1600 users, up to 400,000 page views

per month) could be running in our virtualized environment

on very modest resources. The main reason of such low de-

mands was without any doubt the character of e-learning ma-

terials  presented  in  our  portal  –  when we start  using  the

video-based materials on a larger scale, the demands of the

portal are undoubtedly going to increase significantly. 

TABLE II.

RECORDED PERFORMANCE METRICS – DISKS

Read operations per second Write operations per second Disk latency (ms)

Moodle front-end (average value) 5.7 0.2 2.2

Moodle front-end (maximum value) 240 10 101

MySQL back-end (average value) 0.1 7.4 1.0

MySQL back-end (maximum value) 10 144 41

Fig 2. Moodle front-end – CPU usage and demand Fig 3. Moodle front-end – aggregated disk performance
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We were also able to identify CPU and disk performance

as the two main bottlenecks affecting responsiveness of our

Moodle portal. When we aligned these metrics to the activity

logs in Moodle, we were able to identify the most resource

intensive operations: The CPU activity in both front-end and

back-end as well as the disk write  operations were highly

taxed  by  grading  of  simultaneously  running  tests  and  re-

grading operations,  while the disk read operations reached

their high values in backup sessions (see Fig. 2 – 5):  

Finally, the results of this performance analysis provide us

(and not only us) with the invaluable clues for a proper de-

sign  of  the virtualized  environment  capable  of  running of

such demanding tasks without annoying lags. 

Based on these findings we decided to increase number

of processor  cores  in the planned new virtualization hosts,

include solid-state disks, able to provide at least 105 IOPS,

in the  planned  new  disk  array,  and  separate  virtualized

servers and VDI machines to different clusters, if possible.
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Abstract—Brain  injuries  seem  to  be  one  of  the  most

widespread diseases. Hence, the main goal of our research was

to investigate feature importance in the severe brain damages

dataset according to the Glasgow Outcome Scale. This scale is

recognized as one of several measures used to evaluate patients'

functional  ability  as  well  as  their  conditions  after  applying

brain damage therapy. The current approach is focused on an

identification  of  a  relevant  subset  of  features  with  a  similar

influence on quality of classification models. According to the

results gathered, about 12 from 42 descriptive features could be

treated  as  important  without  the  decrease  of  classification

results.

I. INTRODUCTION

CCORDING to  many  sources  [1-8],  brain  damages

seem  to  be  one  of  the  most  widespread  civilization

illnesses,  occurring  at  different  levels  of  severity,  usually

described by means of various measures  (scales)  [9].  It  is

important  to  say  that  there  is  no single  outcome measure

which can describe or predict all dimensions of recovery and

disability  after  acute  stroke.  Several  scales  have  proven

reliability  and  validity  in  stroke  trials  [10],  including  the

National  Institutes  of  Health  Stroke  Scale (NIHSS),  the

modified  Rankin  Scale [8]  (mRS,  patient’s  functional

agility), the Barthel Index (BI), the Glasgow Outcome Scale

(GOS, assessment of patient’s condition after therapy),  the

Extended Glasgow Outcome  Scale (GOS-E)  [11]  and  the

Stroke  Impact  Scale (SIS).  In  this  domain,  several  scales

have been applied in stroke trials to derive a global statistic

for  better  recognition  of  the  effect  of  acute  interventions,

although this composite statistic is not clinically tenable. In

practical  applications,  the  NIHSS  is  efficient  for  early

prognostication and serial assessment. In turn, the BI index

is  helpful  for  rehabilitation  planning.  The mRS and GOS

parameters specify cumulative values of outcome and they

are appropriate for clinicians and patients considering early

intervention, while the SIS scale was created to evaluate the

patient's  perspective  on the effect  of stroke. However,  the

GOS-E extends five original GOS scale categories to eight.

It  is made to apply wide categories  that are insensitive to

change and to deal with difficulties with reliability due to

lack of a structured interview format. Familiarity with these

A

different  scales  could  support  clinicians'  interpretation  of

stroke research and improve their clinical diagnosis. 

The Glasgow Outcome Scale (GOS) is a scale in which

patients with brain injuries, such as cerebral traumas, can be

divided into groups that allow standardized descriptions of

the objective degree of recovery. This scale was very often

applied  before  other  scales  were  introduced.  After  the

improvement  of  disability  recognition,  the  GOS has  been

replaced  by  the  Disability  Rating  Scale (DRS)  [12].

However, it is still cited occasionally in the literature, often

in research  investigating early acute medical  predictors  of

gross outcome. In these type of approaches, five classes of

the  original  scale  are  defined:  dead,  vegetative,  severely

disabled, moderately disabled, and good recovery.

II.  METHODS AND TOOLS

A. Input data

An investigated data set contains the  Glasgow Outcome

Scale characterization  for  161  anonymous  patients.  For  a

description  of  each  object,  42  features  were  defined  [7].

Objects  were  assigned  into  five  different  categories,

according to the Glasgow Outcome Scale: 1 means death, 2

means persistent vegetative state, 3 means severe disability,

4 means moderate disability and 5 means good recovery. 

Additionally,  features  are  divided  into  six  groups

according to their context:

A1-A9 – General data about patient.

B1-B14 – Patient’s specific features.

C1-C7 – Condition of health.

D1-D3 – Disorders.

E1-E6 – Treatment.

F1-F3 – Rehabilitation.

Detailed  information  about  features  and  their  values  is

presented in Table I.

B. Methods

The  main  focus  during  the  research  is  to  investigate

presented  data  in  the  context  of  finding  relevant  features

inside data that provide similar information after reduction

of  a  feature  space  [13].  For  this  purpose,  four  different

approaches  for  ranking  measures  and  algorithms  were
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applied. Classification quality was computed before and 

after an application of a feature selection procedure. Firstly, 

a simple filter method using a ranking measure in a form of 

Information gain was applied to calculate ranking values for 

each feature [14]. In this step, the dataset was extended by 

adding contrast variables to define the threshold between 

informative and non-informative features [15]. It means that 

each original feature was duplicated and its values were 

randomly permuted among all objects. In this way, a set of 

non-informative, by design shadow, features was added to 

the set of original features. The features, selected as 

important rather than random, were treated further as an 

important feature subset. Then, the classification process 

using five learning algorithms (CN2 rules, Classification 

Tree, kNN, SVM, RandomForest) was executed. After that, 

to extract a relevant feature subset, two other algorithms 

were applied [16]. The first one is based on the frequency of 

presence of features contained in the rule model that is 

created on the basis of the original dataset and additionally 

takes into account the quality of rules in which an analyzed 

feature occurs. Thus, the importance value of the i
th

 attribute 

(DRQualityImp) could be presented as: ݑܴܳܦ𝑎݈݅ݐ𝑦𝐼݉݌𝐴೔ = ∑ ܳ𝑅ೕ ∙ ሺ𝐴௜ሻ௡ݏ݁ݎܲ
௝=1  

 

where n is a number of rules in the learning model, QRj is the 

classification quality of the rule Rj and Pres(Ai) describes the 

presence of the i
th

 attribute, usually either 1 (feature 

occurred) or 0 (feature did not occur). In turn, the quality of 

a given rule Rj is defined as: ܳ𝑅ೕ = ௖௢𝑟𝑟ܧ௖௢𝑟𝑟ܧ + ௜௡௖௢𝑟𝑟ܧ  

 

where Ecorr is a number of correctly matched learning objects 

by the j
th

 rule and Eincorr is a number of incorrectly classified 

objects by this rule. In turn, the second algorithm 

(DTLevelImp) is based on the presence of a feature in the 

decision tree nodes generated from the original dataset and 

also takes into consideration the product of a weight Wj 

assigned to a given level j of the tree and the number 

Inst(node) of cases classified in a given node at this level in 

which the feature Ai occurs. Thus, the DTLevelImp of the i
th

 

attribute can be presented as: ܦ𝑇𝐿݈݁݁ݒ𝐼݉݌𝐴೔ = ∑ ∑ 𝑊௝ ∙ 𝐼݊ݐݏሺ݊݁݀݋ሻ ∙ ሺ𝐴௜ሻ𝑥ݏ݁ݎܲ
௡௢ௗ௘=1

𝑙
௝=1  

 

where l is a number of levels inside the model, x is a number 

of nodes inside at a given level and Pres(Ai) denotes the 

presence of the i
th

 attribute, usually either 1 (feature 

occurred) or 0 (feature did not occur).  

In turn, a weight W of the level j is defined as: 𝑊௝ = { ͳ if ݆ = ͳ, ݆ ∈ 𝑁,ݓ௝−1ʹ if ͳ ≤ ݆ ≤ ݈.  

 

The last approach to feature selection is based on rough set 

theory. In rough set theory, feature selection refers to finding 

the so-called decision reducts in a dataset (called a decision 

table). In general, a decision reduct is an optimal (minimal) 

subset of attributes preserving the classification ability as the 

TABLE I. 

FEATURES DEFINED ACCORDING TO THE GLASGOW OUTCOME 

SCALE 

C
o

d
e 

N
a

m
e 

V
a

lu
es

 

A1 Gender Male; Female 

A2 
Admission_diagnosis 

(Acc. to ICD-10 classification) 

Subarachnoid_hemorrhage; 

Intracerebral_hemorrhage; 

Cerebral_infarction; Stroke; 

Other_cerebrovascular_ 

diseases 

A3 
Final_diagnosis 

(Acc. to ICD-10 classification) 

Subarachnoid_hemorrhage; 

Intracerebral_hemorrhage; 

Cerebral_infarction; 

Stroke;  

Other_cerebrovascular_ 

diseases 

A4 Body_temperature [0C] Discrete variable 

A5 Age [years] Discrete variable 

A6 Abode Town; Village 

A7 Time spent in hospital [days] Discrete variable 

A8 

Time_elapsed  

(from observation of illness 

occurrence to hospital admission) 

Less_than_1_hour; 

Less_than_3_hours; 

3-6_hours; 6-12_hours; 

12-14_hours; 2-3_days; 

More_than_3_days 

A9 Patient_cure_location 
Stroke_ward; 

Neurology_ward 

B1 Arterial_hypertension Present; Absent 

B2 Ischemic_heart_disease Present; Absent 

B3 Past_cardiac_infarct Present; Absent 

B4 Atrial_fibrillation Present; Absent 

B5 Organic_heart_disease Present; Absent 

B6 Circulatory_insufficiency Present; Absent 

B7 Diabetes Present; Absent 

B8 Hypercholesterolemia Present; Absent 

B9 Obesity Present; Absent 

B10 Transient_ischemic_attack Present; Absent 

B11 Past_stroke Present; Absent 
B12 Infection_in_a_week_to_stroke Present; Absent 
B13 Alcohol_addiction Present; Absent 
B14 Nicotine_addiction Present; Absent 

C1 Systolic_pressure Present; Absent 

C2 Diastolic_pressure Present; Absent 
C3 Pulse Discrete variable 

C4 Heart_action 

Normal_rythm; 

Atrial_fibrylation; 

Other_dysrythmia 

C5 General_state_at_admission 

Getting_up_alone; 

Staying_in_bed_ 

consciousness; 

Consciousness_disturbances 

C6 Consciousness_at_admission 
Conscious; Coma; 

Consciousness_disturbances 

C7 

Stroke_type* 

(Acc. to Oxford classification,  

OCSP) 

LACS; PACS; POCS; 

TACS; Hard_to_class 
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original set of attributes. Various rough set methods were 

proposed to calculate decision reducts in decision tables, 

however calculation of all decision reducts is the NP-hard 

problem (see [20]). Therefore, in the experiments, we have 

used a more efficient method, called the QUICKREDUCT 

algorithm proposed in [21] and implemented in the Rough 

Sets package for the R environment. It is an example of a 

method producing the so-called decision superreduct that is 

not necessarily a decision reduct (i.e., it is a subset of 

attributes that may be not minimal). 

After subset selection, the classification process was 

applied. All results of classification, before and after feature 

selection, are presented in Table II. In this table, results were 

obtained using a dataset divided into five concepts. 

However, we also provide results gathered using a modified 

dataset, where five primary concepts were replaced by two 

more general categories: healthy and sick. Healthy concept 

corresponds to the 5
th

 concept, i.e., good recovery, in turn, 

the sick concept corresponds to the remaining concepts 

merged into one. 

 During the experiments, the Orange data mining tool 

[17] and the R environment were applied. Our own 

implementation of algorithms in this environment was also 

involved. The 10-fold cross validation paradigm was also 

applied during the classification process. 

III. RESULTS AND CONCLUSIONS 

The results of feature selection and calculation of quality 

of classification are acquired in Table II and Table III. 

Additionally, the average results are presented in a form of a 

chart, see Figure 1. It could be observed that each method 

caused decreasing a number of features in comparison to the 

original dataset. Particularly, in case of the five-class 

problem, application of contrast features led to selection of 

12 relevant features from 42 original features, and at the 

same time classification accuracy (CA) and area under ROC 

curve (AUC) [18,19] slightly increased. Other three methods 

also reduced a feature space, from 42 features to 29, 17 and 

9 using DRQualityImp, DTLevelImp, and Rough Set  

approaches respectively. However, in these approaches, CA 

and AUC parameters slightly decreased. In turn, in case of 

the two-class problem, there could be observed substantial 

improvement of classification accuracy. 

 

 

Fig.  1 Average results of classification accuracy (CA) and area under 

ROC curve (AUC) using five learning models.  

 

  

During the experiments, some of the features achieved 

significant values of ranking measures. In turn, other 

features were estimated as much less important. In this way, 

it could be stressed that the most important features should 

be diagnosed very carefully. 

The future research should be focused on simplification of 

the descriptive parameters, finding the compromise of a low 

classification error rate according to high efficiency of the 

Glasgow Outcome Scale. Some constructive induction 

methods could be applied to find general measures that may 

simplify diagnosis support for medical specialists. 
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TABLE II. 

CLASSIFICATION RESULTS USING THE ORIGINAL SET AND THE SELECTED SUBSET OF IMPORTANT FEATURES, APPLYING FIVE CLASSES.  

Dataset Original 
After contrast 

features 
DRQualityImp DTLevelImp Rough Set 

# of features 42 12 29 17 8 

Classification  

quality 
CA AUC CA AUC CA AUC CA AUC CA AUC 

CN2 0.4279 0.6541 0.5081 0.7512 0.4482 0.6320 0.3662 0.5618 0.4471 0.6228 

CT 0.4338 0.6734 0.4165 0.6848 0.3912 0.6453 0.4592 0.6820 0.4904 0.7221 

kNN 0.4904 0.6963 0.5397 0.7482 0.4103 0.6718 0.4210 0.7576 0.4217 0.7012 

SVM 0.4772 0.7846 0.5151 0.8051 0.4901 0.7393 0.4397 0.7358 0.4401 0.6705 

RF 0.5279 0.8145 0.5213 0.8132 0.4529 0.7913 0.4960 0.8117 0.4526 0.7755 

AVG 0.4714 0.7246 0.5001 0.7605 0.4385 0.6959 0.4364 0.7098 0.4504 0.6984 

TABLE III. 

CLASSIFICATION RESULTS USING THE ORIGINAL SET AND THE SELECTED SUBSET OF IMPORTANT FEATURES, APPLYING ONLY TWO 

CLASSES.  

Dataset Original 
After contrast 

features 
DRQualityImp DTLevelImp Rough Set 

# of features 42 12 24 17 9 

Classification  

quality 
CA AUC CA AUC CA AUC CA AUC CA AUC 

CN2 0.6640 0.6858 0.7518 0.7585 0.6702 0.7452 0.6835 0.7471 0.6890 0.7519 

CT 0.6452 0.6532 0.6768 0.7074 0.6765 0.7004 0.6640 0.7123 0.6890 0.6778 

kNN 0.6640 0.7581 0.6963 0.7301 0.6827 0.7242 0.6893 0.7516 0.6574 0.7082 

SVM 0.7511 0.7756 0.7577 0.7842 0.7452 0.7860 0.7151 0.7687 0.7199 0.7610 

RF 0.7261 0.7975 0.7386 0.7848 0.7257 0.8067 0.7077 0.7862 0.7449 0.8076 

AVG 0,6901 0,7340 0,7242 0,7530 0,7001 0,7525 0,6919 0,7532 0,7000 0,7413 
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Abstract—The paper describes the study on the problem of
applying classification techniques in medical datasets with a class
imbalance. The aim of the research is to identify factors that
negatively affect classification results and propose actions that
may be taken to improve the performance. To alleviate the impact
of uneven and complex class distribution, methods of balancing
the datasets are proposed and compared. The experiments were
conducted on five datasets - three binary and two multiclass.
They comprise several data preprocessing methods applied on
data and the classification with different techniques. The study
shows that for some datasets there exists a combination of

a certain preprocessing method and a classification technique
which outperforms other approaches. For datasets with complex
distribution or too many features the ratio of correctly predicted
labels may be low regardless what resampling method and
classification technique has been applied.

Index Terms—imbalanced datasets, class imbalance, medical
data analysis, data preprocessing techniques

I. INTRODUCTION

C
LASSIFICATION is one of the core terms in machine
learning. It refers to the process of prediction of class

labels for unclassified, new instances basing on the knowledge
drawn from historical, classified records [1]. It consists of
application of the algorithm of classification technique on
the already labeled data to build the classification model and
attempt to discover the dependencies lying behind class labels.
Afterwards, new instances are examined and assigned to the
predicted groups.

Depending on the characteristics and the quality of gathered
data it may be impossible to build a perfect model. In many
real life cases, especially in medicine, accessing and measuring
desired parameters is either costly, cannot be done precisely
or at all. Collecting a representative number of samples from
each class may be difficult due to above mentioned factors or
due to naturally occurring disproportions. When one class is
represented by much larger number of samples than the other,
we refer to the class imbalance problem. It commonly arises in
medical databases - large number of samples concerns patients
with frequent observations while records describing special
cases that are of particular interest may occur rarely.

Medical data analysis is important due to its meaning for
medical decision making and diagnosis [2], [3]. Many studies
have been conducted on the topic of classification techniques
and how to improve their performance [4]–[6], specifically
when it comes to the treatment of imbalanced datasets, but no
universal, highly performing solution has been discovered yet.

Applying machine learning on unevenly distributed or in-
complete datasets, in particular medical cases and resulting
consequences, is discussed in the paper. Uneven class distri-
bution is one of the problems that gains researchers’ attention
since late 90s [7]. In October 2005 dealing with non-static,
imbalanced and cost-sensitive data was announced one of the
top 10 challenging problems in data mining research by the
International Journal of Information Technology and Decision
Making [8].

The aim of the paper is to identify factors that affect
classification results and propose actions that may be taken to
improve the classification performance in terms of imbalanced
datasets. Different combinations of preprocessing methods and
classification techniques were used with regard to differences
in datasets’ characteristics: the number of target classes (two
or more), the imbalance ratio, the number of features and the
ratio of missing values. Even though classification problems
have been studied extensively over the past few years, no
universal solution has been discovered. Nowadays, there is still
no perfect approach of classification as applied to imbalanced
datasets and the paper constitutes an independent contribution
to the relevant literature.

The rest of the paper is organized as follows. Section II
describes the preprocessing techniques that may be applied to
balance uneven distribution in datasets. Section III corresponds
to the methods used in the experimental part of the paper
and is followed by the description of medical data used
in the research (Section IV). Section V is dedicated to the
experiments conducted on sample data and the results. Finally,
in Section VI, the concluding remarks are discussed.
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II. HANDLING IMBALANCED DATASETS

The imbalanced class distribution may be defined by the
ratio of the number of instances from minority class to those
from majority class [9]. Such inequality may occur in many
medical problems, where the number of patients diagnosed
with rare illnesses, requiring special therapy or treatment is
much smaller than the number of patients who do not need
it. In certain domains, the datasets may be highly imbalanced
with the imbalance ratio of, for example, 1:10000 [7].

Classification methods may fail when applied to an imbal-
anced dataset. Learning algorithms attempt to reduce global
quantities such as the error rate and do not take the data
distribution into consideration. As a result, samples from the
dominant class are well-classified whereas samples from the
minority class tend to be misclassified.

Weiss and Provost [10] after performing classification with
decision tree in imbalanced two-class problems investigated
the correlation between imbalance ratio and classification
results. They found out that better results are obtained in a
relatively balanced sets. However, the degree of class imbal-
ance that starts to hinder the performance cannot be explicitly
defined. 1:1 population ratio may not be always the optimal
distribution to learn from.

The main approach of handling data imbalance problem is
resampling in order to obtain more even class distribution. It
allows classifiers to perform as in standard conditions. It is
a flexible, independent of the classifier solution that usually
improves classifier performance. Three main techniques of
datasets’ balancing are described in Sections II-A – II-C.

A. Undersampling

Undersampling involves a removal of some examples from
the majority class. Non-random selection of sample removal is
called a focused undersampling and may refer to the samples
of the majority class lying further away [11]. Two non-random
examples of informed undersampling that proved to give good
results are EasyEnsemble and BalanceCascade algorithms [7],
[12]. Both of them intend to overcome information loss
introduced in the traditional random undersampling method.

One of more interesting approaches that was applied in [14]
is Neighbourhood Cleaning Rule (NCR). Given a sample in a
training set, three nearest neighbors are found. If all neighbors
belong to minority class while a sample belongs to majority
class - the sample is removed. In the contrary case - when
a sample belongs to the minority class and its three nearest
neighbors to opposite class - all three neighbors are removed
[23]. In other words NCR is an informed undersampling
technique where majority class samples are removed only
when they closely surround or are surrounded by minority
class samples.

B. Oversampling

Oversampling consists of generating new examples and
adding them to the original dataset. Similarly to undersam-
pling, two approaches can be distinguished: random and
focused oversampling. Random oversampling refers to simple

replication of existing samples. Focused oversampling means
oversampling only those minority examples that occur on the
boundary between the minority and majority classes.

The main advantage of oversampling is no loss of infor-
mation from original dataset. On the other hand, it increases
dataset size and thus computational cost [20] and may result
in overfitting due to too many tied instances [7]. Random
undersampling carries a risk of missing potentially important
data, however Drummond and Holte [21] show that random
under-sampling yields better minority prediction than random
over-sampling.

Garcia et al. [22] applied four resampling algorithms and
eight different classifiers on 17 real datasets. Authors’ experi-
ment showed that oversampling the minority class outperforms
undersampling the majority class when datasets are strongly
imbalanced and there are not significant differences for data
with a low imbalance. Results also indicated that the classifier
had a very poor influence on the effectiveness of the resam-
pling strategies.

A variation of oversampling called Synthetic Minority
Oversampling Technique (SMOTE) was proposed in 2002 by
N.Chawla et al. [24] which produces synthetic examples. New
minority class examples are created along the line segments
between each positive class object and any of the k-nearest
neighbors.

SMOTE shows that a combination of oversampling the
minority class and undersampling the majority class can
achieve better classifier performance than only undersampling
the majority class. It has proven good efficiency in many
works but a problem may appear when a dataset is not only
imbalanced but also has a complex distribution. In such a
case synthetic samples generation may lead to the overlapping
between classes.

C. Hybrid approach

Hybrid approach is a combination of over- and undersam-
pling [24], eliminating some of the examples before or after
resampling, in order to reduce overfitting. It allows to balance
the dataset and keep the trade-off between decreasing majority
class size and replication of minority class samples. Common
approach is a combination of random undersampling with
SMOTE.

D. Multiple imbalanced class problems

Datasets with more than two classes imply an additional
difficulty for classification algorithms. When multiple labels
are present, solutions proposed for binary-class problems may
not be directly applicable, or may achieve a lower performance
than expected. For example, solutions at data level suffer
from the increased search space, and solutions at algorithm
level become more complex, as the learning algorithm must
consider several small classes [23].

Fernandez and Lopez [23] presented binarization schemes
in order to apply standard approaches to solve two-class
imbalanced problems as well as several procedures which
have been designed for the scenario of imbalanced datasets
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with multiple classes. They proposed to transform the original
problem into binary subproblems.

Class binarization techniques make it possible to apply the
standard classification solutions. Two best known approaches
to transform a multiple class classification problem into a set
of binary problems are distinguished.

a) One-versus-one (OVO): The approach trains a classi-
fier for each possible pair of classes, ignoring the examples
that do not belong to the related classes. When classifying
instances, a query is submitted to all binary models, and the
predictions of these models are combined into an overall clas-
sification. For those algorithms that do not have an associated
certainty degree for each class, the most common way to
generate the class label is to represent the output of each binary
classifier in a code matrix.

b) One-versus-all (OVA): The approach builds a single
classifier for each of the classes of the problem, considering
the examples of the current class to be positives and the
remaining instances negatives. An instance will be assigned
to the majority class, or randomly among the majority classes
if they have the same amount of examples.

E. Complex distribution

Additionally to class imbalance two other major factors
with regard to class distribution can be distinguished: class
overlapping and areas with small disjuncts and noise.

The serious problem that complicates learning of the minor-
ity class is a difficulty in separation of two classes. When in
some feature space overlapping patterns are present, it is hard
to determine rules for separating one class from another. Such
a feature may become redundant to help recognize decision
boundaries between classes.

Often standard classifiers that tend to maximize accuracy in
classification fail while encountering the problem of overlap-
ping, since they classify the overlapping region as belonging
to the majority class and assume the minority class is noise
[25], [26].

Another issue concerning class distribution is when a class
consists of several sub-clusters of different amount of exam-
ples, referred to as small disjuncts. Many current approaches
to class imbalance mostly aim to solve the between-class im-
balance problem and disregard the uneven distribution within
the class [27].

III. METHODOLOGY

The proposed methodology of indicating the best pairwise
combination of the preprocessing technique of datasets’ bal-
ancing and the classification method consists of three steps:

1) applying classification methods on the original dataset
without preprocessing (NOP),

2) performing preprocessing on datasets,
3) carrying out classification on datasets modified in the

previous step,
4) comparing results of classifications.

The datasets were modified with the following methods:

• random undersampling (RU),

• SMOTE (SM) as a variation of oversampling,
• hybrid approach by SMOTE and random undersampling

(SM-RU).

Four classification techniques were applied on original and
preprocessed datasets:

• decision tree (DT),
• Naïve Bayes (NB),
• k-nearest neighbors with k=3 (3NN) and k=5 (5NN)

neighbors,
• support vector machine (SVM).

Due to the fact that the presented approach aims at supporting
medical diagnosis, there were chosen simple, comprehensible
algorithms, as physicians should understand the tools they use.

For kNN and SVM all string or category features were
normalized and mapped to numerical values where necessary.
The information for the value mapping was taken from the
dictionaries built in a Predictive Model Markup Language files
(PMML) and integrated with the experimental environment
[13].

Additionally for the sets with incomplete data, the influence
of substitution of missing values by mean values was examined
(-SUB suffix).

Random undersampling was performed by random row
removal from all classes until each class had the same number
of samples as in the least numerous minority class. SMOTE
used 5 nearest neighbors, which was also consistent with
results described in [14].

The approach with random undersampling and SMOTE
replicated minority data by 5 times and randomly removed
rows from majority class to reach equal number of rows for
every class.

Gini index was applied in decision tree classification to
evaluate scores, 3 and 5 neighbors were used for kNN classifier
and radial basis function (RBF) kernel was employed in SVM.

Experiments for each combination were repeated 10 times.
Each original dataset was divided into test and validation
sets in proportion 9:1 with 10-fold cross-validation, which
is widely accepted in data mining and machine learning
community and serves as a standard procedure of validation
[15]–[17].

Accuracy and sensitivity were chosen as evaluation metrics.
Sensitivity tells how good the technique is in determining
the exact class label while accuracy gives an overall ratio
of correct predictions to all predictions made. All values
presented in the tables are mean values from the scores
obtained in 10 runs. Additionally sensitivity score is a mean
value from predictions of all classes: minority and majority
ones.

IV. DATA DESCRIPTION

To demonstrate the problems encountered while dealing
with medical data, test cases with different characteristics have
been chosen. All of them are public datasets dedicated to
researchers for machine learning tasks and medical diagnosis
improvement:
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TABLE I: Characteristics of considered medical datasets

Dataset Number of Class labels Number of Missing

name samples ratio attributes values

Hepatitis 155 123 : 32 19 5.7%

Lung Cancer 96 86 : 10 7129 0.0%

Hypotyroid 3163 3012 : 151 30 3.2%

Thyroid 7200 6666 : 368 : 166 21 0.0%

Lung SCC Cancer 494 467 : 14 : 13 71 8.6%

Fig. 1: Pie charts for class imbalance

• Hepatitis [28],
• Lung Cancer [29],
• Hypothyroid Disease [30],
• Thyroid Disease [31], and
• Lung Squamous Cell Carcinoma [32].

Table I presents a brief characteristics of the datasets. The
class imbalance is presented in graphical form in the Figure
1. Further details are discussed separately in the subsequent
paragraphs.

Hepatitis is a dataset with two classes where imbalance
ratio is equal to 0.26. The class attribute determines whether
patient is dead (32) or alive (123). All other attributes are
numerical and represent age, sex and other indicators’ values
gathered by medical scientists. There are missing values - only
one column misses more than 43% of values and others up to
19%.

Lung cancer is also a two class problem with imbalance
ratio 0.12. It refers to lung cancer diagnosis. Minority class

consists of 10 non-neoplastic (normal) lung samples and ma-
jority of 86 primary lung adenocarcinomas (tumor) samples.
There are no missing values and each sample is described by
7129 genes (numeric attributes).

Hypothyroid is a two class problem with strong imbalance
ratio, 0.05. Majority class holds attribute ’negative’ while
minority is diagnosed as ’hypothyroid’. The dataset has a
relatively small number of missing values, but one of the
columns with more than 90% of missing values was removed
in preliminary data preparation.

Thyroid is a dataset with three classes; the most numerous
class has over 18 times more samples than the first minority
class and over 40 times more than the other minority class.
The dataset is relatively big, there are not many attributes and
no missing values.

Lung scc cancer dataset refers to Lung Squamous Cell
Carcinoma cancer type. It contains samples described by
numerical and nominal attributes and is characterized by high
ratio of missing values. Classification in this sets is done by as-
signing International Classification of Diseases for Oncology,
Third Edition ICO-3 Histology Code. The problem has one
majority class (Squamous cell carcinoma) and two minority
classes: Basaloid squamous cell carcinoma and Keratinizing
squamous cell carcinoma.

Prior to proper data processing several rows from original
Lung scc cancer dataset were removed due to their belonging
to extremely rare class which will not be considered. Also,
attributes that missed over 70% of values, carried identifiers,
non-relevant information or the same value for all samples
were filtered out (more than 20 columns in total). The process
of excluding less relevant attributes in terms of further classi-
fication called a feature selection is gaining on popularity and
was discussed in [35].

V. RESULTS AND DISCUSSION

The purpose of experiments was to find how the pre-
processing compensation methods improve classification of
imbalanced medical datasets. The experiments were conducted
according to the methodology introduced in Section III on
public datasets described in Section IV.

The experiments were performed with use of The Konstanz
Information Miner environment (KNIME), Version 3 [18],
[19].

A. Experimental Results for Hepatitis Dataset

Sensitivity mean values for hepatitis dataset are presented
in the Table II. The best score was obtained for Naïve Bayes
classifier with a hybrid approach: random undersampling and
SMOTE and kNN with 5 neighbors combined with random
undersampling. Support Vector Machine and Naïve Bayes
showed also a high performance when trained on datasets with
reduced, equal number of samples for each of the classes.
Decision tree algorithm was the worst in this classification
no matter which preprocessing method was applied. It can
be pointed out that substitution of missing values improved
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TABLE II: Hepatitis sensitivity scores for combinations of
preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.6183 0.7874 0.6708 0.7183 0.5506

RU 0.6704 0.7860 0.7776 0.8045 0.7824

SM 0.6436 0.7897 0.7520 0.7708 0.5000

SM_RU 0.6607 0.8025 0.6712 0.7287 0.5000

NOP_SUB 0.6305 0.6061 0.7672 0.7000 0.7568

RU_SUB 0.7197 0.6531 0.7546 0.7460 0.7835

SM_SUB 0.6692 0.6769 0.7533 0.7391 0.5000

SM_RU_SUB 0.7147 0.6110 0.7486 0.7398 0.5000

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling, SUB - substitution of missing values

TABLE III: Hepatitis accuracy scores for combinations of
preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.7574 0.8277 0.8225 0.8500 0.8288

RU 0.6897 0.7723 0.7988 0.8388 0.8225

SM 0.7426 0.8148 0.8338 0.8550 0.8375

SM_RU 0.7348 0.8277 0.8388 0.8675 0.8375

NOP_SUB 0.7768 0.7968 0.8500 0.8350 0.8575

RU_SUB 0.7497 0.5871 0.7500 0.7563 0.7775

SM_SUB 0.7594 0.5606 0.7425 0.7188 0.8375

SM_RU_SUB 0.7381 0.8045 0.7450 0.7200 0.8375

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling, SUB - substitution of missing values

its performance when random undersampling and hybrid sam-
pling were applied on the dataset.

The accuracy scores (Table III) reach highest values for
3NN (with missing values substitution), 5NN and SVM - no
resampling for all of them. Naïve Bayes’ best accuracy is
worse than for mentioned classifiers but significantly better
than for weakly performing decision tree.

In the Figure 2, the highest accuracy scores obtained in the
experiment are compared with accuracy scores in cases where
sensitivity for given classifier was highest. Only Naïve Bayes
with hybrid approach reaches highest sensitivity with highest
accuracy.

Fig. 2: Highest accuracy score vs. accuracy correlated with
highest sensitivity score for hepatitis dataset

TABLE IV: Lung cancer sensitivity scores for combinations of
preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.9492 0.5000 0.9792 0.8892 0.5000

RU 0.9357 0.5000 0.8703 0.8986 0.6350

SM 0.9286 0.5000 0.9442 0.9407 0.5000

SM_RU 0.9357 0.5000 0.9488 0.9343 0.5000

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling

TABLE V: Lung cancer accuracy scores for combinations of
preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.9802 0.8958 0.9865 0.9677 0.8960

RU 0.8927 0.1042 0.8073 0.8500 0.9240

SM 0.9719 0.1042 0.9000 0.8938 0.8958

SM_RU 0.9750 0.8958 0.9083 0.8823 0.8958

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling

B. Experimental Results for Lung Cancer Dataset

For lung cancer dataset sensitivity scores (Table IV) differed
a lot across classifiers. The best result was achieved for kNN
method. With 3 neighbors and no data preprocessing 9 out of
10 runs gave correct classification for whole minority class.
Similar results were attained for 5NN classifier and they
were only slightly worse than decision tree and hybrid over-
and undersampling. SVM performed poorly but one better
score was obtained when dataset was reduced. Naïve Bayes
and support vector machine with other types of resampling
were not capable to build any model correctly predicting the
minority class labels.

This set has all records complete so no tests were made for
classification with missing values substitution.

The accuracy scores in Table V were not correlated with
sensitivity measure. In general, best values were obtained
for classification in not preprocessed datasets with small
exceptions for decision tree and SVM.

The comparison of the highest accuracies and the accuracies
where the sensitivity was the highest is shown in the Figure 3.
Almost all classifiers, except for 5NN, resulted in a high sensi-
tivity and accuracy at the same time - a decision tree and 3NN
with no preprocessing, SVM with random undersampling.

C. Experimental Results for Hypothyroid Disease Dataset

The results for hypothyroid dataset (Table VI) are similar for
all classifiers but SVM. A decision tree performed well even
if no preprocessing was applied. Other techniques attained
the best results when data was either undersampled or also
beforehand oversampled. SMOTE also improved classification
correctness significantly when comparing to no preprocessing
at all. It may be observed that substitution of missing values
slightly improved the sensitivity for kNN and SVM.

For all the classifiers without exceptions the accuracy was
the best in case of an original dataset and when missing values
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Fig. 3: Highest accuracy score vs. accuracy correlated with
highest sensitivity score for hepatitis dataset

TABLE VI: Hypothyroid Disease sensitivity scores for combi-
nations of preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.9439 0.8836 0.9126 0.8935 0.5934

RU 0.9295 0.9490 0.9499 0.9448 0.8532

SM 0.9216 0.9161 0.9442 0.9432 0.5000

SM_RU 0.9386 0.9272 0.9474 0.9441 0.5000

NOP_SUB 0.9427 0.8346 0.9017 0.8886 0.6206

RU_SUB 0.9152 0.8448 0.9490 0.9495 0.8998

SM_SUB 0.9129 0.8468 0.9426 0.9437 0.5000

SM_RU_SUB 0.9164 0.8427 0.9523 0.9513 0.5000

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling, SUB - substitution of missing values

were substituted by mean values (Table VII).
The comparison of the highest accuracies and the accuracies

where sensitivity was the highest presented in the Figure 4
proves that decision tree without preprocessing is the most
sensitive to the minority class and gives the most accurate
predictions for both classes. For other classifiers where re-
sampling was applied on a training dataset, the accuracy scores
are slightly worse than the highest scores obtained.

D. Experimental Results for Thyroid Disease Dataset

The results for multi-class Thyroid disease data classifica-
tion showed in the Table VIII vary across the methods applied.
The best sensitivity scores were observed for a decision tree
with random undersampling alone and when combined with

Fig. 4: Highest accuracy score vs. accuracy correlated with
highest sensitivity score for hypothyroid dataset

TABLE VII: Hypothyroid Disease accuracy scores for combi-
nations of preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.9903 0.9779 0.9806 0.9807 0.9497

RU 0.9065 0.9515 0.9419 0.9402 0.8034

SM 0.9321 0.9708 0.9736 0.9711 0.9390

SM_RU 0.9370 0.9704 0.9625 0.9612 0.9390

NOP_SUB 0.9862 0.9695 0.9816 0.9801 0.9525

RU_SUB 0.8745 0.9368 0.9452 0.9461 0.8875

SM_SUB 0.9013 0.9646 0.9707 0.9670 0.9390

SM_RU_SUB 0.8929 0.9622 0.9616 0.9604 0.9390

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling, SUB - substitution of missing values

TABLE VIII: Thyroid Disease sensitivity scores for combina-
tions of preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.9862 0.7051 0.5667 0.5403 0.4484

RU 0.9926 0.8319 0.6695 0.6745 0.6320

SM 0.9911 0.7826 0.6921 0.6994 0.3333

SM_RU 0.9962 0.8046 0.7127 0.7056 0.3333

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling

SMOTE. Next score was obtained by Naïve Bayes and RU,
then 3NN, 5NN with the hybrid approach and finally again
poorly performing SVM with random undersampling.

All the best accuracy values (table IX) were observed for
all classifiers when applied on the original datasets.

The decision tree without preprocessing offers a perfect
trade-off between maximum sensitivity and accuracy. In case
of other classifiers improvement in sensitivity score causes a
decrease of the accuracy (figure 5).

E. Experimental Results for Lung Squamous Cell Carcinoma

Dataset

The Lung scc cancer is an experimental dataset with two
minority classes. Only a decision tree reached outstanding
sensitivity score when applied on an undersampled dataset
(Table X). Naïve Bayes performed best combined with hybrid
resampling approach, but the accuracy was still very low.

Fig. 5: Highest accuracy score vs. accuracy correlated with
highest sensitivity score for thyroid dataset
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TABLE IX: Thyroid Disease accuracy scores for combinations
of preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

DT NB 3NN 5NN SVM

NOP 0.9969 0.9151 0.9392 0.9398 0.9330

RU 0.9805 0.8174 0.6134 0.6058 0.8378

SM 0.9969 0.8942 0.8662 0.8413 0.8732

SM_RU 0.9931 0.8821 0.7141 0.6883 0.9258

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling

TABLE X: Lung Squamous Cell Carcinoma sensitivity scores
for combinations of preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.3350 0.3690 0.3333 0.3333 -

RU 0.5493 0.3405 0.2227 0.2581 -

SM 0.3727 0.3558 0.3018 0.2956 -

SM_RU 0.4282 0.3851 0.3333 0.3333 -

NOP_SUB 0.3457 0.3314 0.3333 0.3333 0.3333

RU_SUB 0.3891 0.3445 0.1935 0.1872 0.1614

SM_SUB 0.3979 0.3664 0.2406 0.3541 0.3333

SM_RU_SUB 0.3622 0.3644 0.2670 0.2420 0.3333

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling, SUB - substitution of missing values

For dataset with missing values it was not possible to find
a hyperplane for the Support Vector Machine in a finite time,
thus no sensitivity scores are presented in this section.

The accuracy for this dataset (table XI) are again mainly
the best for no preprocessing.

For the lung scc cancer dataset the differences in the
maximum accuracy and the accuracy when the sensitivity was
the highest are presented in figure 6. Only a decision tree and
Naïve Bayes were shown since other classifiers did not provide
satisfactory sensitivity outcomes. Especially in the case of a
decision tree the improvement in a sensitivity score cost a
double drop in the accuracy score.

F. Discussion

In the conducted experiments five datasets were examined.
The goal was to find out which preprocessing method and a

Fig. 6: Highest accuracy score vs. accuracy correlated with
highest sensitivity score for lung scc cancer dataset

TABLE XI: Lung Squamous Cell Carcinoma accuracy scores
for combinations of preprocessing methods and classifiers

Method DT NB 3NN 5NN SVM

NOP 0.9287 0.9047 0.9741 0.9741 -

RU 0.4663 0.1636 0.6509 0.7543 -

SM 0.8830 0.8755 0.8819 0.8638 -

SM_RU 0.7621 0.6759 0.9741 0.9741 -

NOP_SUB 0.9245 0.9399 0.9741 0.9741 0.9741

RU_SUB 0.3802 0.1899 0.4698 0.4991 0.2802

SM_SUB 0.7812 0.2530 0.6552 0.6043 0.9741

SM_RU_SUB 0.6518 0.2474 0.6845 0.5638 0.9741

NOP - no preprocessing, RU - random undersampling, SM - SMOTE, SM_RU - SMOTE
and random undersampling, SUB - substitution of missing values

classification technique performs best under given conditions.
All datasets represented class imbalance problem with differ-
ent level of class labels distribution. There were binary and
multiclass problems, with few or many samples and narrow
or vast feature space. The aim was also to demonstrate how
different characteristics influence performance of various data
treatment methods - resampling and missing values imputation
- and certain classification techniques.

Mean sensitivity and accuracy scores were given for each
test on the combination of a resampling method and a learning
algorithm. As already mentioned, accuracy may be not truly
informative when assessing classifier’s ability to identify mi-
nority samples. The correctly predicted labels mostly belong
to majority class while minority class cases are frequently
misclassified. Therefore a sensitivity score is more relevant
as it indicates how good the predictions were within each
class label. The classifiers with a high sensitivity, yet not the
highest accuracy, are better in the identification of minority
class samples. Consequently, the results of the experimental
studies will be ranked by the sensitivity scores and accuracy
will be considered as less significant.

For imbalanced two class Hepatitis dataset the best perform-
ing classification technique in terms of general accuracy and
sensitivity to minority class samples was k-nearest neighbors.
The best sensitivity scores were reached when combined with
random undersampling. Naïve Bayes with hybrid preprocess-
ing - random undersampling and SMOTE gave similar results
to kNN. Most of other classifiers performed well when com-
bined with random undersampling. Additionally, less efficient
SVM and decision tree were more sensitive when missing
values were substituted by mean values. As more than 5% of
values were missing, mean value imputation usually improved
the performance of classifiers. All kinds of classifiers trained
on resampled datasets were more sensitive than without data
preprocessing. The sensitivity and accuracy rates at the level of
70-85% suggest that learning algorithms cannot be considered
as a truly reliable solution for the problem of classifying new
instances.

The lung cancer dataset was also a two class problem.
The characteristics of dataset revealed no missing values, high
imbalance ratio and small sample size. Each instance was char-
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TABLE XII: Compilation of correctly predicted labels for
minority class (True Positives) and majority class (True Neg-
atives)

Actual number Predicted with Predicted with Change

of samples NB NOP NB RU

True Positive 151 117 142 16.56%

True Negative 3012 2977 2869 -3.59%

acterized by 7129 attributes. High dimensionality appeared to
be a problem for Naïve Bayes and Support Vector Machine
that were not able to create a proper probability model or
decision surface with so many parameters in a reasonable
classification time. Feature selection would probably help to
decrease the dimensionality and improve their performance.
kNN with k=3 performed the best taking into account both
accuracy and sensitivity when data was not processed. It
means that data is well structured and unlabeled samples are
most often close to other samples of their actual class. For
other classifiers different preprocessing methods significantly
improved their ability to recognize minority samples without
a rapid decrease of the accuracy.

Hypothyroid is the last of examined binary class problems.
The sensitivity scores for all classifiers excluding the Sup-
port Vector Machine were similar and no best performing
combination can be indicated. The highest sensitivity score
was attributed to kNN with 3 and 5 neighbors and hybrid
resampling. The number of rows affected by missing vales is
lower than in case of the hepatitis dataset so a value imputation
did not improve the sensitivity significantly. For all classifiers
resampling improved sensitivity but accuracy scores remained
at the highest level even when no preprocessing was applied.
In order to better predict the samples from the minority class,
a trade-off between improving the sensitivity and at the same
time worsening the overall performance should be accepted.
As an example, differences in correct labels predictions for last
fold in final iteration of Naïve Bayes trained on a dataset with
random undersampling (NB RU) versus trained on original
dataset (NB NOP) were compiled in Table XII. It may be
observed that after training on the dataset balanced with
random undersampling, the classifier identified 1/6 more of
minority samples and misclassified less than 4% of actual
majority class instances.

Thyroid disease is a three-class problem. The best results
were attained for a decision tree algorithm, no matter which
preprocessing method was applied. It was due to the precisely
defined split conditions and well separated minority class from
majority one. Random undersampling with or without SMOTE
improved the sensitivity scores for all classifiers tested, while
accuracy remained best for datasets without preprocessing.
Taking both metrics into account, decision tree with SMOTE
reached best results for the problem.

The Lung scc cancer dataset has two minority classes and
the third class significantly larger than two others. It could
be observed that scores for any classification technique and

preprocessing method performed worse in that case than in
the previous scenarios. On average, a half of instances were
classified correctly by a decision tree algorithm combined
with random undersampling, which is even worse by two
times when compared with algorithm applied on not balanced,
original dataset. This is an extremely difficult classification
problem since the dataset is highly imbalanced - each of
positive class instances constitute less then 3% of number
of negative instances, there are three class labels and a
ratio of missing values is relatively high. No combination
of preprocessing method and classification technique can be
considered reliable while classifying a new instance. It could
be stated the balancing did not succeed in terms of highly
uneven distribution of instances between separate classes.

VI. CONCLUSIONS

Real-life medical datasets are often imbalanced, sparse and
high-dimensional. Class imbalance is one of the key problems
and it imposes additional difficulties on learning from data.

The point at issue is to what degree should one balance
the original dataset or what kind of assumptions will make
learning algorithms perform better than when considering
the original distribution. The answer is open since this field
still lacks a uniform benchmark platform and standardized
performance assessments. Although there are many publicly
available datasets, a very limited number concerns imbalanced
class problems. Data sharing is not common and research
groups are required to collect and prepare their own datasets
[7]. There is still not much of theoretical understanding on
the principles of this problem. Many algorithms that were
proposed over years are able to improve classification accuracy
over certain benchmarks but will fail over the others.

In the paper several classification techniques and data pre-
processing methods were investigated. They were applied on
datasets with various characteristics to distinguish factors and
conditions that make a learning algorithm perform better. The
application of resampling methods for imbalanced datasets
enabled attaining higher results in terms of accuracy and
sensitivity. The hybrid approach built by the combination of
random removal of majority class samples and Synthetic Mi-
nority Oversampling Technique overcome single preprocessing
techniques.

The paper considered simple, comprehensible algorithms
that can be well understood by medical staff. However, in
recent days an evolution from traditional learning algorithms
towards neural networks and artificial intelligence solutions is
observed [33]. Such methods may appear efficient but inability
to identify the rules that determine category attribution may
constitute a problem with comprehension for medical staff.
Nonetheless, other classification techniques - including neural
networks - and preprocessing approaches should be investi-
gated in depth.

Another aspect is a computing cost when handling large
volume of data with multivariate features which brings the
necessity of good feature selection or principal component
analysis [34]–[36]. Also, multi-class imbalanced problems
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with at least two minority classes where the experts do
not agree to aggregate them together require more advanced
approaches for example with unequal costs of misclassification
between classes [37].
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Abstract—Neuro-endoscopy is a challenging minimally invasive
neurosurgery that requires surgical skills to be acquired using
training methods different from the existing apprenticeship
model. There are various training systems developed for im-
parting fundamental technical skills in laparoscopy where as
limited systems for neuro-endoscopy. Neuro-Endo-Trainer was
a box-trainer developed for endo-nasal transsphenoidal surgical
skills training with video based offline evaluation system. The
objective of the current study was to develop a modified version
(Neuro-Endo-Trainer-Online Assessment System (NET-OAS)) by
providing a stand-alone system with online evaluation and real-
time feedback. The validation study on a group of 15 novice
participants shows the improvement in the technical skills for
handling the neuro-endoscope and the tool while performing pick
and place activity.

Index Terms—Neuro-endoscopy; Vision based surgical skills
assessment; surgical skills training; Neuro endo trainer; online
evaluation

I. INTRODUCTION

M INIMALLY invasive neurosurgical procedures have
gained the popularity in recent years due to the reduc-

tion in postoperative recovery time, morbidity, hospitalization
time and cost of patient care [1]. It provides the neurosurgeon
with a better visualization method of the complex surgical
site with reduced damage to the intricate anatomy of the
brain. Neuro-endoscopy is a minimally invasive neurosurgical
procedure that uses an endoscope image projected on the 2-
dimensional display to access the interior deep structures. The
margin of error is minimal and the existing apprenticeship
based method of training is not suitable. It requires training
for eye-hand coordination, depth perception, and bimanual
dexterity. The simulation-based training outside the operating
room is getting wide acceptance due to the provision of
repeated practice, objective evaluation, real-time feedback and
staged development of skills without the supervision of an
expert surgeon [2].

Simulation-based training in neuro-endoscopy varies from
low-fidelity natural simulations, box trainers, part-task trainers,
to intermediate-fidelity synthetic simulators, virtual reality
simulators and high-fidelity cadavers and animal models. The
box-trainers or part-task trainers are designed to impart train-
ing for fundamental technical skills of instrument handling and

eye-hand coordination. The synthetic simulators and virtual
reality trainers provide training for anatomy and procedures
but give limited haptic feedback. The high-fidelity simulations
on cadavers and animals provide training for anatomy and
procedures along with haptic feedback and realism [3]–[7].

The evaluation of the surgical activity on the various sim-
ulation systems is platform-specific. The assessment methods
can be based on direct observation, error metric of the task,
sensor-based evaluation of the motion and video-based eval-
uation of the activity or combination of these. The validation
studies on Neurosurgery Education and Training School-Skills
Assessment Scale (NETS-SAS) identifies the independent
parameters of neurosurgery skills as hand-eye coordination,
instrument-tissue manipulation, dexterity, flow of procedure
and effectualness [8]. These parameters can be analyzed by the
video-based evaluation systems that monitor the activity and
movement of the surgeon’s hands or tools. The video recording
of the activity also provides an opportunity to validate the
evaluation using subjective methods.

The video based automatic assessment system can be of
two types; offline evaluation and online evaluation. Offline
evaluation systems acquire the activity video at reasonable
rate and stores the video stream for further analysis. The
online evaluation system uses the frame-by-frame analysis,
that simultaneously evaluate the activity and also stores it for
future reference.

Neuro-Endo-Trainer was a box trainer developed for pro-
viding skills training for endo-nasal transsphenoidal surgery
(ENTS). It was a pick-and-place task trainer that provides the
training for basic fundamental skills using standard variable
angled neuro-endoscopes [8]. The evaluation method includes
video-based offline evaluation using an auxiliary camera
mounted at the top of the box [9]. The existing method of
training on Neuro-Endo-Trainer involves the pick and place of
one of the six rings in a predefined pattern under the assistance
of technical personnel. The activity performed is sub-divided
into sub-activity based on the state of the tool and the rings.
The sub-activity can be “stationary”, “picking” or “mov-
ing”. The state machine is determined using video processing
that includes the tooltip tracking, background segmentation,
and ring segmentation. The definition of state machine with
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the heuristics determined from the video, causes uncertainty
and requires a robust task definition system. Therefore, the
hardware of the Neuro-Endo-Trainer was augmented with
automatic LED-based task definition to determine the state
machine. We have developed a stand-alone training system
with Neuro-Endo-Trainer to provide online assessment and
real-time feedback and defined it as Neuro-Endo-Trainer-
Online Assessment System (NET-OAS). Our online automatic
assessment system analyzes the activity frame-by-frame and
categorizes it as a sub-activity. The relevant parameters of
skills training are identified by statistical analysis of the sub-
activity. It provides a warning to the trainee neurosurgeon
when they make mistakes and provide a detailed synopsis
at the end of the activity. The aim of the current study is
to validate the developed NET-OAS to establish the level of
skills acquisition after staged practice.

II. BACKGROUND

The low fidelity box-trainers are widely available for la-
paroscopic skills training [10], [11] whereas they are limited
for neuro-endoscopy. The evaluation system for these trainers
can be based on subjective or objective measures. The objec-
tive evaluation includes Likert-scale based direct observation,
sensor-based evaluation and computerized video analysis. The
webcam based endoscopic endonasal trainer developed by
Hirayama et al. studied the effectualness of the training by
evaluating the performance on LapSim simulator before and
after the training [3]. Neuro-Endo-Trainer SkullBase-Task-
GraspPickPlace developed by Raman et.al was validated using
subjective evaluation on different target groups [8].

The video-based evaluation of the surgical activity includes
the tracking of the tooltip or tracking the surgeon’s hands.
There are evaluation systems that use statistical color based
image segmentation and tool tracking to identify the tool posi-
tion and orientation [12], [13]. The automated skills evaluation
method in minimally invasive laparoscopic surgeries were
done by segmenting the task into sub-tasks (Therbligs) and
their kinematic analysis [14]. The feature based tool tracking
combined with region-based level set segmentation was used
to obtain 3D pose estimation of the instruments and to evaluate
the psychomotor skills [15]. There are methods that capture
the activity of the subject and track the hand movements us-
ing multiple camera feeds [16]. Neuro-Endo-Activity-Tracker
provided a video-based automatic evaluation using Gaussian
Mixture based background subtraction and tracking of the
tooltip using Tracking-Learning-Detection algorithm [9].

III. METHODOLOGY

NET-OAS consists of low-cost endoscopic system of USB
based endoscopic camera that captures the video at 25
fps, variable-angled scopes (00, 300, 450), LED-based light
source, Neuro-Endo-Trainer SkullBase-Task-GraspPickPlace
box-trainer mounted with GigE based auxiliary camera, and
online evaluation software.

Fig. 1. A. Neuro-Endo-Trainer SkullBase-Task-GraspPickPlace box-trainer
mounted with GigE based auxiliary camera, B. Transparent front-part of the
peg plate, C. USB camera with endoscope coupler, D. Peg plate with LED

A. NET-OAS hardware design

The online evaluation system consists of a LED-based task
indication method which helps the user to place the ring on the
illuminated peg without the assistance of any technician. The
peg was illuminated to provide the indication for placement
of the ring. The peg plate was printed in two parts: front
part of the peg was printed using transparent material by
Stereolithography (SLA) technique and back part of the plate
was printed using fused deposition modeling (FDA) technique
and then both parts were joined using a strong adhesive. The
LED array was connected to control circuit using a multiplexer
(CD74HC4067). The control circuit consists of ATMEGA328
8 bit micro-controller for the processing, MCP23017 I/O port
expander for I/O expansion, 16x2 LCD for display, keypad
to provide input, servo motor to control the peg plate and
FT232RL serial communication chip to communicate with
the PC using serial communication protocol. There are two
cameras in the setup; Low-cost USB based endoscopic camera
for the visualization of the site that captures feed at 25fps and
GigE based auxiliary camera (Basler ACE) capturing at 50 fps
for the online evaluation and real-time feedback. The hardware
components of NET-OAS is shown in Fig. 1.

B. NET-OAS software design

The software system of NET-OAS uses a multi-threaded
program that processes the two camera streams independently,
which maintains the real-time requirement of the system. The
complete flow diagram of the NET-OAS is shown in Fig.2
and its user interface is shown in Fig.3. It shows endoscopic
and auxiliary streams, options to add the user to the database,
configure serial port parameters, select the level of training and
option to perform calibration if required. When the user hit the
Run button, a new window opens the endoscopic stream with
screen display of real-time feedback. After the completion of
the activity, the results are shown to the user.
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Fig. 2. Flow Diagram of NET-OAS

Fig. 3. User interface of NET-OAS

The main components of the software system are as follows:

1) Calibration setup: One-time calibration involves peg-
segmentation, ring segmentation, and tooltip bounding box

Fig. 4. Bounding box of pegs

selection and storing the parameters in the calibration file.
The small_bbox[] contains the rectangular location of small
bounding boxes, big_bbox[] contains the location of big
bounding boxes as shown in Fig.4. These arrays are used to
determine the state machine explained in Algorithm 1. When
the software starts, it loads the parameters from the calibration
file otherwise prompt the user to perform the calibration.

2) State machine estimation: The activity on the NET-
OAS in a particular frame can be any of the following
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Algorithm 1 Determine the state machine
Read the calibration file; Initialize small_bbox[], big_bbox[],
thresh_stationary, thresh_picking, thresh_moving
old_id← −1; current_id← −1;
index_set← true; status← “stationary′′;
function GET-STATE(image)

if index_set then
index_set← false
for k = 0; k < 12; k++ do

seg_image← ringSegmentation(image);
sum_pixels← seg_image[small_bbox[k]];
if sum_pixels ≤ thresh_picking then

old_index← k + 1;
break;

end if
end for

end if
current_index← random(1− 12);
litLED(current_index)
seg_image← ringSegmentation(image);
s_old_small← seg_image[small_bbox[old_id]];
s_old_big ← seg_image[small_bbox[old_id]];
s_current_small ←

seg_image[small_bbox[current_id]];
if status == “stationary′′ then

if s_old_small ≥ thresh_stationary then
status← “stationary′′;

else
status← “picking′′;

end if
else if status == “picking′′ then

if s_old_big ≥ thresh_picking then
status← “picking′′;

else
status← “moving′′;

end if
else if status == “moving′′ then

if s_current_small ≥ thresh_moving then
status← “stationary′′;
old_id← current_id;
current_id← random(1− 12);
litLED(current_id)

else
status← “moving′′;

end if
end if
return status

end function

Fig. 5. State-machine

sub-activity: “stationary”, “picking” or “moving”. The state
machine is initialized with the “stationary” state and the
states are updated according to the movement of the ring. The
“stationary” state is defined when the ring is stationary and the
tool is present/absent. The “picking” state is defined when the
tool is near the peg trying to grab the ring till the ring moves
out of the peg. The “moving” state is defined when the ring
has moved out of the peg until it is placed on the illuminated
destination peg. Once the ring has been placed on the peg,
the ring segmentation output in the bounding box changes
and another peg is illuminated randomly. The state machine is
unidirectional and cyclic as shown in Fig.5. The algorithm for
state machine estimation is explained in Algorithm 1. Function
ringSegmentation(image) perform the ring segmentation
on the input frame and litLED(int number) function illu-
minate the corresponding peg given in its argument.

3) Tracking Algorithm: Tracking-Learning-Detection
(TLD) algorithm is used to track the tooltip. TLD initializes
from the bounding box and tracking model, retrieved from
the calibration file. It is a robust tracking algorithm which
tracks the tooltip under blurred conditions and various
transformations. The tracking is based on median flow tracker
which track the tooltip frame-to-frame and measure the
tracking error using efficiency of backtracking. The detection
thread is a 3-stage sliding window cascaded classifier,
which consists of variance filter, random forest, and nearest
neighbor classifier. At the end of the 3rd stage, it provides
a set of windows that localizes the appearance of the tool
tip. It predicts the next location of the tool tip having the
minimum error in tracking or detection stage. The remaining
set of appearances is fed to the negative class for better
generalization of the tool tip model. Tracking of the tool
using TLD algorithm is shown in Fig.6 A. [17].

4) Ring Drop Detection: The dropping of the ring is
determined in the “moving” state if distance between
the tool tip bounding box (determined by TLD) and the
ringSegmentation(image) is more than a predefined thresh-
old. Fig.6 B shows the image of the ring drop condition.
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Fig. 6. Auxiliary camera frame analysis showing: A. Tracking of the tool
using TLD algorithm, B. Ring drop determined by the distance between tool-
tip and ring segmentation. C. No Hitting D. Hitting determined by counting
the subwindows having significant number of contours, E. No- Tugging F.
Tugging determined by eccentricity analysis of the ring contour

5) Hitting Detection: The hitting of the peg board happens
due to poor depth perception of the user. The hitting is detected
using image analysis of the successive frames. The difference
image is divided into 10x10 grids and hitting is recorded
by identifying the number of grids that shows significant
movement. The hitting threshold is set experimentally and the
Fig.6 C shows the case of no hitting and Fig.6 D shows a
hitting instance output.

6) Tugging detection: The tugging is detected by analyzing
the deformation of the ring in the “stationary” and “picking”
state. The ring is segmented based on the hue value obtained
from the calibration file. Due to the overlapping of the tool
or peg, ringSegmentation(image) results in two or more
contours. The contour with maximum size and the nearest
contours are determined and combined. The

eccentricity =
µ2,0 +µ0,2 +

√
(µ2,0−µ0,2 )2 + 4(µ1,1 )2

µ2,0 +µ0,2−
√
(µ2,0−µ0,2 )2 + 4(µ1,1 )2

value of the combined contour is sufficient to determine the
deformation of the ring in case of tugging. The eccentricity
threshold corresponding to tugging is set experimentally.

7) Tracking data analysis: Tracking data analysis is done
to identify motion smoothness and sudden jerk of the tool
tip motion in the “moving” state. Smoothness of the path
is measured by taking the standard deviation of the first

TABLE I
SELECTED FEATURES FOR NET-OAS

Measure from NETS-SAS Selected objective measure for
NET-OAS

Grasping Average time taken to grasp

Number of tugging events

Eye-hand coordination Number of hitting events

Intensity with which hitting hap-
pened

Dexterity

Time taken for moving ring from
one peg to another

Average number of moves

Smoothness of the path

Arc length of the path

Instrument tissue manipulation Number of times curvature value
exceeded threshold

Effectualness Number of times ring dropped

derivative of the tracking data, Arc length of the path is
measured by counting number of pixels of the tracking data in
the “moving” state. Curvature at each point of tracking data
is computed using

κ =
|(∂x∂t ∗

∂2y
∂t2 )− (∂y∂t ∗ ∂2x

∂t2 )|
(∂x∂t

2
+ ∂y

∂t

2
)

3
2

8) Real time feedback: At each frame, the algorithm iden-
tifies the current state and provide real time feedback for
hitting, tugging and ring drop. Motion smoothness feedback is
provided after processing frames of last 1 second. The output
is displayed on the endoscopic screen to warn the user. This
helps the user to learn and correct the mistakes accordingly.

9) Feature Extraction and final synopsis: The activity data
structure stores the current sub-activity (“stationary”, “pick-
ing” or “moving”) and its related parameters as shown in
Table 1. At the end of the activity, the data is processed to
give the final synopsis to the user.

IV. EXPERIMENTATION AND RESULTS

A group of 15 novices participated in the study of validation
of NET-OAS, who were students from a technical university
without any medical training. The demo video demonstrating
the good and bad endoscopy practice on Neuro-Endo-Trainer
was shown before the practice session. There was a pre-
test followed by two sessions and a post-test. The pre-test
and post-test included the most difficult task level of 450

scope with right tilt plate. Each activity was programmed
to be of 3 minutes duration. The first session consisted of
practice using 00 and 300 scopes and with straight, left and
right tilts of the plate. The second session was conducted
three days later and consisted of practice using 300 and 450

scopes and with straight, left and right tilts of the plate. Fig.
7 shows the graph of objective measure for NET-OAS w.r.t
training session. The noticeable changes were the increased
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Fig. 7. Validation study results: Horizontal axes is the training session, blue
marker shows the data point and red line shows the trend-line: A. Average
time of grasping the ring, B. Average number of hitting, C. Average hitting
intensity D. Average time to move a ring, E. Total number of rings placed F.
Average smoothness of the tool tip in “moving” state, G. Average Arc length
of the tool tip in “moving” state, H. Number of times curvature exceeded the
threshold value or sudden jerk.

average number of moves and average smoothness of the path.
There were decreased number and hitting instances, grasping
time, average arc length and sudden jerk motion. The self-
assessment feedback obtained from the user also shows that
the training session on the NET-OAS made them acquainted
with the system.

1) Machine learning for validation study: For the valida-
tion study, activity data obtained from 15 novices (pre-test,
post-test, 1st trial of session 1 and last trial of session 2) was
considered. Pre-test data was considered as ‘class novice’ and
post-test data was considered as ‘class-improved’. The SVM
classifier was trained with 11-dimensional feature vector of
these classes. For testing, 1st trial of session 1 was considered
as ‘class novice’ and the last trial of session 2 was considered
as ‘class improved’. The SVM classifier on the testing data
classifies feature set of the 1st trial as ’class novice’ and the
last trial of session 2 as ’class improved’ with the accuracy of
88%.

The practice session example on the NET-OAS and the real-

Fig. 8. Training on the NET-OAS

Fig. 9. Real-time feedback to trainee A) Hitting B) Tugging C) Motion
smoothness D) Ring Drop

time feedback provided to the trainee while performing the
activity is as shown in Fig. 8 and Fig. 9 respectively.

V. DISCUSSION

The improvements of NET-OAS as compared to the earlier
version include: a complete standalone system, automatic task
definition using LED array and serial communication with the
hardware, tugging detection algorithm, and ring drop detec-
tion. The study used the auxiliary camera for the evaluation
of the activity and has not used the endoscopic feed for
evaluation.

The main objective of the study was to validate the NET-
OAS on completely novice participants to identify whether
there is any improvement in skills acquisition. The results
show that after stipulated training on the NET-OAS, the par-
ticipant improved his/her skills on manipulating the endoscope
and tool irrespective of their background. The study can
be extended to the intermediate trainee neurosurgeons and
experts.
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Abstract—We present a case study on a formalization of a
textbook theorem that is listed as #39 at Freek Wiedijk’s list of
“Top 100 mathematical theorems”. We focus on the formalization
of the theorem that Pell’s equation x2 −Dy2 = 1 has infinitely
many solutions in positive integers for a given non square natural
number D. We present also a formalization of the theorem that
based on the least fundamental solution of the equation we can
simply calculate algebraically each remaining solution.

I. INTRODUCTION

THE work under the rigorous control of proof-assistants
on a high formal level of trust eliminates all gaps which

sometimes occur in informal proofs, especially in large ones.
Any attempt to analyze the details of such formal certification
is difficult in principle, however there are some exceptions.
There are proof scripts whose authors put an extra effort to
improve their readability [1], [2].

A. Paper Content and Contributions

We present our experience with the formalization of theo-
rems related to the solvability of Pell’s equation in the Mizar
system[3], where we tried to obtain readable formalization.
We focus on the approach represented in the textbook [4]. We
show that the effort associated with this formalization is non-
trivial, since we have to add to informal proofs all technical
details that have been originally omitted.

Note that each fragment of the Mizar proof scripts con-
tained in this paper comes from [5] available in the Mizar
distribution.

II. PELL’S EQUATION

Pell’s equation (called alternatively the Fermat equation) is
a special case of the quadratic Diophantine equation having
the form x2−Dy2 = 1, with D be a nonzero integer number.
Generally, it is assumed that D is not a square since otherwise
the equation can be solved using the difference of squares
x2 − Dy2 = (x + dy)(x − dy) = 1. However in the context
of Pell’s equation, only non zero pairs of integers are being
considered as solutions, excluding the trivial cases x = 1,
y = 0 and x = −1, y = 0.

The solution of Pell’s equation has been applied in many
branches of mathematics. As the most basic we indicate here

Supported by Polish National Science Center grant decision n◦DEC-
2015/19/D/ST6/01473.

that based on solutions for a given non square natural D,
we obtain a rational approximation for

√
D. There is also a

correspondence between the solvability of Pell’s equation and
a special case of Dirichlet’s unit theorem. It is also important
to note that the Stormer’s theorem applies Pell’s equation to
find pairs of consecutive smooth numbers.

From our point of view, the most significant application
of Pell’s equation was done by Yuri Matiyasevich to prove
the undecidability of Hilbert’s 10th problem. He analyzes a
particular case x2 − (a2 − 1)y2 = 1, where a is a natural
number. He showed that solutions of such equation may
grow exponentially and it was suffices to show that every
computably enumerable set is diophantine. The solvability
of this case and only such a case of Pell’s equation has
been already formalized in HOL Light [6] and Metamath [7].
However, in the case we can skip a complicated construction
of a non trivial solution that is used for the general case, since
pair 〈a, 1〉 is a solution.

A. Formalization in the Mizar System

In our formalization, we show that there exists a solution
of Pell’s equation for the general case, based on the approach
used in the textbook [4] that is is very detailed. Nevertheless,
fitting this approach to the limitations of a proof-checker sys-
tem forced us to rebuild significantly the informal reasoning.
In several situations we have to use an equivalent approach,
to allow the use of already formalized facts in the Mizar
Mathematical Library. Finally, we have to extract fragments
of proofs as lemmas to highlight the main ideas of main
theorems.

III. FORMALIZATION DETAILS

In this section, we show the details of our formalization.
We focus on two main theorems that determine the cardinality
of the set that contains each solution of Pell’s equation and
dependencies between individual solutions. We show also the
details of an important lemma that is used in the proof of the
first theorem.

A. Basic lemma

The informal approach that is considered in the textbook
[4] and is used to provide existence of at least one solution of
Pell’s equation is based on the following lemma:
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Lemma 3.1: If a natural number D is not the square of
a natural number, then there exist infinitely many different
pairs of integers x, y satisfying the inequalities y 6= 0 and
|x2 −Dy2| < 2

√
D + 1.

which we formalized as follows:
theorem Th9:
D is non square implies {[x,y] where x, y is Integer:
y<>0 & |.x^2-D*y^2.|<2*sqrt D +1 &
0<x-y*sqrt D} is infinite

It is important to note that in our reformulation we proved a
slightly stronger theorem, where the pairs in the considered
set satisfy an additional condition 0<x-y*sqrt D. The
condition can easily be deduced from the information collected
in original informal proof of Lemma 3.1 and significantly
facilitates application of the lemma in the main theorem. We
distinguished three main stages in the proof of Lemma 3.1.

The first stage can be described as a remark that for each
natural number n greater than 1 there exists a pair of integers
x, y such that 0 < x − y

√
D < 1

n with 0 < |y| ≤ n. We
extract this stage as a theorem:

theorem Th6:
D is non square & n > implies ex x,y be Integer st
y<>0 & |.y.|<=n & 0<x-y*sqrt D<1/n

where the main idea of the proof can be described in the
following way.

Let us consider a finite sequence F : {1, 2, . . . , n+ 1} 7→ R
associate to any natural number 1 ≤ i ≤ n + 1 the floor
[(i − 1)

√
D + 1]. We have 0 < F (i) − (i − 1)

√
D ≤ 1 for

every 1 ≤ i ≤ n+ 1. Moreover,
√
D is an irrational number,

hence F (i) − (i − 1)
√
D 6= F (j) − (j − 1)

√
D for every

1 ≤ i < j ≤ n + 1. Then applying the pigeonhole principle
(commonly called Dirichlet’s box principle) it can be seen that
there exist natural numbers i, j such that i 6= j and |(F (i) −
(i − 1)

√
D) − (F (j) − (j − 1)

√
D)| < 1

n , where as items
we take the numbers F (i)− (i− 1)

√
D and as containers we

take intervals:
]
0, 1

n

]
,
]
1
n ,

2
n

]
, . . . ,

]
n−1
n , 1

]
. Now the proof of

Th6 is straightforward if we take x := j−i, y := F (j)−F (i)
or x := i− j, y := F (i)− F (j).

To improve the main idea of Th6 we formulate two theo-
rems: the existence of such finite sequence F and a dedicated
case of the pigeonhole principle:

theorem Th4:
ex F be FinSequence of NAT st len F=n+1 &

(for k st k in dom F holds F.k=[\ (k-1)*sqrt D/]+1) &
(D is non square implies F is one-to-one)

theorem Th5:
for a,b be Real, F be FinSequence of REAL st
n>1 & len F=n+1 & (for k st k in dom F holds a<F.k<=b)

holds
ex i,j be Nat st i in dom F & j in dom F & i<>j &
F.i<=F.j & F.j-F.i<(b-a)/n

Note that we present theorems as well as the majority of
theorems in the paper without proofs which can be found in
the proof script PELLS_EQ.miz.

The second stage can be formulated as an observation that
there exists a pair of integers that fulfills property formulated

in Lemma 3.1. However, the justification of its existence is
“informally” repeated in the last stage as the sentence In virtue
of what we have proved before there exists at least one pair of
integers x, y satisfying [ . . . ]. Therefore, to avoid repetition,
we formulate a theorem that based on the assumption as well
as the properties of the pair x, y formulated in Th6 we can
prove an additional property:

theorem Th7:
D is non square & n<>0 & |.y.|<=n & 0<x-y*sqrt D <1/n

implies |.x^2-D*y^2.|<=2*sqrt D+1/(n^2)

Then justification of this stage is a simple consequence of
theorems labeled by Th6, Th7.

The justification of the third stage can be considered as
a complete proof of Lemma 3.1 that refers to the earlier
stages. Note that the justification has the form of an indirect
proof, where the whole thesis of Lemma 3.1 is taken as an
indirect assumption. A formal justification of the stage can be
described as follows.

Let as define a set S of pairs considered in the Lemma 3.1
and suppose contrary to our claim that S is finite. Let us
consider a function f : S 7→ R that assigns x − y

√
D for

each pair 〈x, y〉 ∈ S. We have that the range of f , denoted by
R is finite since S is finite by the assumption and nonempty by
Th8. Consequently, the infimum of R is a member of R and is
positive as each element of R. Further, there exists a natural
number n such that 1

n is less than the infinium of R. Then
from Th6 and Th7 there exists a pair of integers x, y such
that y 6= 0, |x2 −Dy2| < 2

√
D + 1, and 0 < x− y

√
D < 1

n .

But the number x− y
√
D is a member of R and is less than

the infimum, which is impossible.
This finishes the justification of the third stage and conse-

quently, the justification of Lemma 3.1.

B. Solvability of Pell’s equation

The first main theorem that we take into consideration in
our formalization is originally formulated as follows:

Theorem 3.1: If a natural number D is not the square of a
natural number, then the equation x2−Dy2 = 1 has infinitely
many solutions in natural numbers x, y.

Since the theorem is one of the main results in our formal-
ization, we have put an additional effort to obtain a readable
formulation

theorem Th14:
for D be non square Nat holds

the set of all ab where ab is positive Pell’s_solution of D
is infinite

The informal justification can naturally be divided into two
main stages. The first one states that Pell’s equation has a
solution in positive natural numbers and the second one that
based on a given solution x, y we can construct another
solution x′, y′ where x′ > x, y′ > y.

The first part of the first stage can be described as a theorem:
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theorem Th10:
D is non square implies ex k,a,b,c,d be Integer st 0 <> k &
a^2-D*b^2 = k = c^2-D*d^2 &
a,c are_congruent_mod k & b,d are_congruent_mod k &
(|.a.|<>|.c.| or |.b.|<>|.d.|)

The proof of the theorem follows the idea of the textbook
and includes constructions of successive infinite subsets of the
set that is indicated in Lemma .3.1. Denote by S indicated
there set. Note that for each pair x, y that belongs to S the
expression |x2 − Dy2| can have a finite number of nonzero
natural values bounded by 2

√
D+1. Consequently, there exists

an infinite subset Z of S for which x2−Dy2 is equal to a fixed
number k. Further, for each pair of Z we can assign a pair of
remainders obtained by dividing by k. Note that there exist at
most k2 possible pairs of remainders. Therefore, there exists
an infinite subset R of Z for which the pair of remainders is
equal to a fixed one. Moreover we can choose two pairs a,
b and c, d that belong to R that fulfil |a| 6= |c| or |b| 6= |d|,
since both equations can only occur in 4 cases.

To imitate the selection processes of an infinite subset,
we use theorem from Mizar Mathematical Library labeled by
CARD_2:101 in the Mizar article [8].

theorem :: CARD_2:101
for F be Function st dom F is infinite & rng F is finite
ex x st x in rng F & F"{x} is infinite;

It is important to note that we have to construct all necessary
functions and justify their basic properties to use this theorem.
In consequence, our formal justification of Th10 has almost
100 steps and is 5.19 times longer than the corresponding part
of the informal one, if we compare the number of characters.
Note that the proportion, called de Bruijn factor, calculated
for whole our formalization is 3.62. However, the proportion
is not so weak for each fragment of our formalization.

Let us focus on the reasoning contained in the remaining
part of the first stage that can be summarized as

theorem Th11:
D is non square implies ex x,y be Nat st x^2-D*y^2=1 & y<>0

The formal proof of this fact is comparable with the infor-
mal one. Therefore we will not focus on its details. However,
in this case, we obtain de Bruijn factor equals 0.97.

As in the case of theorem Th9, a fragment of the original
proof of Theorem 3.1 that corresponds to the second stage
is used directly as a the proof of Th14. However, to be
able to formulate Th14, we have to introduce two necessary
definitions in our formalization.

First we define a solution of a given Pell’s equation as each
pair it of integers

definition
let D be Nat;
mode Pell’s_solution of D -> Element of [:INT,INT:]

means (it‘1)^2 - D * (it‘2)^2 = 1

where it‘1 denotes the first coordinate of it and it‘2 denotes
the second ones.

Next, we define the concept of positive solutions of Pell’s
equation. A pair of real numbers is positive if both

coordinates are positive and we formalize the adjective as
follows:

definition
let D1,D2 be real-membered non empty set;
let p be Element of [:D1,D2:];
attr p is positive means :Def2:
p‘1 is positive & p‘2 is positive;

end;

Furthermore, to use the type positive Pell’s_-
solution of D in the formulation of Th14, it is necessary to
show non-emptiness for this type that is that exists at least one
object of a given type. Obviously, we can justify this condition
based on Th11 if D is a positive integer that is not a perfect
square. We express this observation in the Mizar system as
follows:

registration
let D be non square Nat;
cluster positive for Pell’s_solution of D;

Based on this approach, we can start to prove Th14 based
on the reasoning in the second stage. The main idea of the
reasoning is expressed by the sentence:

If the equality x2 −Dy2 = 1 holds for natural numbers x,
y then, clearly, (2x2 − 1)2 −D(2xy)2 = 1 with 2xy > y.

Obviously, its shows in a simple way that we can increase
any number of times the second coordinate of a solution,
generating in consequence infinitely many pairwise different
solutions in natural numbers. Such kind of demonstration
that a given set has infinite cardinality is typical in informal
practice. However, a formalization could not strictly reflect it
and we reflect the idea as follows:

Let P denotes the set of all pairs that correspond to
positive solutions of x2 − Dy2 = 1. Suppose, contrary
to our claim, that P is finite. By Th11 the set P is also
non empty. Consequently, the set of the second coordinates
of each pair that belongs to P , denoted by P2 is also non
empty and finite. Further, the supremum of P2 is a member
of P2. Then there exists a positive pair of integers x,
y such that x2 − Dy2 = 1 and y is the supremum of
P2. It is clear that 〈2x2 − 1, 2xy〉 is a member of P since
(2x2 − 1)2 −D(2xy)2 = 1. But then 2xy is a member of P2

that is greater than the supremum of P2, which is impossible.

C. The shape of all solutions of Pell’s equation

The second main theorem that we take into consideration
in our formalization is originally formulated as follows:

Theorem 3.2: If t0, u0 is the least solution of the equation
x2 −Dy2 = 1 in natural numbers, then in order that a pair
of natural numbers t, u be a solution of this equation it is
necessary and sufficient for the equality t + u

√
D = (t0 +

u0

√
D)n to hold for a natural number n.

It is worth pointing out that the sentence the least solution
in the context of a pair is quite confusing and requires an
explanation. Note that in this context a pair of natural numbers
x0, y0 is the least solution that satisfies x2 − Dy2 = 1 if
and only if for each pair of natural numbers x1, y1 that also
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satisfies the equation holds x0 ≤ x1 and y0 ≤ y1. Obviously,
the order that is used here is partial and the least element does
not have to exist. However, it has been shown that the order
is total on the set of solutions in natural numbers for a given
Pell’s equation. Therefore, imitating the original approach we
prove the following two theorems:

theorem Th18:
D is non square implies

(p is positive iff p‘1+p‘2*sqrt D>1)

theorem Th19:
1<p1‘1+p1‘2*sqrt D<p2‘1+p2‘2*sqrt D
& D is non square

implies p1‘1<p2‘1& p1‘2<p2‘2

where variables p1, p2 are Pell’s_solution of D.
Additionally, we define a function that associates the least
positive solution of the equation x2 −Dy2 = 1 with non
square natural number D as:

definition
let D be non square Nat;
func min_Pell’s_solution_of D ->

positive Pell’s_solution of D means :Def3:
for p be positive Pell’s_solution of D holds

it‘1 <= p‘1 & it‘2 <= p‘2;

where based on the registration that there exists a positive
Pell’s_solution of D as well as theorems Th18, Th19
we prove that such solution exists and is unique.

Using the introduced functor, we can formulate Theorem 3.2
as follows:

theorem Th21:
for D be non square Nat

for p be Element of [:INT,INT:] holds
p is positive Pell’s_solution of D

iff ex n be Nat st p‘1 + p‘2 * sqrt D =
((min_Pell’s_solution_of D)‘1 +
(min_Pell’s_solution_of D)‘2*sqrt D)|^n

The formulation of Th21 naturally suggests the division of
its proof into two parts that justify the necessary and sufficient
conditions, respectively. Moreover, the least solution of Pell’s
equation that is used in the sufficient condition can be simply
replaced by any other solution, keepping the correctness of the
justification. Therefore, we extract the condition as a theorem:

theorem Th20:
for D be non square Nat, a,b be Integer, n be Nat
p be positive Pell’s_solution of D
n>0 & a+b*sqrt D=(p‘1+ p‘2*sqrt D)|^n

holds [a,b] is positive Pell’s_solution of D

Note that the proof is immediate if we observe that based
on the equality a+ b

√
D = (c+ d

√
D)n we can provide that

a− b
√
D = (c− d

√
D)n and consequently a2 −Db2 = (c2 −

Dd2)n under the condition that a, b, c, d are integer numbers
and D is non square natural number (for more detail see the
justification of theorem Th17 in our formalization).

Next, let us focus on the necessary condition, where the
originally formulated justification is indirect. A formal justi-
fication of the condition is available in our formalization and
can be described as follows.

Denote by 〈x, y〉 the least positive solution of a given
Pell’s equation, and suppose that 〈t, u〉 is a positive solu-
tion of the equation where t+ u

√
D 6= (x− y

√
D)n for each

natural number n. Then there exists n (e.g.
[
log10(x+y

√
D)

log10(t+u
√
D)

]
)

such that

(t+ u
√
D)n < x+ y

√
D < (t+ u

√
D)n+1. (1)

Obviously, there exists a pair of natural numbers tn, un

such that tn + un

√
D = (t + u

√
D)n. By Th17 we have

that 〈tn, un〉 is a positive solution. Combining this with
inequalities (1) multiplied by tn + un

√
D we obtain that

1 < (x+ y
√
D) · (tn − un

√
D) =

(xtn −Dyun) +
√
D(ytn − xun) < t+ u

√
D. (2)

Moreover, it is easy to check that xtn−Dyun, ytn−xun > 0
and (xtn − Dyun)

2 − D(ytn − xun)
2 = 1, hence 〈xtn −

Dyun, ytn − xun〉 is a positive solution of considered
equation. Then, combining Th19 with (2) we obtain that
xtn − Dyun < x and ytn − xun < y, which contradicts
that 〈x, y〉 is the least.

This contradiction finally ends a formal justification of
Theorem Th21.

IV. CONCLUSIONS

Our formalization has so far focused on Pell’s equation,
their solvability as well as the cardinality and shape of all
possible solutions. Now we are working on the first stage of
Matiyasevich’s theorm.

We show that we can express Pell’s equation and prove their
properties in the Mizar environment obtaining a human read-
able formalization. Our effort allowed us to formulate great
majority of theorems that precisely describe selected stages of
informal deductions. Moreover, our work has provided many
additional pieces of information that have been used implicitly
in the textbook. Finally, the formalization can also be used as
a basic course of formalization for inexperienced Mizar users.
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tuszewski, A. Naumowicz, K. Pąk, and J. Urban, “Mizar: State-of-the-
art and beyond,” in Intelligent Computer Mathematics - International
Conference, CICM 2015, ser. LNCS, vol. 9150. Springer, 2015. doi:
10.1007/978-3-319-20615-8_17 pp. 261–279.
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Abstract—The Mizar Mathematical Library is one of the
largest collections of machine understandable formal proofs
encompassing many areas of today mathematics including results
from algebra, analysis, topology, and lattice theory. The Mizar
system has so far been the only tool able to completely process,
certify, and make use of these developments. In this paper,
we present the progress in the development of an independent
certification mechanism of Mizar proofs based on the Isabelle
logical framework. The approach allows rechecking the Mizar
formal proofs based on a more succinct and more precisely
specified formal infrastructure. Additionally, it necessitates a
full formal specification of the mechanisms that ensure the
correctness of the defined objects, in particular, the proofs that
such mechanisms are correct. The development already covers
an important part of the Mizar library foundations. We improve
the mechanism for defining Mizar structures and show that it
permits simpler validation of proof developments involving such
objects. To demonstrate this, we perform a complete translation
of the Mizar net of basic algebraic structures including their
attributes and certify all the corresponding proofs in Isabelle.

I. INTRODUCTION

COMPUTER certified formal proofs are today one of
the most important techniques used in formal methods.

They are used to guarantee the correctness of compilers [1],
operating systems [2], hardware [3], as well as to certify
mathematical results that involve computation [4]. The Mizar
system [5] is one of the oldest computer systems used to
certify proofs. Its library, the Mizar Mathematical Library [6]
(MML) contains today more than 1200 articles and 60000
proved theorems mainly about mathematics. The Mizar system
has so far been the only tool able to process, fully certify, and
make use of these formal proof developments.

Algebraic structures are one of the basic building blocks of
formal proofs. They are crucial both for the foundations of
mathematics and of computer science. This can be witnessed
by the formal proof libraries of various interactive proof
systems. Indeed, the standard library of Isabelle/HOL [7]
defines more than three hundred type classes used in most
of its Archive of Formal Proofs [8]. Coq uses its records
which include properties in its algebraic foundations, both
in the standard library [9], its constructive repository [10],
and in the small scale reflection libraries [11] used as a
foundation for the Four-Color theorem and the Odd-Order

Supported by Polish National Science Center grant decision n◦DEC-
2015/19/D/ST6/01473.

theorem proofs. Finally, the MML [6] includes more than
a hundred structures which together with different attributes
correspond to thousands of different algebraic structures. 74%
of the Mizar articles depend directly or indirectly on algebraic
structures, including the most important domains of mathe-
matics developed in MML, such as topological spaces, vector
spaces, lattices, and fuzzy sets [12].

In this paper, we discuss the progress in our project at-
tempting to certify the MML independently. We make use of
the Isabelle logical framework [13] to specify the foundations
of Mizar [14]. We further define a number of mechanisms
that help to translate the Mizar definitions and proofs [15].
We investigate the set theoretic representation of algebraic
structures and certify them in the Isabelle logical framework
object logic corresponding to the Mizar foundations as well
as translate a significant part of the Mizar algebraic structure
foundations. After shortly introducing logical frameworks and
Isabelle (Section II), as well as Mizar and the corresponding
object logic (Section III), the particular contributions of this
paper are:

• We provide an infrastructure for more elegant proofs of
Mizar structure correctness conditions including struc-
tures with multiple fields (Section IV);

• We formalize all basic algebraic Mizar structures in
Isabelle/Mizar together with their defining properties in-
cluding structures that include other structures as com-
ponents, such as a structure over a field and show that
the defined Mizar structures are correctly handled in
the presence of attributes and in particular that proofs
about such defined algebraic structures can be concise
and elegant (Section V).

II. LOGICAL FRAMEWORKS AND ISABELLE

Nearly all interactive proof assistants today rely on one fixed
logic. This allows optimizing a system for that foundations.
However, a number of systems focused on modeling actual
logical systems. These are referred to as logical frameworks,
and later a number of such systems became useful not only
for modeling the logic but also to work in the specified logic,
referred to as object logic. The three major logical frameworks
are Isabelle [7], Twelf [16], and MMT [17].

Isabelle is today one of the proof systems with the largest
libraries of formally proved theorems. It is based on a simple
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type theory with a shallow polymorphism that is implemented
in a manually checked kernel. The meta logic provides the
user with a set of primitives that makes it convenient to define
object logics. The most developed object logics are higher-
order logic, untyped set theory, and Lamport’s temporal logic
of actions.

An Isabelle formalization consists of one or more theory
files. A theory is a collection of definitions, proved theorems,
and notations that allow nicer presentation of terms. An
Isabelle definition introduces a new identifier that is equal
or equivalent (equal as a boolean predicate) to a definition
body. A theorem or lemma consists of the statement and
the proof. For most of the proved theorems presented in the
rest of the paper, we will omit the proofs, they are fully
included in the development. Each abbreviation allows for
convenient input or output syntax for more complicated terms,
without introducing new definitions. These are useful if such
a definition would always need to be unfolded and is nicer
presented as folded to the user. Most Isabelle proofs are today
written in the declarative Isar style [18]. There, intermediate
statements are introduced using the have keyword and justified
using proof methods. For the rest of the paper, the methods
and tactics used for the justifications are not essential, it is
important to note their correspondence to proof steps that are
considered obvious for humans. Finally the assume keyword
introduces assumptions in proof blocks and show is used to
denote the goal that is local to the proof block that is to be
checked by Isabelle.

III. MIZAR AND CORRESPONDING OBJECT LOGIC

Mizar is one of the pioneering systems for mathematics
formalization that is widely-used and still under active devel-
opment. The Mizar project from its beginning aimed to make
a system for human readable formalization of mathematics,
where:

• the proof style was designed to imitate style occurring in
the informal mathematical practice,

• the type system tries to express how mathematicians use
mathematical objects and how they categorize them.

Therefore, Mizar uses a rich type system and proof style,
which makes formalization of mathematics more intuitive and
human-readable than in other systems [19], where the main
idea of proofs is easy to observe [20]. Such situation occurs
especially if the author of a formal proof puts additional
effort to manually improve readability or uses dedicated tools
[21] that optimize the NP-complete problems of improving
legibility [22]. Therefore, it is not surprising that the solutions
used in Mizar have been an inspiration to implement the
analogical solutions in other systems.

One of these pioneering works in this field was made by
J. Harrison [23] who explored the Mizar language. The result
of this work was the environment Mizar Mode for HOL
enabling writing proofs in a Mizar declarative way [24]. The
similar solutions were implemented in other procedural proof
assistants, e.g., Declare [25], Isar language for Isabelle [18],
Mizar-light for HOL Light [26], miz3 for HOL Light [27],

MMode for Coq or declarative proof language (DPL) for Coq
[28]. However, the similarity between these environments and
Mizar system generally is limited to a few rules that are similar
to the rules of the S. Jaśkowski natural deduction style [29],
responsible for the universal quantifier introduction, the thesis
indication, the implication elimination, the introduction of the
reasoning by cases. It is worth emphasizing that the way of
justification of the reasoning steps in these environments is
based on tactics of the particular system that are very different
from Mizar by (its equivalent can be found only in Mizar
Mode for HOL [23]).

Another significant advantage of the project Mizar, from
the point of view of other formal systems, is the library
of mathematical knowledge formalized in the Mizar system,
MML. However, the exploration of these data requires the
sophisticated language constructions and types of Mizar that
do not have close equivalents in other systems.

The largest translation of Mizar has been done by Urban
[30] to the TPTP first-order language. Although this translation
has covered the important part of the MML, it does not
constitute the accurate representation of the Fraenkel operator
and scheme [29]. Additional work on this solution has enabled
the creation of the extensive theorems database of Mizar
Problems for Theorem Proving (MPTP) that is used in the
process of comparing the performance of leading systems of
automatic theorem proving, as well as during the machine
learning of the MizAR proof advice system [31].

Kunčar [32] has attempted to recover the Mizar system in
the type system of HOL Light. This approach has enabled
the translation of the first few simpler theories as transparent
higher-order logic theories, however it is not applicable to
the whole MML where the more advanced features of the
Mizar system type are used. Difficult to reconstruct, are Mizar
type mechanisms that check whether some type is a subtype
of another type, generate the type of term base on types of
subterm, which eliminate inconsistent instantiations and in
consequence speed up the verification process. Additionally,
two equal terms in Mizar can possess two incompatible types
(e.g., see reconsider [33]).

The statements of the theorems in the whole MML have
been exported to the MMT logical framework [34]. This allows
the use of various MMT services for MML, such as searching
the library or providing proof advice, however does not include
an independent verification of the proofs or proof automation.

Isabelle already has an object logic Isabelle/ZF [35] based
on set theory. Already the foundational axioms of ZF differ
from those of Tarski-Grothendieck, and the type system intro-
duced by Mizar is very different from any of the existing object
logics in Isabelle. Furthermore, the library of Isabelle/ZF and
the automation provided is quite different from that of the
proposed research.

We defined an object logic that provides Mizar-like foun-
dations in [14]. Here, we briefly remind its construction. As
the foundations of Mizar are based on Jaśkowski first-order
natural deduction, we start with the Isabelle/FOL object logic.
We introduce one meta-level type for Mizar sets and one for
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Mizar types. We introduce the constants that correspond to
sets being of particular types and to combine types (the Mizar
soft type system allows intersection types [36]), the indefinite
description operator, as well as the axioms that specify these
constants. With the Isabelle syntax mechanisms, we allow
defining Mizar like syntax for statements and definitions,
which can later be used to specify the Tarski-Grothendieck
foundations of set theory and translate the first few articles of
the MML.

IV. STRUCTURE REQUIREMENTS

Formalizations of computer systems often need to refer
to mathematical structures. In informal computer science
practice, such proofs typically use ordered tuples for such
structures. For example 〈G,+, 0〉 could be an additive group
and 〈G, ·, 1〉 a multiplicative one. In the informal approach,
the expression “the group 〈G,+, 0〉” provides two kinds of
information simultaneously: a signature and its properties.
The signature says that it is a structure containing the set
G, a binary operation + and a given element of the set 0.
The properties are given as three group axioms. A formal
approach to reason about such structures taken by the Mizar
system attempts to avoid independent definitions of variants
of structures (such as semi-group, monoid, or abelian groups)
by specifying the signature separately from the adjectives that
correspond to the properties of the structure.

A. Structure Element Interpretation

Every Mizar structure signature called structured type is
defined as a set of assignments. Each assignment is of the
form sel → spec, where sel is a unique structure element
label (called selector in the Mizar language) and spec is
the specification of the type of the respective element of
the structure. The signature of a group is the addLoopStr
structure. It is specified in MML as follows:

struct (ZeroStr,addMagma) addLoopStr (#
carrier -> set,
addF -> BinOp of the carrier,
ZeroF -> Element of the carrier #);

where for example addF -> BinOp of the carrier denotes
that + is a binary operation on the field carrier. The list
of structures given in parentheses immediately after the struct
keyword, namely ZeroStr, addMagma are the names of
previously defined structures which contain the element 0
(ZeroStr) and a set with the binary operator (addMagma)
respectively.

An Isabelle formalization of a structure type gives rise to
a structure prototype. Each instance of the prototype will
be a partial function, with the value corresponding to the
selector having the respective type specified in the structure
prototype. Definitions of this kind, even if common in informal
practice, contain a recursive call. The specification can refer
to other parts of the structure (in the above example addF
in addLoopStr is a binary operation of the carrier). To
specify this in Isabelle we further need a meta-level function

which for a given object of structured type and a selector as
arguments returns the term present in the object:

definition TheSelectorOf (the - of - 190) where
func the sel of Term → object means λit.

for T be object st [sel, T] in Term holds it = T
In order to use such functions in the context of structures,

the actual specifications cannot be simply types, but rather
functions that for a given object of a structured type as an
argument returns the type. In particular, the addF element
specification needs to be defined as λS. BinOp-of the
carrier of S. To achieve a more Mizar like formulation
addF -> BinOP-of’ the’ carrier we further intro-
duce abbreviations for the types with arguments:

abbreviation TheS (the ′′ -) where
TheS ≡ λselector Term. the selector of Term

abbreviation BinOp-of (BinOp-of ′′ -) where
BinOp-of ′ X ≡ λit. BinOp-of X(it)

This allows representing all assignments of the form
selector → specification as a unary predicate (correspond-
ing to the Isabelle definitions of attributes) which describes
all partial functions that are the instances of the structure
prototype. To allow the computation of the selector of it we
add the condition that the selector is in its domain.

definition field (- → - 91) where
sel → spec ≡ define-attr (λit.

the sel of it be spec(it) & sel in dom it)
We can finally define actual structure prototypes. A new

structure prototype in Isabelle corresponds to a Mizar mode
(non-empty type) which is a partial function that satisfies all
the constraints specified in the fields:

abbreviation(input) struct (struct - - [10,10] 10)
where struct Name Fields ≡
(Name ≡ define-mode(λit.

it be Function & it is Fields))
The original addLoopStr can now be fully formally spec-

ified, using a syntax that is very similar to the Mizar original,
while at the same time allowing a complete certification:

definition struct addLoopStr
(# carrier → set ′;

addF → BinOp-of ′ the ′ carrier;
ZeroF → Element-of ′ the ′ carrier #)

B. Non-emptiness of Structure Types

A definition of a structure prototype in Mizar provides
not only the information about the types of the elements
described by the signature but also ensures that there is
at least one element of the structure type. For this, the
Mizar checker verifies that all the defined structure spec-
ifications are non-empty. In Isabelle, we need to actually
give a formal proof that the structure exists. We can achieve
this by using the Hilbert choice operator ǫ, providing for
each assignment of the form selector → specification the
pair 〈selector, ǫ(specification)〉. In case of the considered
addLoopStr structure prototype, we can use:
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term {[carrier, the set]}∪
{[addF, the BinOp-of the set]}∪
{[ZeroF, the Element-of the set]}

Proofs of non-emptiness require a lot of effort especially
with structures with more elements (some structures have as
much as 12 elements). Such proofs ignore the non-emptiness
proofs from the structure ancestors. We will, therefore, propose
in the next Subsection IV-C a mechanism able to extend an
object by the missing elements possibly changing their order.
This is desired because a structure definition also implicitly
defines:

• the attribute strict which means that the domain of the
object contains precisely the selectors indicated in the
definition and no other selectors;

• the restriction operation which restricts an object to its
strict domain.

Therefore, we provide a scheme for defining the correctness
of structures. We present this lemma as well as the majority
of lemmas in the paper without proofs which can be found in
the development.

lemma struct-scheme:
assumes df:

S ≡ define-mode(λit. it be Function & it is Fields)
and ex:

ex X be Function st X is Fields & dom X = D
and monotone: for X1 be Function st X1 is Fields

holds D ⊆ dom X1
and restriction: for X1 be Function st X1 is Fields

holds X1|D is Fields
shows (x be S iff (x be Function & x is Fields)) &

Ex (λx. x be S) & domain-of S = D &
(for X be S holds

the-restriction-of X to S be (strict S) ‖ S)
which given the subproofs for the existence condition ex and
monotonicity monotone allows showing the correctness of
the domain_of definition (i.e. existance and uniqueness)
for the defined structure S, additionally deriving the equality
domain_of S = D, where

definition domain-of (domain ′-of - 200) where
func domain-of M → set means
(λit. (ex X be M st it = dom X) &

(for X be M holds it ⊆ dom X))
Furthermore, by proving the restriction definition to the

equality, we get the information that X | domain_of S is
of the structured type of S which has the attribute strict, if
X is of the structured type of S, which completes the definition

definition restriction (the ′-restriction ′-of - to - 190)
where

func the-restriction-of X to Struct →
strict Struct ‖ Struct equals

X | domain-of Struct
where the definition of strict is as follows

definition strict :: Mode ⇒ Attr (strict - 200) where
attr strict M means

(λX. X be M & dom X = domain-of M)

C. Recursive Structure Correctness Conditions

As discussed in the previous section, the struct_scheme
lemma assumptions can be used to show the non-emptiness of
a defined structure type S. However, the assumptions about
each ancestor A of the structure are insufficient to be usable
as part of the proof for S. In particular, there is no condition
that would correspond to restriction, which could give
the information which extensions of A (the extensions of
the function that describe the object instance) satisfy all the
assignments of A. For this reason, we propose a version of the
assumption in struct_scheme with the additional fourth
correctness condition

definition struct-well-defined :: Attr ⇒ Set ⇒ o
( - well defined on -[10,10] 200)

where
Fields well defined on D ≡

(ex X be Function st X is Fields & dom X=D)
& (for X1 be Fields‖Function holds D ⊆ dom X1)
& (for X1 be Fields‖Function holds X1|D is Fields)
& (for X1 be Fields‖Function, X2 be Function st

D ⊆ dom X1 & X1 ⊆ X2 holds X2 is Fields)
This allows a weaker defining lemma assumption

lemma struct-well-defined:
assumes df:
S ≡ define-mode(λit. it be Function & it is Fields)
and well: Fields well defined on D

shows (x be S iff (x be Function & x is Fields)) &
Ex (λx. x be S) & domain-of S = D &
(for X be S holds
(the-restriction-of X to S) be (strict S) ‖ S)

With these modifications, we can show that an existing list
of assignments specified for the domain D can be modified
by adding a new selector → specification pair
assuming that the selector is not present in D so far, and
the specification uses the selectors of D. An example
lemma that allows extending a structure is:

theorem Fields-add-argM1:
assumes Fields well defined on D
and selector-1 in D
and not (selector in D)
and for X1 be Fields‖Function holds

ex S be M1 (the selector-1 of X1) st True
shows
Fields | (selector → λS. M1 (the selector-1 of S))

well defined on D ∪ {selector}
This can now be practically used to simplify the non-

emptiness proof of addLoopStr using the previous proof of
the well-definedness of addMagma over the set {carrier}∪
{addF} as follows:

lemma addLoopStr-well:
(# carrier → set ′;

addF → BinOp-of ′ the ′ carrier;
ZeroF → Element-of ′ the ′ carrier #)

well defined on {carrier} ∪ {addF} ∪ {ZeroF}
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Figure 1. Net of the basic algebraic structures in the Mizar Mathematical Library following [37]. The presented ones have already been covered in our
formalization. The arrow captions indicate the added selectors. Solid lines indicate the use of the ancestor structure in the well-definedness proofs, and dashed
lines indicate that the ancestor structure is omitted in the proofs.

proof (rule Fields-add-argM1[OF addMagma-well])
show carrier in {carrier} ∪ {addF}

by (simp add:string)
show not ZeroF in {carrier} ∪ {addF}

by (simp add:string)
show for X1 be addMagma-fields‖Function holds

ex it be Element-of-struct X1 st True
proof
fix X1 assume X1 be addMagma-fields‖Function
hence the carrier of X1 be set using field by auto
thus ex it be Element-of-struct X1 st True

using subset-1-def-1 by blast
qed

qed

where the proof only needs to use the non-emptiness of
the type Element ofset. Furthermore, the fact that the
carrier is a member of {carrier}∪ {addF}, as well as
the fact that ZeroF is not a member of {carrier}∪{addF}
can both be handled completely automatically by the simplifier
in all such proofs.

The well-definedness of addLoopStr does not need to
rely on that of the addMagma ancestor. One could instead
extend the list of assignments of ZeroStr by addF →
BinOp-of’ the’ carrier and change the order. For
this purpose we provide the lemma:

theorem well-defined-order:
assumes

∧
X. X is Fields1 iff X is Fields2

and Fields1 well defined on D1
shows Fields2 well defined on D1

The components described above are sufficient to define all
the MML structures (the basic ones are presented in Fig. 1).
The construction follows the recursive element addition ap-
proach.

Even if the addLoopStr proof refers to its ances-
tors, the inheritance information is not provided again by
structSchemeWell. The Mizar system allows indicating
this information directly in the structure definition by giving a
list of all ancestors. In our approach, it is possible to prove a
structure inheritance. Such proofs can be always automatically
performed by the simplifier.

theorem addLoopStr-inheritance:
assumes X be addLoopStr
shows X be addMagma & X be ZeroStr

using addLoopStr addMagma ZeroStr assms
by simp

V. NET OF BASIC ALGEBRAIC STRUCTURES

Mizar structures together with the inheritance mechanisms
significantly facilitate the formalization of computer systems
and various domains of mathematics, as well as combining
them. For this reason, structures are a challenge for our project,
especially the struct_0 article which defines the elementary
structures and their operations.

MML contains today 168 structure signatures. Structure
signatures form a net because of multiple inheritances. Nev-
ertheless, 135 of the signatures inherit from 1-sorted, namely
the signature of structures that contain a carrier which includes
some examples in most developed domains of mathematics in
the MML, such as algebra, topology, and the theory of lattices.
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1-sorted

empty-struct

multMagma

⊗S , unital
associative

OneStr

1S

ZeroStr

0S

addMagma

⊕S , Abelian
add-associative,

commutative

multLoopStr

/S , well-unital

ZeroOneStr

degenerated

addLoopStr

⊖S , right-zeroed,
right-complementable

multLoopStr_0

almost-left-invertible

doubleLoopStr

distributive

Figure 2. The net of doubleLoopStr structure signature ancestors in the MML. For each node, the adjectives required to define a field as well as the
unary and binary operations performed on the elements, are listed below.

The basic structures are depicted in Fig. 1. These 15 signatures
are the direct ancestors of 57 other structure signatures in the
MML. Furthermore, these 15 are directly used to define 293
Mizar types (this includes non-expandable types [36]), 291
attributes, 962 functors, and 91 predicates.

As structure signatures are mostly used with adjectives, we
reformalize the chosen structures along with their attributes
to demonstrate that they can be used efficiently in subsequent
proofs. In the paper we focus on doubleLoopStr, defined
in the MML article ALGSTR_0:

struct (addLoopStr, multLoopStr_0)
doubleLoopStr (#

carrier -> set,
addF -> BinOp of the carrier,
ZeroF -> Element of the carrier,
multF -> BinOp of the carrier,
OneF -> Element of the carrier #)

that inherits from both addLoopStr and multLoopStr_0,
i.e., the signatures of additive and multiplicative groups, re-
spectively. The doubleLoopStr structure is also the direct
ancestor of the signature or ModuleStr overF used in vector
space domains, where F represents the set of scalar values. A
correct definition of ModuleStr overF permits us to verify
our model and our approach for structures parametrized by
other structures.

A. Field Formalization

For our formalization of the signature and basic properties
of fields, it was necessary to adapt 20 MML articles. Our re-
formalization focused on the articles STRUCT_0, GROUP_1,
RLVECT_1, ALGSTR_0, VECTSP_1, which define all the
ancestors of a field (doubleLoopStr), and the main ad-
jectives used in the field definitions, as well as the basic

binary and unary operations. In particular we completely
cover ALGSTR_0 in Isabelle/Mizar, which includes 43 functor
and predicate definitions (including 13 correctness condition
proofs), 72 registrations: non-emptiness of types and relations
between groups of adjectives defined on structures, and 6
signatures including

definition
struct doubleLoopStr (#

carrier → set ′;
addF → BinOp-of ′ the ′ carrier;
multF → BinOp-of ′ the ′ carrier;
OneF → Element-of ′ the ′ carrier;
ZeroF → Element-of ′ the ′ carrier #)

The signature can be used for more complex algebraic struc-
tures by extending it by appropriate adjectives. In particular
we exactly imitate the MML definitions:

abbreviation
Ring ≡ Abelian | add-associative | right-zeroed |

right-complementable | associative |
well-unital | distributive |
non empty-struct ‖ doubleLoopStr

abbreviation
SkewField ≡ non degenerated |

almost-left-invertible ‖ Ring
abbreviation

Field ≡ commutative ‖ SkewField
The adjectives used in the above definitions have been

specified for the various ancestors of doubleLoopStr (see
Fig. 2). Such definitions have been moved to earliest possible
structures as part of the MML refactoring. This allows easy
import of developed theories, which we want to now evaluate
in Isabelle/Mizar. Consider the theory of additive groups. It is
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definition
let S be ZeroStr;
func 0.S -> Element of S equals

the ZeroF of S;
end;

definition
let S be OneStr;
func 1.S -> Element of S equals

the OneF of S;
end;

definition
let M be addMagma;
let x,y be Element of M;
func x + y -> Element of M equals

(the addF of M).(x,y);
end;

definition
let M be multMagma;
let x,y be Element of M;
func x * y -> Element of M equals

(the multF of M).(x,y);
end;

definition struct-0-def-6-prefix ( 0- [1000] 99) where
func 0S → Element-of-struct S equals

the ZeroF of S
schematic-goal struct-0-def-6:

assumes S be ZeroStr shows ?X

definition struct-0-def-7-prefix (1- [1000] 99) where
func 1S → Element-of-struct S equals

the OneF of S
schematic-goal struct-0-def-7:

assumes S be OneStr shows ?X

definition algstr-0-def-1 (- ⊕- - [66,1000,67] 66) where
func x ⊕M y → Element-of-struct M equals

(the addF of M) . (| x , y |)
schematic-goal algstr-0-def-1:

assumes M be addMagma & x be Element-of-struct M
& y be Element-of-struct M shows ?X

definition algstr-0-def-18 (- ⊗- - [96, 1000, 97] 96) where
func x ⊗M y → Element-of-struct M equals

(the multF of M) . (| x , y |)
schematic-goal algstr-0-def-18:

assumes M be multMagma & x be Element-of-struct M
& y be Element-of-struct M shows ?X

Figure 3. Selected definitions of highlighted elements and binary operations in doubleLoopStr originally formulated in the MML and their Isabelle/Mizar
reformulations.

definition
let M be addLoopStr, x be Element of M;
assume A1: x is left_complementable

right_add-cancelable;
func -x -> Element of M means

it + x = 0.M;
end;

definition
let M be multLoopStr, x be Element of M;
assume A1: x is left_invertible

right_mult-cancelable;
func /x -> Element of M means

it * x = 1.M;
end;

definition algstr-0-def-13 (⊖- - [1000, 86] 87) where
assume x is left-complementableM | right-add-cancelableM
func ⊖M x → Element-of-struct M means
(λit. it ⊕M x = 0M )

schematic-goal algstr-0-def-13:
assumes M be addLoopStr

x be Element-of-struct M shows ?X

definition algstr-0-def-30 ( ′/- - [1000, 99] 98) where
assume x is left-invertibleM | right-mult-cancelableM
func /M x → Element-of-struct M means
(λit. it ⊗M x = 1M )

schematic-goal algstr-0-def-30[rule-format]:
assumes M be multLoopStr

x be Element-of-struct M shows ?X
Figure 4. Selected conditional definitions of unary operations from ALGSTR_0 originally formulated in the MML and their Isabelle/Mizar reformulation.

mostly defined over the structure addLoopStr with the ad-
jectives add-associative, right_zeroed right_-
complementable. As addLoopStr is an ancestor of the
doubleLoopStr signature, this set of adjectives is a subset
of that used for example for rings, therefore, properties of
additive group can be used in the context of rings in the MML.

Moreover, Mizar allows the use of functors defined
on ancestors with arguments of further types. We show
the definitions of the selected elements and operations of
doubleLoopStr, namely 0, 1, +, and * are defined in
Fig. 3. In Mizar, the patterns of the symbols are given in
previously specified dictionaries, while in Isabelle these need
to be given in the definition block. Furthermore, the definition
is split into two parts: the pattern without the argument types
and the definition theorems. This allows reducing the number

of visible arguments corresponding to hidden arguments in
Mizar, as well as allows interpreting conditional definitions
(see Fig. 4). The conditions need to appear in the pattern
in the Isabelle/Mizar approach. More details are given in the
Mizar_defs theory file.

As case studies, we show that the proposed way to model
structures and their inheritance is sufficient not only to define
attributes and functors but also is adequate for imitating Mizar-
style formalization. For this purpose, we reformalize (so far
manually) selected theorems that concern, e.g. the additive
and multiplicative groups, and use them in the context of
doubleLoopStr. Here we show a single selected proof
of the statement that the product of two elements is zero
if and only if at least one of them is zero (see Fig. 5).
Note that the justification of steps refer to theories developed
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theorem Th12:
for F being add-associative right_zeroed

right_complementable associative commutative
well-unital almost_left_invertible
distributive non empty doubleLoopStr,
x,y being Element of F holds

x * y = 0.F iff x = 0.F or y = 0.F
proof

let F be add-associative right_zeroed
right_complementable associative commutative
well-unital almost_left_invertible distributive
non empty doubleLoopStr,
x be Element of F,
y be Element of F;

x * y = 0.F implies x = 0.F or y = 0.F
proof

assume A1: x * y = 0.F;
assume A2: x <> 0.F;
x" * (0.F) = x" * x * y by A1,GROUP_1:def 3

.= (1.F) * y by A2,Def10

.= y;
hence thesis;

end;
hence thesis;

end;

theorem vectsp-1-th-12:
for F being add-associative | right-zeroed |

right-complementable | associative | commutative |
well-unital | almost-left-invertible |
distributive | non empty-struct ‖ doubleLoopStr,

x,y being Element-of-struct F holds
x ⊗F y = 0F iff x = 0F or y = 0F

proof(intro ballI)
fix F x y
assume T:F be add-associative | right-zeroed |

right-complementable | associative | commutative |
well-unital | almost-left-invertible |
distributive | non empty-struct ‖ doubleLoopStr

x be Element-of-struct F
y be Element-of-struct F

hence A:F be multLoopStr-0 F be multLoopStr F be ZeroStr
using doubleLoopStr multLoopStr-0 multLoopStr ZeroStr by auto
have I: x˝F be Element-of-struct F

using algstr-0-def-30[of F x] T A by auto
have Z: 0F be zero F ‖ Element-of-struct F

using struct-0-def-12-a[of F] struct-0-def-6[of F] A by auto
have x ⊗F y = 0F implies x = 0F or y = 0F

proof(rule impI,rule disjCI2)
assume A1:x ⊗F y = 0F

assume A2:x <> 0F

have x˝F ⊗F 0F = x˝F ⊗F x ⊗F y
using A1 group-1-def-3a T I by auto

also have . . . = 1F ⊗F y using A2 vectsp-1-def-10 T by auto
also have . . . = y using vectsp-1-reduce-2 T A by auto
finally show y = 0F using vectsp-1-reduce-3[OF - I Z]

T vectsp-1-cl-20 by auto
qed
thus x ⊗F y = 0F iff x = 0F or y = 0F using

vectsp-1-reduce-4[OF - T(3) Z] vectsp-1-reduce-3[OF - T(2) Z]
T vectsp-1-cl-20 by auto

qed

Figure 5. A property of fields originally formulated in the VECTSP_1 article and its Isabelle/Mizar reformulation.

for multLoopStr_0, multLoopStr, ZeroStr structures
(see steps that use label A in justifications). Additionally, each
such justification uses some of the attributes indicated in the
step labeled by T.

We make use of Isabelle features to model the proofs in
such a way that the Isabelle/Mizar language can be as close
as possible to the Mizar one. This simplifies the comparison of
both proofs. The proofs in our certification contain more steps
than the Mizar ones. This is mainly due to the lack of the Mizar
automation in our system, e.g., type inference, equational
calculus [38], definitional expansions [39]. Additionally, we
still have to directly indicate the background information, such
as registrations, that are processed automatically by Mizar. We
are currently working on mechanisms that would reduce the
numbers of additional steps required.

VI. CONCLUSION

We have presented the progress in our project aiming to
independently certify Mizar proofs in the Isabelle logical
framework. The proposed recursive approach to structures
allows more readable proofs of well-definedness, as well as a
more concise way to specify structure inheritance. We verified
the provided mechanisms by reformalizing the complete Mizar

article defining basic algebraic structures ALGSTR_0, as well
as parts of several articles that define and prove properties of
structures contain other structures as fields. The experiments
confirm that the proposed approach is convenient for proving
structure properties.

The Isabelle/Mizar formalization currently includes 31 the-
orems, 97 registrations including 6 reductions, 86 definitions
where 37 of them required Mizar-style justifications and 4
redefinitions concerning MML structures. The total size of the
development is 416 kB and 9742 lines of code. It is available
at:

http://cl-informatik.uibk.ac.at/cek/fedcsis2017/

A. Future Work

Our certification work has so far focused on the foun-
dations, definitions, and registrations available in the Mizar
language. A natural next step would be to allow an implicit
use of the background knowledge. Without it, redundant
steps in reasoning to represent information computed the
Mizar type-inference mechanisms have been necessary so far.
Furthermore, we plan to translate the whole MML into the
Isabelle/Mizar environment in an automated way and with
the help of automatically finding related concepts between

234 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



logics [40], as well as by improving the currently available
Isabelle automation for Mizar [41] we hope to cross-verify
large parts of the translated MML in Isabelle which is also one
of the important steps in the creation of a combined formal
library spanning multiple foundations and systems [42].
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Abstract—In the paper we describe a formalization of the
notion of a nominative data with simple names and complex
values in the Mizar proof assistant. Such data can be considered
as a partial variable assignment which allows arbitrarily deep
nesting and can be useful for formalizing semantics of programs
that operate in real time environment and/or process complex
data structures and for reasoning about the behavior of such
programs.

I. INTRODUCTION

THE importance of the problem of elaborating the the-
ory of programming and connecting it with software

development practice was recognized by many researchers. In
particular, it was mentioned as one of the grand challenges in
computing by T. Hoare in his influential talk “The Verifying
Compiler: a Grand Challenge for computing research of the
21st century” [1] with the implication that an important step
towards solution of this challenge is development of a ver-
ifying compiler that should have a high impact on software
quality and reliability. More generally, one may argue that
development of practical tools and methods of automatic
static analysis of a program (e.g. model checking, verifica-
tion against a formal specification using logical methods and
theorem provers, etc.) that can make sure that it has the desired
runtime properties before the program is run is an important
research topic.

However, nowadays software is used in many application
domains and the traditional idea of proving properties of the
input-output relation associated with a program is not always
sufficient.

For example, practically relevant safety properties of soft-
ware in a real-time embedded system [2], [3] (that is a part
of a larger hardware-software system which interacts with the
physical environment using sensors and actuators) or a cyber-
physical system [2], [3], [4] (e.g. that consist of networks of
computing devices that interact with physical environment)
normally can be expressed not in the form of a property of
a program or its input-output relation itself, but in terms of
admissible behaviors of a larger software-hardware system and
an environment to which it belongs.

The way of proving such properties depends on the chosen
mathematical model of the hardware and the environment and
it is important to note that such a proof is practically relevant
only under the assumption that the model relative to which

safety is proven adequately represents the behavior of the
real system and its environment, and the environment usually
includes unknown and/or random elements, and the scope of
the model usually is limited.

As a toy example, suppose that a program P can control the
behavior of a physical system S by assigning and modifying
the value of a certain parameter p. The behavior of S is
described by a differential equation d

dtx(t) = f(p, t, x(t)),
where f is some fixed real-valued function. Assume that:

– p is updated by P at discrete time moments t = t1, t2, . . .
determined by P , between which p remains constant (so
on each bounded closed time interval p can be considered
a piecewise constant function);

– P controls S in the open-loop fashion, i.e. P has no or
does not use feedback from S.

Then one may formalize the above mentioned equation
as a switched system [5] where p is a switching signal (if
P uses some feedback from S it may be considered as
a kind of a hybrid dynamical system [6]) and assume that
its solutions t 7→ x(t) defined on intervals of the form [0, T ),
T ∈ (0,+∞) ∪ {+∞} describe all possible evolutions of the
state of the system in continuous time which start at the initial
time moment t = 0.

Suppose that we want to check that the composite (“cyber-
physical”) system consisting of S together with the program
P and a computing device which executes it, which we will
denote as “S +P ”, has the following property which we will
call “NONNEG”: if x(0) ≥ 0, then x(t) ≥ 0 for all real
t ≥ 0 for any solution x which is defined at t = 0 and cannot
be continuously extended forward in time (i.e. the value x
that describes some characteristic of the system S does not
fall below 0, if it starts at or above 0).

In order to check, if it holds for a particular f and P , it is
necessary to formulate precisely the semantics of P .

For example, suppose that f has a simple polynomial form
f(u, v, w) = uw2, so that the equation has the form d

dtx(t) =
p(t)x2(t), and the program P is given in the source code form
in some imperative programming language with C-like syntax
as in Algorithm I (where L1–L6 are labels).

A common way of giving an operational semantics [7] to
programs in languages of this type is to define the notion of
a program state that includes the information about its current
point of execution and the current content of its variables, and
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Algorithm 1 Example

L1 : i = 0 ;
L2 : f o r ( ; i <10; i ++) { / / i = 0 , 1 , . . . , 9
L3 : p = i ; / / a s s i g n p t h e v a l u e o f i
L4 : s l e e p ( 1 ) ; / / w a i t f o r 1 second
L5 : }
L6 :

define a state transition system that describes the possible paths
of evolution (“runs”) of the program state during execution.
Then reasoning about the relation between the program states
at different program execution points can be done using e.g.
the Floyd-Hoare logic [8], [9], [10].

The content of variables in a program state is usually
formalized as a function mapping names of program variables
to their values (variable assignment). The commonly used
notation for such an assignment has the form [var1 7→
value1, var2 7→ value2, . . . ], where vari are variables and
valuei are the values that the variables have. In P we can
consider i a normal read/write variable the value of which is
stored in the memory or a CPU register. The variable p and the
assignment to it can have different interpretations (e.g. normal
memory location, a write-only register/hardware port, etc.).

Using the labels L1–L6 to identify program execution
points, and variable assignments to represent the content of
variables, a program state can be formalized as a pair “(label,
variable assignment)”, and a possible run of P can have the
form of a sequence such as:
(L1, [i 7→ 0, p 7→ 0]), (L2, [i 7→ 0, p 7→ 0]),
(L3, [i 7→ 0, p 7→ 0]), (L4, [i 7→ 0, p 7→ 0]),
(L5, [i 7→ 0, p 7→ 0]), (L2, [i 7→ 0, p 7→ 0]),
(L3, [i 7→ 1, p 7→ 0]), (L4, [i 7→ 1, p 7→ 1]), . . .

Obviously, in our case NONNEG cannot be checked by
looking at such runs of P alone, instead the behavior of S and
the timing of interaction between P and S should be taken
into account. In particular, runs of P should be augmented
with timing information to obtain a switching signal p that
determines the behavior of S and ultimately allows one to
check if NONNEG holds for S + P .

A convenient way to add timing information and the behav-
ior of S to runs of P is to extend the program state, or, more
specifically, extend the variable assignment with variables that
represent time (t) and the state of S (x), although, or course,
they differ in nature from i and p. Ignoring the execution time
of instructions other than “sleep(1)”, this extended idealized
run of S + P can have the form:
(L1, [i 7→ 0, p 7→ 0, t 7→ 0, x 7→ x0]),
(L2, [i 7→ 0, p 7→ 0, t 7→ 0, x 7→ x0]),
(L3, [i 7→ 0, p 7→ 0, t 7→ 0, x 7→ x0]),
(L4, [i 7→ 0, p 7→ 0, t 7→ 0, x 7→ x0]),
(L5, [i 7→ 0, p 7→ 0, t 7→ 1, x 7→ x1]),
(L2, [i 7→ 0, p 7→ 0, t 7→ 1, x 7→ x1]),
(L3, [i 7→ 1, p 7→ 0, t 7→ 1, x 7→ x1]),
(L4, [i 7→ 1, p 7→ 1, t 7→ 1, x 7→ x1]), . . .

where xi = x(i) for a solution x of the switched system
d
dtx(t) = p(t)x2(t), x(0) = x0, where

p(t) =

{
i, t ∈ [i, i+ 1), i ∈ {0, 1, . . . , 9},
9, t ≥ 10.

Note that if x0 6= 0, this solution x dominates the solution
y of the initial value problem d

dty(t) = y2(t), y(1) = x0 for
t ≥ 1, which is y(t) = 1/(1+x−1

0 − t) and which has a finite
time blow-up at t = 1+x−1

0 (i.e. limt→1+x−1
0 − x(t) = ∞), so

x is undefined (and cannot be continuously extended) past the
time 1+x−1

0 . The physical meaning of this situation is model-
and application-specific, e.g. it may represent a physical event
after which the current model cannot represent adequately S,
or may be a modeling artifact. Some results and discussion of
the physical meaning of finite time blow-up situations can be
found e.g. in [11], [12], [13], [14].

In any case, such situations cannot be ignored during model
analysis and property checking and has to be represented in
a run of S + P . E.g., although if x0 ≥ 0, then x(t) ≥ 0 on
the maximal interval of its existence, which is bounded from
above, NONNEG does not hold since it requires x(t) ≥ 0
to hold for all real t ≥ 0 for such an x.

Although the model of S may lose its meaning after t =
1 + x−1

0 , depending on the model and application, the run
of a program P may still have sense past this time moment
(e.g. if S represents a physical system remotely controlled by
a computer running P , a finite time blow-up indicates a critical
failure in S, then P may continue running after this event).

Naturally, the situation can be represented by partial vari-
able assignments in the extended run of S + P , e.g.:
(L1, [i 7→ 0, p 7→ 1, t 7→ 2]),
means that x is genuinely undefined, but other variables are
defined, meaningful and have assigned values at time t = 2.

Basically, a partial variable assignment d is a set of pairs of
names and values, where names are chosen from some fixed
set V , but not all elements of V may appear in d as names
(e.g. V = {i, p, t, x}, d = [i 7→ 0, p 7→ 1, t 7→ 2]). Such
assignments are also called nominative sets [15].

In contrast, a variable assignment can be called total, if all
elements of V appear in it as names (e.g. V = {i, p, t, x},
d = [i 7→ 0, p 7→ 1, t 7→ 2, x 7→ 3]).

Obviously, total variable assignments can be formalized
mathematically as total functions on V and partial assignments
(nominative sets) can be formalized as partial functions on V .

Reasoning about total variable assignments is well sup-
ported in tools that aid formal specification and verification
of software, e.g. proof assistants [16] such as Isabelle, Coq,
PVS, etc. In particular, Isabelle/HOL “record” data types are
convenient for introducing total assignments with a predefined
set of names. Otherwise, they may be formalized as functions
on a type of names.

On the other hand, partial variable assignments are usually
implemented manually on top of total assignments using
option types (data types that add a special “none”/undefined
value to an existing type), and a built-in library of basic
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operations on them that reflect program operations is generally
not available. Another issue is that built-in or library data types
that represent partial variable assignments with (arbitrarily
deep) nesting such as

[ local_vars 7→ [i 7→ 1, j 7→ 0],
IO_interface 7→ [p 7→ 1],
global_time 7→ 1,
systemS_state 7→ [x 7→ 1],
anotherSystemState 7→ [

subsystem1 7→ [y 7→ 1, z 7→ 1],
subsystem2 7→ [y 7→ 1, z 7→ 1]] ]

are also not available (i.e. partial variable assignments where
the values of some variables themselves can be partial variable
assignments). However, such assignments can be very useful
to reflect the typical way in which data is grouped in programs
and formalize programs that operate on complex data struc-
tures, e.g. such partial assignments naturally formalize data
encoded in the popular JSON (JavaScript Object Notation)
data format widely used in web applications.

In this paper we propose a library (written in the Mizar
proof assistant [17], [18]) that provides a formalization of
nominative sets and operations on them. The Mizar system has
its own proof verifier1 used to verify the logical correctness
of proofs written in the Mizar language2. The system contains
a very rich library (based on an axiomatic set theory [29]) of
formalized mathematical theories called Mizar Mathematical
Library (MML).3,4 It has also a library support for the notion
of a partial function without using option types. It is then well-
suited for formalizing the mentioned partial variable assign-
ments with nesting, and, more generally, has a potential for
developing formalizations of models of real-time and cyber-
physical systems and logics for reasoning about them.

We hope that it will be useful for formalizing models of
hardware-software systems and applying logical methods to
verification such systems. In this direction we developed an
extension of the Floyd-Hoare logic [10] that takes advantage of
partial variable assignments and also supports partially defined
pre- and post-condition predicates. More information about it
can be found in [10].

In our library we use the theory of nominative data [15],
[37], [38] from the composition-nominative approach [37] to
program semantics: partial variable assignments are formalized

1Research on using specialized external systems to increase computational
power of the Mizar system is also conducted [19], [20], [21].

2The Mizar language is a declarative language designed to write math-
ematical documents. It contains rules for writing traditional mathematical
items (e.g. definitions, theorems, proof steps, etc.). It also provides syntactic
constructions to launch specialized algorithms (e.g. term identifications, term
reductions [22], flexary connectives [23], definitional expansions [24]) which
increase the computational power of the verifier (e.g. equational calculus [25],
[26], properties of functors and predicates [27], [28]).

3MML contains developments on various domains of mathematics, includ-
ing set theory, calculus, topology, lattice theory [30], group theory, category
theory, algebra [31], rough sets [32], and others.

4Because of the size, the MML is also a subject of research on optimization
of its structure, including the improvement of legibility of proofs [33], [34],
[35] and removing duplications of theorems and definitions [36].

as so-called nominative data with simple (unstructured) names
and complex (structured) values. They are also called Type SC
(simple names, complex values) nominative data, or nomina-
tive data of the type TNDSC [15]. They have hierarchical
structure and can be considered as labeled oriented trees with
arcs labeled with names.

The set of nominative data over a given set of (simple/basic)
names V and set of atomic (basic) values A is denoted as
ND(V,A) and is defined as follows [15]:

ND(V,A) =
⋃

k≥0
NDk(V,A),

where

ND0(V,A) = A ∪ {∅},

NDk+1(V,A) = A ∪
(
V

n−→NDk(V,A)
)
, k ≥ 0.

where for any set X , V n−→X denotes the set of all partial
functions from V to X , the domain of which is a finite set,
and ∅ is the empty set which is considered to be the empty
nominative data and alternatively denoted as []. The elements
of V n−→X are also called nominative data with simple names
and simple values, or Type SS nominative data over a set of
names V and a set of values X .

If v1, v2, . . . , vn ∈ V are pairwise different (simple) names,
and a1, a2, . . . , an are elements of ND(V,A), then [v1 7→
d1, v2 7→ d2, . . . , vn 7→ dn] denotes the unique nominative
data d ∈ ND(V,A) such that the domain of d (the set on
which d, as a function, is defined) is {v1, v2, . . . , vn} and
d(vi) = ai for i = 1, 2, . . . , n.

For example, if a, b, c are distinct names (arbitrary objects),
then [a 7→ [a 7→ 1, b 7→ []], c 7→ 2] ∈ ND({a, b, c}, {1, 2}).

The elements of A are called atomic nominative data,
while the elements of ND(V,A)\A are called non-atomic
nominative data.

The basic operations on Type SC nominative data are:
• Naming – creating a nominative data of the form [v 7→ d]

from a given nominative data d and a name v (this
is denoted as ⇒ v(d)), or a nominative data of the
form [v1 7→ [v1 7→ [v2 7→ . . . [vn 7→ d] . . . ] from
a given nominative data d and a finite sequence of names
v1, v2, . . . , vn (this is denoted as ⇒ v1v2 . . . vn(d)). For
example, if v3, v4 are different names, then
⇒ v1v2([v3 7→ 1, v4 7→ 2]) = [v1 7→ [v2 7→ [v3 7→
1, v4 7→ 2]]].

• Denaming – obtaining the value corresponding to a given
name v or a sequence of names v1, v2, . . . , vn in a given
non-atomic nominative data d (i.e. d /∈ A; if d ∈ A,
denaming is undefined on d). I.e., if d = [u1 7→ a1, u2 7→
a2, . . . , um 7→ am] and v = ui for some i, then ai is
the result of denaming the name v in d (it is denoted as
v ⇒ (d), so ui ⇒ (d) = ai; it is assumed that v ⇒ (d) is
undefined, if v is not among u1, . . . , um). For a sequence
of names v1, . . . , vn, denaming of a nominative data d
is denoted as v1v2 . . . vn ⇒a (d) and has the following
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meaning: v1v2 . . . vn ⇒a (d) = vn ⇒ (. . . (v2 ⇒
(v1 ⇒ (d)) . . . ), (it is assumed that v1v2 . . . vn ⇒a (d)
is undefined, if vk ⇒ (. . . (v2 ⇒ (v1 ⇒ (d)) . . . ) is
undefined for some k ≤ n). For example, if u,w are
different names, then
v ⇒ ([v 7→ [w 7→ 1], w 7→ 2]) = [w 7→ 1],
vw ⇒a ([v 7→ [w 7→ 1], w 7→ 2]) = 1,
u ⇒ ([w 7→ 1]) is undefined.

• (Global) overlapping is an operation with two arguments
– non-atomic nominative data d1, d2 which means joining
d1 and d2 and resolving name conflicts in the favor of
the second argument d2. It is denoted as d1∇d2 or as
d1∇ad2. So, if d1 = [u1 7→ a1, . . . , un 7→ an] and d2 =
[v1 7→ b1, . . . , vm 7→ bm] and uj1 , uj2 , . . . , ujk is the
list of all elements of the set {u1, . . . , un}\{v1, . . . , vm},
then d1∇d2 = [uj1 7→ aj1 , . . . , ujk 7→ ajk , v1 7→
b1, . . . , vm 7→ bm]. For example, if v1, v2, v3, v4 are
pairwise different names, then
[v1 7→ 1, v2 7→ 2]∇[v2 7→ 3, v4 7→ 4] = [v1 7→ 1, v2 7→
3, v4 7→ 4],

• Local overlapping is an operation with two arguments –
nominative data d1, d2 and a name parameter u, which
means the global overlapping of d1 and ⇒ u(d2). It
is denoted as d1∇u

ad2, so d1∇u
ad2 = d1∇[u 7→ d2].

For example, if v1, v2, v3, v4 are names and v1, v2 are
different, then
[v1 7→ 1]∇v2v3

a [v4 7→ 2] = [v1 7→ 1, v2 7→ [v3 7→ [v4 7→
2]]].

The set ND(V,A) together with the operations of naming,
denaming, and local overlapping is called the algebra of
nominative data of the type TNDSC [15, Definition 5].

II. DEFINITION OF NOMINATIVE DATA IN MIZAR

We implemented our library in the form of a Mizar paper
entitled NOMIN_1.MIZ [39], in which we formalized the
carrier set and the operations of the algebra of nominative
data of the type TNDSC .

Below we describe the main definitions and results available
in this Mizar paper. Because of space limitations we omit the
text of full formal proofs of the theorems and correctness
conditions of definitions stated below and certain technical
lemmas that are used only in these proofs, but note that these
formal proofs were checked for correctness with the help of
the Mizar system.5

We formally defined a nominative set (NominativeSet) over
an arbitrary set of names V and an arbitrary set of atomic
values A as a partial function (PartFunc [41]) from V to A
as follows:

definition
let V,A be set;
mode NominativeSet of V,A is PartFunc of V,A;

end;

5The details on syntax and semantics of the Mizar language can be found
in [40].

We defined the notion of a Type SS nominative data
(TypeSSNominativeData) as a nominative set with the finite
graph:

registration
let V,A be set;
cluster finite for NominativeSet of V,A;

end;

definition
let V,A be set;
mode TypeSSNominativeData of V,A

is finite NominativeSet of V,A;
end;

We defined the set NDSS(V,A) of all Type SS nominative
data as follows:

definition
let V,A be set;
func NDSS(V,A) -> set equals
the set of all D
where D is TypeSSNominativeData of V,A;

end;

and proved that it is nonempty for all sets V and A:

registration
let V,A be set;
cluster NDSS(V,A) -> non empty;
end;

The following definitions introduce the notion of a type
SC nominative (TypeSCNominativeData), including nonatomic
nominative data (NonatomicND).

definition
let V,A be set;
let S be FinSequence;
pred S IsNDRankSeq V,A means
S.1 = NDSS(V,A) &
for n being Nat st n in dom S & n+1 in dom S
holds S.(n+1) = NDSS(V,A \/ S.n);

end;

definition
let V,A be set;
mode NonatomicND of V,A -> Function means
ex S being FinSequence st S IsNDRankSeq V,A &
it in Union S;

end;

definition
let V,A be set;
mode TypeSCNominativeData of V,A -> set means
it in A or it is NonatomicND of V,A;
end;

definition
let V,A be set;
let D be TypeSCNominativeData of V,A;
attr D is atomicND means
D in A;
attr D is non-atomicND means
D is NonatomicND of V,A;
end;

registration
let V be set; let A be non empty set;
cluster atomicND
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for TypeSCNominativeData of V,A;
end;

registration
let V,A be set;
cluster non-atomicND
for TypeSCNominativeData of V,A;

end;

where FinSequence denotes a finite sequence [42], . (dot)
denotes a function application [43], dom is the domain of the
function [44], and Union denotes the union of the codomain
of the function [45].

Then, we proved several theorems suitable for defining new
IsNDRankSeq sequences:

theorem
for S being FinSequence st S IsNDRankSeq V,A
for n being Nat st n in dom S holds
S|n IsNDRankSeq V,A;

theorem
for S being FinSequence st S IsNDRankSeq V,A
holds
S ^ <*NDSS(V,A\/S.len S)*> IsNDRankSeq V,A;

theorem
for F being FinSequence st F IsNDRankSeq V,A
ex S being FinSequence st len S = 1 + len F
& S IsNDRankSeq V,A &
for n being Nat st n in dom S holds
S.n = NDSS(V,A \/ (<*A*>^F).n);

and two simple examples of such sequences:

theorem
<*NDSS(V,A)*> IsNDRankSeq V,A;

theorem
<*NDSS(V,A),NDSS(V,A \/ NDSS(V,A))*>
IsNDRankSeq V,A;

where len is the length of the finite sequence [42], <* *>
constructs finite sequences [42], ˆ denotes the concatenation of
two finite sequences [42], and | is the restriction of a function
to a set [44].

Below we state several examples of the sets and types of
nominative data introduced above:

theorem
v in V & a in A implies v.-->a in NDSS(V,A);

theorem
v in V & a in A implies
v.-->a is NonatomicND of V,A;

theorem
v in V & v1 in V & a1 in A implies
v.-->(v1.-->a1) in NDSS(V,A \/ NDSS(V,A));

theorem
v in V & v1 in V & a1 in A implies
v.-->(v1.-->a1) is NonatomicND of V,A;

theorem
v in V & v1 in V & a in A & a1 in A implies
(v,v1)-->(a,a1) in NDSS(V,A);

theorem
v in V & v1 in V & a in A & a1 in A implies

(v,v1)-->(a,a1) is NonatomicND of V,A;

where v, v1, a, a1 are arbitrary objects, v.-->a is
a one element function {[v, a]} [46], and (u,v)-->(a,b)
is a two element function {[u, a], [v, b]} [47].

III. OPERATIONS ON NOMINATIVE DATA

We defined the denaming operation on nonatomic nomina-
tive data of Type SC for a single name (v ⇒ (d)) as follows:

definition
let V,A be set
let v be object;
let D be NonatomicND of V,A
such that v in dom D;
func denaming(v,D) ->

TypeSCNominativeData of V,A equals
D.v;

end;

We defined the naming operation on nonatomic nominative
data of Type SC for a single name (⇒ v(d)) as follows:

definition
let V,A be set;
let v,D be object;
assume D is TypeSCNominativeData of V,A;
assume v in V;
func naming(V,A,v,D) -> NonatomicND of V,A
equals

v .--> D;
end;

We defined the naming operation on nonatomic nominative
data of Type SC for a sequence of names (⇒ v1v2 . . . vn(d))
as follows:

definition
let V,A be set;
let a be object;
let f be V-valued FinSequence;
assume len f > 0;
func namingSeq(V,A,f,a) -> FinSequence means
len it = len f &
t.1 = naming(V,A,f.len f,a) &
for n being Nat st 1 <= n < len it holds
it.(n+1) = naming(V,A,f.(len f-n),it.n);

end;

definition
let V,A be set;
let f be V-valued FinSequence;
let a be object;
func naming(V,A,f,a) -> set equals
namingSeq(V,A,f,a).len(namingSeq(V,A,f,a));

end;

where V-valued states that the range of a relation is included
in V [44].

Below we state several basic properties of the introduced
operations:

theorem
for f being V-valued FinSequence holds
1 <= n <= len f implies
namingSeq(V,A,f,a).n is NonatomicND of V,A;

theorem
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for f being V-valued FinSequence st len f > 0
holds naming(V,A,f,a) is NonatomicND of V,A;

theorem
for V being non empty set
for v being Element of V holds
naming(V,A,<*v*>,a) = naming(V,A,v,a);

theorem
for V being non empty set
for v1,v2 being Element of V st
for D being TypeSCNominativeData of V,A
holds
naming(V,A,<*v1,v2*>,D) = v1.-->(v2.-->D);

The following theorem shows that denaming applied to the
result of naming applied to a data d results in d, if denaming
and naming concern the same name v:

theorem
for D being TypeSCNominativeData of V,A holds
v in V implies
denaming(v,naming(V,A,v,D)) = D;

The following theorem states an identity for naming applied
to the result of denaming:

theorem
v in dom D implies
naming(V,A,v,denaming(v,D)) = v .--> D.v;

We defined the global overlapping on nominative data of
Type SC as follows:

definition
let V,A be set;
let d1,d2 be object such that
d1 is TypeSCNominativeData of V,A and
d2 is TypeSCNominativeData of V,A;
func global_overlapping(V,A,d1,d2)

-> TypeSCNominativeData of V,A means
ex f1,f2 being Function st f1 = d1 & f2 = d2
& it = f2 \/ (f1|(dom(f1)\dom(f2)))
if not d1 in A & not d2 in A
otherwise
it = the TypeSCNominativeData of V,A;

end;

We defined the local overlapping with single name param-
eter v on nominative data of Type SC as follows:

definition
let V,A be set;
let d1,d2,v be object;
func local_overlapping(V,A,d1,d2,v)

-> TypeSCNominativeData of V,A equals
global_overlapping(V,A,d1,naming(V,A,v,d2));

end;

Below we state several basic properties of the global over-
lapping:

theorem
for d1,d2 being NonatomicND of V,A
st not d1 in A & not d2 in A holds
global_overlapping(V,A,d1,d2)
= d2 \/ (d1|(dom(d1)\dom(d2)));

theorem
for d1,d2 being NonatomicND of V,A

st not d1 in A & not d2 in A
& dom d1 c= dom d2

holds global_overlapping(V,A,d1,d2) = d2;

theorem
v in V &
not v.-->a1 in A & not v.-->a2 in A &
a1 is TypeSCNominativeData of V,A &
a2 is TypeSCNominativeData of V,A
implies

global_overlapping(V,A,v.-->a1,v.-->a2)
= v.-->a2;

Below we introduce the set ND(V,A) of all nominative
data of Type SC over a set of names V and a set of values A.
This is the carrier of the algebra of nominative data.

definition
let V,A be set;
func ND(V,A) -> set equals
the set of all D
where D is TypeSCNominativeData of V,A;

end;

registration
let V,A be set;
cluster ND(V,A) -> non empty;
end;

ND(V,A) can be also expressed as the union of the range
of the function FNDSC(V,A) defined as:

definition
let V,A be set;
func FNDSC(V,A) -> Function means
dom it = NAT & it.0 = A &
for n being Nat holds
it.(n+1) = NDSS(V,A \/ it.n);

end;

Finally, we defined the operations of the algebra of nomi-
native data as functions on ND(V,A) as follows:

definition
let V,A be set;
let v be object;
func denaming(V,A,v)
-> PartFunc of ND(V,A),ND(V,A) means

dom it = ND(V,A) \ A &
for D being NonatomicND of V,A st not D in A
holds it.D = denaming(v,D);

end;

definition
let V,A be set;
let v be object;
func naming(V,A,v)
-> Function of ND(V,A),ND(V,A) means

for D being TypeSCNominativeData of V,A holds
it.D = naming(V,A,v,D);

end;

definition
let V,A be set;
let v be object;
func local_overlapping(V,A,v)
-> PartFunc of [:ND(V,A),ND(V,A):],ND(V,A)
means
dom it = [: ND(V,A) \ A , ND(V,A) \ A :] &
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for d1,d2 being NonatomicND of V,A
st not d1 in A & not d2 in A holds
it. [d1,d2] = local_overlapping(V,A,d1,d2,v);

end;

where [:A,B:] is the Cartesian product of sets A and B [48].

IV. CONCLUSION

We have proposed a library of Mizar definitions of the
carrier set and the operations of the algebra of nominative data
of the type TNDSC (nominative data with simple names and
complex values) which are essentially partial variable assign-
ments that allow arbitrarily deep nesting. We have also formal-
ized theorems that describe basic properties of nominative data
and operations on them in Mizar. The obtained results can be
useful for formalizing semantics of programs that operate in
real time environment and/or process complex data structures
and for reasoning about the behavior of such programs. We
plan to formalize an extension of the Floyd-Hoare logic [10]
in Mizar that allows reasoning about programs by taking
advantage of the formalized notion of a nominative data in
further papers. We plan to continue the work described in
this paper as follows: 1) To introduce notions of predicates
and functions on nominative data in Mizar – predicates on
nominative data will be used to represent the semantics of
pre- and postconditions and functions on nominative data
can serve as semantic models of programs. 2) To define
operations on partial functions and predicates on nominative
data which represent semantics of common programming
language constructs such as sequential execution, branching,
cycle, etc. Sets of predicates and functions on nominative data
together with such operations form a program algebra. 3) To
define a special Floyd-Hoare composition using the introduced
notions of predicates and functions (programs) on nominative
data. 4) To formulate inference rules for the Floyd-Hoare
logic for programs on nominative data with partial pre- and
postconditions and prove soundness of this inference system
in Mizar.
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[18] G. Bancerek, C. Byliński, A. Grabowski, A. Korniłowicz, R. Ma-
tuszewski, A. Naumowicz, K. Pa̧k, and J. Urban, “Mizar: State-of-the-art
and beyond,” ser. Lecture Notes in Computer Science. Springer, 2015,
vol. 9150, pp. 261–279.

[19] A. Naumowicz, “Interfacing external CA systems for Gröbner bases
computation in Mizar proof checking,” International Journal of
Computer Mathematics, vol. 87, no. 1, pp. 1–11, January 2010.
[Online]. Available: http://dx.doi.org/10.1080/00207160701864459

[20] ——, “SAT-enhanced Mizar proof checking,” in Intelligent Computer
Mathematics – International Conference, CICM 2014, Coimbra,
Portugal, July 7–11, 2014. Proceedings, ser. Lecture Notes in Computer
Science, S. M. Watt, J. H. Davenport, A. P. Sexton, P. Sojka, and
J. Urban, Eds., vol. 8543. Springer, 2014, pp. 449–452. [Online].
Available: http://dx.doi.org/10.1007/978-3-319-08434-3_37

[21] ——, “Automating Boolean set operations in Mizar proof checking
with the aid of an external SAT solver,” Journal of Automated
Reasoning, vol. 55, no. 3, pp. 285–294, October 2015. [Online].
Available: http://dx.doi.org/10.1007/s10817-015-9332-6

[22] A. Korniłowicz, “On rewriting rules in Mizar,” Journal of Automated
Reasoning, vol. 50, no. 2, pp. 203–210, February 2013. [Online].
Available: http://dx.doi.org/10.1007/s10817-012-9261-6

[23] ——, “Flexary connectives in Mizar,” Computer Languages, Systems &
Structures, vol. 44, pp. 238–250, December 2015. [Online]. Available:
http://dx.doi.org/10.1016/j.cl.2015.07.002

[24] ——, “Definitional expansions in Mizar,” Journal of Automated
Reasoning, vol. 55, no. 3, pp. 257–268, October 2015. [Online].
Available: http://dx.doi.org/10.1007/s10817-015-9331-7

[25] G. Nelson and D. C. Oppen, “Fast decision procedures based on
congruence closure,” J. ACM, vol. 27, pp. 356–364, April 1980.
[Online]. Available: http://doi.acm.org/10.1145/322186.322198

[26] A. Grabowski, A. Korniłowicz, and C. Schwarzweller, “Equality in
computer proof-assistants,” in Proceedings of the 2015 Federated
Conference on Computer Science and Information Systems, ser. Annals
of Computer Science and Information Systems, M. Ganzha, L. A.
Maciaszek, and M. Paprzycki, Eds., vol. 5. IEEE, 2015, pp. 45–54.
[Online]. Available: http://dx.doi.org/10.15439/2015F229
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Abstract—In this paper we present the methodology of imple-
menting a new enhancement of the Mizar proof checker based on
enabling special processing of Euclidean predicates, i.e. binary
predicates which fulfill a specific variant of transitivity postulated
by Euclid. Typically, every proof step in formal mathematical
reasoning is associated with a formula to be proved and a list
of references used to justify the formula. With the proposed
enhancement, the Euclidean property of given relations can be
registered during their definition, and so the verification of some
proof steps related to these relations can be automated to avoid
explicit referencing.

I. INTRODUCTION

THE Mizar system [1], [2], [3] is a computer proof-
assistant system used for encoding formal mathematical

data (definitions and theorems) and verifying mathematical
proofs. The system comprises a dedicated formal computer
language – the Mizar language, a collection of command-line
tools including the VERIFIER and a repository of formal texts
– Mizar Mathematical Library (MML) that have been written
in the Mizar language and machine-verified for their logical
correctness by the VERIFIER.

The Mizar language preserves many features of natu-
ral language mathematical writing. It is designed to write
declarative-style documents both readable for humans and
effectively processed by computers.1 The feature-rich language
enables producing rigorous and semantically unambiguous
texts. Apart from rules for writing traditional mathematical
items (e.g. definitions, lemmas, theorems, proof steps, etc.)
it also provides syntactic constructions to launch specialized
algorithms for processing particular mechanisms (e.g. term
identifications, term reductions [7], flexary connectives [8])
increasing computational power of VERIFIER (e.g. equational
calculus [9], [10]). There have also been experiments on using
specialized external systems to increase computational power
of the Mizar system in selected domains [11], [12], [13].

Mizar allows registering various properties of predicates
and functors [14] when defining new notions. Let us briefly
recall that the set of currently implemented properties in-
cludes involutiveness and projectivity for unary
operations, as well as commutativity and idempotence
for binary operations. As far as binary predicates are con-
cerned, which is directly related to the topic of this pa-
per, the current version of the Mizar system supports reg-
istering reflexivity, irreflexivity, symmetry,
asymmetry and connectedness. The transitivity

1The legibility of proofs is a subject of ongoing research [4], [5], [6].

property has been analyzed and implemented most recently
[15].

Table I presents how many registrations of predicate prop-
erties are used in the MML. The data has been collected
with Mizar Version 8.1.05 working with the MML Version
5.37.1275.2

Property Occurrences Articles
reflexivity 138 91

irreflexivity 11 10
symmetry 122 82
asymmetry 6 6

connectedness 4 4
total 281 119

Table I
PREDICATE PROPERTIES OCCURRENCES

On the other hand, Table II shows the impact of registering
predicate properties for proofs stored in the library as the
number of errors occurring after removing registrations of the
properties from texts, and the numbers of articles with such
errors.

Property Errors Affected articles
reflexivity 356 44

irreflexivity 9 2
symmetry 498 47
asymmetry 6 4

connectedness 65 4
total 934 73

Table II
PREDICATE PROPERTIES IMPACT

In this paper we propose strengthening the Mizar system
by implementing the representation of two new properties –
rightEuclidean and leftEuclidean.3 The properties
are described in Section II. In Section III we present some
examples of Euclidean properties found in the current MML.
In Section IV we indicate several directions of further devel-
opment of processing properties in Mizar.

II. THE EUCLIDEAN PROPERTY

An example of a property which does not have its corre-
sponding representation in Mizar yet is the Euclidean property.

2Computations were carried out at the Computer Center of University of
Białystok http://uco.uwb.edu.pl

3An experimental version of the VERIFIER executable file for the Linux
platform implementing the new features as well as other supplementary
resources required for it to work with the current MML are available at
http://alioth.uwb.edu.pl/~artur/euclidean/euclidean_ver.zip.
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This property appears, most notably, in the set of axiomatic
statements given at the start of Book I of Euclid’s The
Elements [16] as Common Notion 1, which states that: Things
which are equal to the same thing are also equal to each
other. 4 Formally speaking, a binary relation R on a set X is
Euclidean (sometimes called right Euclidean) if it satisfies the
following condition: ∀a, b, c ∈ X (aR b ∧ aR c → bR c).

Dually, a relation R on X may be called left Euclidean if
∀a, b, c ∈ X (bR a ∧ cR a → bR c).

The property of being Euclidean is a variant of transitivity,
but the properties are indeed different. A transitive relation
is Euclidean only if it is also symmetric. Only a symmetric
Euclidean relation is transitive. A relation which is both
Euclidean and reflexive is also symmetric and therefore it is
an equivalence relation.

In the sequel we describe an enhancement of the Mizar sys-
tem supporting automatic processing of Euclidean predicates.
The automation involves specific computations performed dur-
ing the verification process.5

To enable such an automation, when a new predicate is
being defined, if it is Euclidean, it should be declared as such.
The declaration is placed within a definitional block with the
following Mizar syntax for right Euclidean:

definition
let x1 be θ1, x2 be θ2, . . . , xn be θn, y1, y2 be θn+1;
pred π(y1, y2) means :ident:
Φ(x1, x2, . . . , xn, y1, y2);

rightEuclidean
proof
thus for a, b, c being θn+1

st Φ(x1, x2, . . . , xn, a, b) & Φ(x1, x2, . . . , xn, a, c)
holds Φ(x1, x2, . . . , xn, b, c);

end;
end;

and left Euclidean, respectively:

definition
let x1 be θ1, x2 be θ2, . . . , xn be θn, y1, y2 be θn+1;
pred π(y1, y2) means :ident:
Φ(x1, x2, . . . , xn, y1, y2);

leftEuclidean
proof
thus for a, b, c being θn+1

st Φ(x1, x2, . . . , xn, b, a) & Φ(x1, x2, . . . , xn, c, a)
holds Φ(x1, x2, . . . , xn, b, c);

end;
end;

The statements of the formulas of correctness proofs shown
in both the above definitions must be proved according to
a special formula expressing the corresponding property of
the defined predicate. For example, having such a definition,
whenever VERIFIER meets a conjunction of formulas π(a, b)
and π(a, c) within an inference, and the predicate π is known
to be right Euclidean, then the set of premises in the inference
is enlarged by the automatically generated formula π(b, c),
which may help to justify the proof step.

4https://proofwiki.org/wiki/Axiom:Euclid%27s_Common_Notions
5Other such automations are, for example, processing of adjectives [17]

and definitional expansions [18].

It should be noted that the form of definitions and a corre-
sponding correctness proof can in general be more complicated
when the definition has several cases. Below is a formal repre-
sentation of the correctness proof structure in the case of a def-
inition with three explicit cases (Γ1(x1, x2, . . . , xn, y1, y2),
Γ2(x1, x2, . . . , xn, y1, y2) and Γ3(x1, x2, . . . , xn, y1, y2)) as
well as the default case (introduced by otherwise):

definition
let x1 be θ1, x2 be θ2, . . . , xn be θn, y1, y2 be θn+1;
pred π(y1, y2) means :ident:
Φ1(x1, x2, . . . , xn, y1, y2) if Γ1(x1, x2, . . . , xn, y1, y2),
Φ2(x1, x2, . . . , xn, y1, y2) if Γ2(x1, x2, . . . , xn, y1, y2),
Φ3(x1, x2, . . . , xn, y1, y2) if Γ3(x1, x2, . . . , xn, y1, y2)
otherwise Φn(x1, x2, . . . , xn, y1, y2);

consistency;
rightEuclidean
proof
thus for a, b, c being θn+1 st
(
(Γ1(x1, x2, . . . , xn, a, b) implies Φ1(x1, x2, . . . , xn, a, b)) &
(Γ2(x1, x2, . . . , xn, a, b) implies Φ2(x1, x2, . . . , xn, a, b)) &
(Γ3(x1, x2, . . . , xn, a, b) implies Φ3(x1, x2, . . . , xn, a, b)) &
(not Γ1(x1, x2, . . . , xn, a, b) &
not Γ2(x1, x2, . . . , xn, a, b) &
not Γ3(x1, x2, . . . , xn, a, b) implies

Φn(x1, x2, . . . , xn, a, b)) &
(Γ1(x1, x2, . . . , xn, a, c) implies Φ1(x1, x2, . . . , xn, a, c)) &
(Γ2(x1, x2, . . . , xn, a, c) implies Φ2(x1, x2, . . . , xn, a, c)) &
(Γ3(x1, x2, . . . , xn, a, c) implies Φ3(x1, x2, . . . , xn, a, c)) &
(not Γ1(x1, x2, . . . , xn, a, c) &
not Γ2(x1, x2, . . . , xn, a, c) &
not Γ3(x1, x2, . . . , xn, a, c) implies

Φn(x1, x2, . . . , xn, a, c))
) holds
(
(Γ1(x1, x2, . . . , xn, b, c) implies Φ1(x1, x2, . . . , xn, b, c)) &
(Γ2(x1, x2, . . . , xn, b, c) implies Φ2(x1, x2, . . . , xn, b, c)) &
(Γ3(x1, x2, . . . , xn, b, c) implies Φ3(x1, x2, . . . , xn, b, c)) &
(not Γ1(x1, x2, . . . , xn, b, c) &
not Γ2(x1, x2, . . . , xn, b, c) &
not Γ3(x1, x2, . . . , xn, b, c) implies

Φn(x1, x2, . . . , xn, b, c))
);

end;
end;

The proof for a left Euclidean predicate with an analogous
set of conditions would look like this:

definition
let x1 be θ1, x2 be θ2, . . . , xn be θn, y1, y2 be θn+1;
pred π(y1, y2) means :ident:
Φ1(x1, x2, . . . , xn, y1, y2) if Γ1(x1, x2, . . . , xn, y1, y2),
Φ2(x1, x2, . . . , xn, y1, y2) if Γ2(x1, x2, . . . , xn, y1, y2),
Φ3(x1, x2, . . . , xn, y1, y2) if Γ3(x1, x2, . . . , xn, y1, y2)
otherwise Φn(x1, x2, . . . , xn, y1, y2);

consistency;
leftEuclidean
proof
thus for a, b, c being θn+1 st
(
(Γ1(x1, x2, . . . , xn, b, a) implies Φ1(x1, x2, . . . , xn, b, a)) &
(Γ2(x1, x2, . . . , xn, b, a) implies Φ2(x1, x2, . . . , xn, b, a)) &
(Γ3(x1, x2, . . . , xn, b, a) implies Φ3(x1, x2, . . . , xn, b, a)) &
(not Γ1(x1, x2, . . . , xn, b, a) &
not Γ2(x1, x2, . . . , xn, b, a) &
not Γ3(x1, x2, . . . , xn, b, a) implies

Φn(x1, x2, . . . , xn, b, a)) &
(Γ1(x1, x2, . . . , xn, c, a) implies Φ1(x1, x2, . . . , xn, c, a)) &
(Γ2(x1, x2, . . . , xn, c, a) implies Φ2(x1, x2, . . . , xn, c, a)) &
(Γ3(x1, x2, . . . , xn, c, a) implies Φ3(x1, x2, . . . , xn, c, a)) &

246 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



(not Γ1(x1, x2, . . . , xn, c, a) &
not Γ2(x1, x2, . . . , xn, c, a) &
not Γ3(x1, x2, . . . , xn, c, a) implies

Φn(x1, x2, . . . , xn, c, a))
) holds
(
(Γ1(x1, x2, . . . , xn, b, c) implies Φ1(x1, x2, . . . , xn, b, c)) &
(Γ2(x1, x2, . . . , xn, b, c) implies Φ2(x1, x2, . . . , xn, b, c)) &
(Γ3(x1, x2, . . . , xn, b, c) implies Φ3(x1, x2, . . . , xn, b, c)) &
(not Γ1(x1, x2, . . . , xn, b, c) &
not Γ2(x1, x2, . . . , xn, b, c) &
not Γ3(x1, x2, . . . , xn, b, c) implies

Φn(x1, x2, . . . , xn, b, c))
);

end;
end;

III. EXAMPLES

To search for examples of predicates that fulfill the Eu-
clidean properties one needs to use a parser capable of process-
ing MML articles. For example, there is a free customizable
parser6 [19] implemented using the popular open-source GNU
parser generator suite: flex and bison that gets in line with
the free license on which the Mizar Mathematical Library is
distributed [20]. It should be noted that the parser works with
the “Weakly Strict Mizar” (WS-Mizar) representation of Mizar
texts. With the current Mizar system one can generate a WS-
Mizar document from a Mizar article using the wsmparser
tool. Customized parsing actions allow filtering out theorems
stated as implications resembling the Euclidean conditions,
i.e. in which the antecedent contains a conjunction of two
instances of predicative formulas and the consequent is also
the same predicate (with appropriately instantiated variables).
As a result, such theorems could be eliminated from the MML
in order to avoid redundancy [21].

Our first example of a definition which naturally possesses
the Euclidean property comes from a Mizar article about
Tarski’s classes and ranks [22].

definition
let F,G be Relation;
pred F,G are_fiberwise_equipotent means
for x being object holds
card Coim(F,x) = card Coim(G,x);
reflexivity;
symmetry;

end;

It should be noted that the properties of reflexivity
and symmetry have already been identified and proved for
this definition.

The Euclidean property of this definition is expressed as
theorem CLASSES1:76:

theorem
for F,G,H being Function
st F,G are_fiberwise_equipotent &
F,H are_fiberwise_equipotent holds
G,H are_fiberwise_equipotent

6It can be downloaded from a dedicated Git repository https://github.com/
MizarProject/wsm-tools. The distribution includes a simple Makefile for use
with GNU make, which contains instructions to generate both the lexer
and parser source code and build an executable called wsm-parser with
customized syntactic actions.

The above theorem is quite popular (in total it is referenced
54 times in 12 various Mizar articles). In order to be possibly
as general as in the original definition, i.e. the equipotence
should be provable for arbitrary relations. This theorem can
obviously be generated without any problems to this form:

theorem
for F,G,H being Relation
st F,G are_fiberwise_equipotent &
F,H are_fiberwise_equipotent holds
G,H are_fiberwise_equipotent

Another example of a theorem stating the right Euclidean
property for a binary predicate is located in an article about
midpoint algebras, in particular its theorem MIDSP_1:21
[23]:

theorem Th21:
p ## q & p ## r implies q ## r

This theorem does not have any references in the library
yet.

Another example comes from a Mizar article devoted to
parallelity spaces [24].

definition
let PS be non empty ParStr;
let a,b,c,d be Element of PS;
pred a,b '||' c,d means
[[a,b],[c,d]] in the CONGR of PS;

end;

Defining a new shortcut type for nonempty parallelity spaces
and reserving the type for free variables including a, b, c and
d to be used in the sequel

definition
mode ParSp is ParSp-like non empty ParStr;

end;

reserve PS for ParSp,
a,b,c,d for Element of PS;

the article provides the following theorem PARSP_1:35:

theorem Th35:
a,b '||' a,c & a,b '||' a,d implies
a,b '||' c,d

This theorem is referenced twice, only in the article intro-
ducing the notion. The above example is particularly inter-
esting, because it shows that the Euclidean property can also
be interpreted for predicates with more than two parameters.
Namely, in this case the '||' predicate has four nominal
arguments, but if we fix the first pair and consider only the
last two, then the theorem clearly states a variant of the right
Euclidean property.

IV. CONCLUSIONS AND FURTHER WORK

This work falls under the continuous development of the
Mizar system aimed at a still better representation of mathe-
matical concepts taken for granted by working mathematicians
in their writings. Following the addition of some automation
for such commonly used relation properties like reflexivity,
irreflexivity, symmetry, asymmetry, antisymmetry and most

ADAM NAUMOWICZ, ARTUR KORNILOWICZ: INTRODUCING EUCLIDEAN RELATIONS TO MIZAR 247



recently transitivity, we report on the experiment of imple-
menting the left- and right- Euclidean properties. The number
of Euclidean predicates detected in the current Mizar library
is not big, but enriching the set of properties automatically
processed by the VERIFIER is potentially useful for developing
further formalizations in a more natural way without explicit
references to theorems stating ‘naturally obvious’ properties.
The availability of various properties might in future result
in devising ways of handling collections of properties which
often go together, e.g. the equivalence relation being a con-
junction of three properties.

Another direction of future development might be connected
with the extension of predicate properties for the ones which
are not necessarily binary, but can be treated as such if we fix
the values of their arguments. In general, properties known
for binary predicates, can be introduced for n-ary predicates,
where 2 ≤ n, with n− 2 fixed arguments.
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Abstract—The height of a rational number p
q is denoted

by h
(

p
q

)
and equals max(|p|, |q|) provided p

q is written in
lowest terms. The height of a rational tuple (x1, . . . , xn) is
denoted by h(x1, . . . , xn) and equals max(h(x1), . . . , h(xn)). Let
Gn = {xi + 1 = xk : i, k ∈ {1, . . . , n}} ∪ {xi · x j = xk : i, j, k ∈ {1, . . . , n}}.
Let f (1) = 1, and let f (n + 1) = 22 f (n)

for every positive integer n.
We conjecture: (1) if a system S ⊆ Gn has only finitely many
solutions in rationals x1, . . . , xn, then each such solution

(x1, . . . , xn) satisfies h(x1, . . . , xn) 6
{

1 (if n = 1)
22n−2

(if n > 2)
;

(2) if a system S ⊆ Gn has only finitely many solutions in
non-negative rationals x1, . . . , xn, then each such solution
(x1, . . . , xn) satisfies h(x1, . . . , xn) 6 f (2n). We prove: (1) both
conjectures imply that there exists an algorithm which takes
as input a Diophantine equation, returns an integer, and this
integer is greater than the heights of rational solutions, if
the solution set is finite; (2) both conjectures imply that the
question whether or not a given Diophantine equation has only
finitely many rational solutions is decidable by a single query
to an oracle that decides whether or not a given Diophantine
equation has a rational solution.

Index Terms—Diophantine equation which has only finitely
many rational solutions, Hilbert’s Tenth Problem for Q, relative
decidability, upper bound on the heights of rational solutions.

I. Introduction

THE height of a rational number p
q is denoted by h

(
p
q

)

and equals max(|p|, |q|) provided p
q is written in lowest

terms. The height of a rational tuple (x1, . . . , xn) is denoted by
h(x1, . . . , xn) and equals max(h(x1), . . . , h(xn)). We attempt to
formulate a conjecture which implies a positive answer to the
following open problem:

Is there an algorithm which takes as input a Diophantine
equation, returns an integer, and this integer is greater than
the heights of rational solutions, if the solution set is finite?

II. Conjecture 1 and its equivalent form

Observation 1. Only x1 = 0 and x1 = 1 solve the equation
x1 · x1 = x1 in integers (rationals, real numbers, complex num-

bers). For each integer n > 2, the following system


x1 · x1 = x1
x1 + 1 = x2
x1 · x2 = x2

∀i ∈ {2, . . . , n − 1} xi · xi = xi+1 (if n > 3)

has exactly one integer (rational, real, complex) solution,
namely

(
1, 2, 4, 16, 256, . . . , 22n−3

, 22n−2
)
.

Let
Gn = {xi + 1 = xk : i, k ∈ {1, . . . , n}}∪
{xi · x j = xk : i, j, k ∈ {1, . . . , n}}

Conjecture 1. If a system S ⊆ Gn has only finitely many
solutions in rationals x1, . . . , xn, then each such solution
(x1, . . . , xn) satisfies

h(x1, . . . , xn) 6


1 (if n = 1)

22n−2
(if n > 2)

Observation 1 implies that the bound


1 (if n = 1)

22n−2
(if n > 2)

cannot be decreased.

Conjecture 1 is equivalent to the following conjecture on
rational arithmetic: if rational numbers x1, . . . , xn satisfy

h(x1, . . . , xn) >


1 (if n = 1)

22n−2
(if n > 2)

then there exist rational numbers y1, . . . , yn such that

h(x1, . . . , xn) < h(y1, . . . , yn)

and for every i, j, k ∈ {1, . . . , n}
(xi + 1 = xk =⇒ yi + 1 = yk) ∧ (xi · x j = xk =⇒ yi · y j = yk)

Theorem 1. Conjecture 1 is true if and only if the execution
of Flowchart 1 prints infinitely many numbers.
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Start

i := 2
i := i + 1

Does the number of prime
factors of i is divisible by 3?

Compute prime numbers A1, B1,C1, · · · , An, Bn,Cn
and positive integers a1, b1, c1, · · · , an, bn, cn
such that i = Aa1

1 Bb1
1 Cc1

1 · · · A
an
n Bbn

n Ccn
n

and A1 < B1 < C1 < · · · < An < Bn < Cn

X :=
[
(−1)a1 · b1 − 1

c1
, · · · , (−1)an · bn − 1

cn

]

Is h(X) >


1 if n = 1

22n−2
if n > 2

?

j := 2

j := j + 1

Does the number of prime
factors of j equal 3n?

Compute prime numbers S 1,T1,W1, · · · , S n,Tn,Wn
and positive integers s1, t1,w1, · · · , sn, tn,wn
such that j = S s1

1 Tt1
1 Ww1

1 · · · S sn
n Ttn

n Wwn
n

and S 1 < T1 < W1 < · · · < S n < Tn < Wn

Y :=
[
(−1)s1 · t1 − 1

w1
, · · · , (−1)sn · tn − 1

wn

]

Is h(Y) > h(X)?

Is ∀p, q, r ∈ {1, · · · , n}((
X

[
p
]
+ 1 = X [r]⇒ Y

[
p
]
+ 1 = Y [r]

)∧
(
X

[
p
] · X [

q
]
= X [r]⇒ Y

[
p
] · Y [

q
]
= Y [r]

))
?

Print i

Yes

No

Yes

No

Yes

No

Yes

No

YesNo

Flowchart 1: An infinite-time computation which
decides whether or not Conjecture 1 is true

Proof. Let Γ3 denote the set of all integers i > 2 whose number
of prime factors is divisible by 3. The claimed equivalence
is true because the algorithm from Flowchart 1 applies a

surjective function η : Γ3 →
∞⋃

n=1
Qn. �

Corollary 1. Conjecture 1 can be written in the form
∀x ∈ N ∃y ∈ N φ(x, y), where φ(x, y) is a computable predi-
cate.

III. Algebraic lemmas – part 1
Let R denote the class of all rings, and let Rng denote the

class of all rings K that extend Z. Let

En = {1 = xk : k ∈ {1, . . . , n}}∪
{xi + x j = xk : i, j, k ∈ {1, . . . , n}}∪
{xi · x j = xk : i, j, k ∈ {1, . . . , n}}

Lemma 1. ([12, p. 720]) Let D(x1, . . . , xp) ∈ Z[x1, . . . , xp].
Assume that di = deg(D, xi) > 1 for each i ∈ {1, . . . , p}. We can
compute a positive integer n > p and a system T ⊆ En which
satisfies the following three conditions:

Condition 1. If K ∈ Rng ∪ {N,N \ {0}}, then

∀x̃1, . . . , x̃p ∈ K
(
D(x̃1, . . . , x̃p) = 0⇐⇒

∃x̃p+1, . . . , x̃n ∈ K (x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T
)

Condition 2. If K ∈ Rng ∪ {N,N \ {0}}, then for each
x̃1, . . . , x̃p ∈ K with D(x̃1, . . . , x̃p) = 0, there exists a
unique tuple (x̃p+1, . . . , x̃n) ∈ Kn−p such that the tuple
(x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T .

Condition 3. If M denotes the maximum of the absolute
values of the coefficients of D(x1, . . . , xp), then

n = (M + 2)(d1 + 1) · . . . · (dp + 1) − 1

Conditions 1 and 2 imply that for each K ∈ Rng ∪ {N,N \ {0}},
the equation D(x1, . . . , xp) = 0 and the system T have the same
number of solutions in K.

Lemma 2. ([8, p. 100]) If L ∈ R∪ {N,N \ {0}} and x, y, z ∈ L,
then z(x + y − z) = 0 if and only if

(zx + 1)(zy + 1) = z2(xy + 1) + 1

Let α, β, and γ denote variables.

Lemma 3. If L ∈ R ∪ {N,N \ {0}} and x, y, z ∈ L, then
x + y = z if and only if

(zx + 1)(zy + 1) = z2(xy + 1) + 1 (1)

and

((z + 1)x + 1)((z + 1)(y + 1) + 1) = (z + 1)2(x(y + 1) + 1) + 1 (2)

We can express equations (1) and (2) as a system F such
that F involves x, y, z and 20 new variables and F consists
of equations of the forms α + 1 = γ and α · β = γ.

Proof. By Lemma 2, equation (1) is equivalent to

z(x + y − z) = 0 (3)

and equation (2) is equivalent to

(z + 1)(x + (y + 1) − (z + 1)) = 0 (4)

The conjunction of equations (3) and (4) is equivalent to
x + y = z. The new 20 variables express the following 20
polynomials:
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zx, zx + 1, zy, zy + 1, z2, xy, xy + 1,

z2(xy + 1), z2(xy + 1) + 1, z + 1, (z + 1)x,

(z + 1)x + 1, y + 1, (z + 1)(y + 1), (z + 1)(y + 1) + 1,

(z + 1)2, x(y + 1), x(y + 1) + 1,

(z + 1)2(x(y + 1) + 1), (z + 1)2(x(y + 1) + 1) + 1.
�

Lemma 4. (cf. Observation 4) Let D(x1, . . . , xp) ∈
Z[x1, . . . , xp]. Assume that deg(D, xi) > 1 for each
i ∈ {1, . . . , p}. We can compute a positive integer n > p
and a system T ⊆ Gn which satisfies the following two
conditions:

Condition 4. If K ∈ Rng ∪ {N,N \ {0}}, then

∀x̃1, . . . , x̃p ∈ K
(
D(x̃1, . . . , x̃p) = 0⇐⇒

∃x̃p+1, . . . , x̃n ∈ K (x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T
)

Condition 5. If K ∈ Rng ∪ {N,N \ {0}}, then for each
x̃1, . . . , x̃p ∈ K with D(x̃1, . . . , x̃p) = 0, there exists a
unique tuple (x̃p+1, . . . , x̃n) ∈ Kn−p such that the tuple
(x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T .

Conditions 4 and 5 imply that for each K ∈ Rng ∪ {N,N \ {0}},
the equation D(x1, . . . , xp) = 0 and the system T have the same
number of solutions in K.

Proof. Let the system T ⊆ En be given by Lemma 1. For every
L ∈ R ∪ {N,N \ {0}},

∀x ∈ L
(
x = 1⇐⇒

(
x · x = x ∧ x · (x + 1) = x + 1

))

Therefore, if there exists m ∈ {1, . . . , n} such that the equation
1 = xm belongs to T , then we introduce a new variable y and
replace in T each equation of the form 1 = xk by the equations
xk · xk = xk, xk + 1 = y, xk · y = y. Next, we apply Lemma 3 to
each equation of the form xi + x j = xk that belongs to T and
replace in T each such equation by an equivalent system of
equations of the forms α + 1 = γ and α · β = γ. �

IV. The main consequence of Conjecture 1

Theorem 2. Conjecture 1 implies that there is an algorithm
which takes as input a Diophantine equation, returns an
integer, and this integer is greater than the heights of rational
solutions, if the solution set is finite.

Proof. It follows from Lemma 4 for K = Q. The claim of
Theorem 2 also follows from Observation 4. �

Corollary 2. Conjecture 1 implies that the set of all Diophan-
tine equations which have infinitely many rational solutions is
recursively enumerable. Assuming Conjecture 1, a single query
to the halting oracle decides whether or not a given Dio-
phantine equation has infinitely many rational solutions. By
the Davis-Putnam-Robinson-Matiyasevich theorem, the same
is true for an oracle that decides whether or not a given
Diophantine equation has an integer solution.

For many Diophantine equations we know that the number
of rational solutions is finite by Faltings’ theorem. Faltings’
theorem tells that certain curves have finitely many rational
points, but no known proof gives any bound on the sizes of
the numerators and denominators of the coordinates of those
points, see [5, p. 722]. In all such cases Conjecture 1 allows us
to compute such a bound. If this bound is small enough, that
allows us to find all rational solutions by an exhaustive search.
For example, the equation x5

1 − x1 = x2
2 − x2 has only finitely

many rational solutions ([7, p. 212]). The known rational
solutions are: (−1, 0), (−1, 1), (0, 0), (0, 1), (1, 0), (1, 1), (2,−5),
(2, 6), (3,−15), (3, 16), (30,−4929), (30, 4930),

(
1
4 ,

15
32

)
,
(

1
4 ,

17
32

)
,(

− 15
16 ,− 185

1024

)
,
(
− 15

16 ,
1209
1024

)
, and the existence of other solutions

is an open question, see [10, pp. 223–224]. The system


x3 + 1 = x2
x2 · x3 = x4
x5 + 1 = x1
x1 · x1 = x6
x6 · x6 = x7
x7 · x5 = x4

is equivalent to x5
1 − x1 = x2

2 − x2. By Conjecture 1, h
(
x4

1

)
=

h (x7) 6 h(x1, . . . , x7) 6 227−2
= 232. Therefore, h(x1) 6

(
232

) 1
4 = 256. Assuming that Conjecture 1 holds, the following

MuPAD code finds all rational solutions of the equation
x5

1 − x1 = x2
2 − x2.

solutions:={}:
for i from -256 to 256 do
for j from 1 to 256 do
x:=i/j:
y:=4*xˆ5-4*x+1:
p:=numer(y):
q:=denom(y):
if numlib::issqr(p) and numlib::issqr(q) then
z1:=sqrt(p/q):
z2:=-sqrt(p/q):
y1:=(z1+1)/2:
y2:=(z2+1)/2:
solutions:=solutions union {[x,y1],[x,y2]}:
end_if:
end_for:
end_for:
print(solutions):

The code solves the equivalent equation

4x5
1 − 4x1 + 1 = (2x2 − 1)2

and displays the already presented solutions.

MuPAD is a general-purpose computer algebra system. The
commercial version of MuPAD is no longer available as a
stand-alone product, but only as the Symbolic Math Toolbox of
MATLAB. Fortunately, this and the next code can be executed
by MuPAD Light, which was offered for free for research and
education until autumn 2005.

V. Algebraic lemmas – part 2
Lemma 5. Lemmas 2 and 3 are not necessary for proving
that in the rational domain each Diophantine equation is
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equivalent to a system of equations of the forms α + 1 = γ
and α · β = γ.

Proof. By Lemma 1, an arbitrary Diophantine equation is
equivalent to a system T ⊆ En, where n and T can be com-
puted. If there exists m ∈ {1, . . . , n} such that the equation
1 = xm belongs to T , then we introduce a new variable t and
replace in T each equation of the form 1 = xk by the equa-
tions xk · xk = xk, xk + 1 = t, and xk · t = t. For each rational
number y, we have y2 + 1 , 0 and y(y2 + 1) + 1 , 0. Hence,
for each rational numbers x, y, z,

x + y = z ⇐⇒ x(y2 + 1) + y(y2 + 1) = z(y2 + 1) ⇐⇒
x(y2 + 1) + y(y2 + 1) + 1 = z(y2 + 1) + 1 ⇐⇒

(
y(y2 + 1) + 1

)
·
(

x(y2 + 1)
y(y2 + 1) + 1

+ 1
)

= z(y2 + 1) + 1

We transform the last equation into an equivalent system
W ⊆ G12 in such a way that the variables x1, . . . , x12 corre-
spond to the following rational expressions:

x, y, z, y2, y2 + 1, y(y2 + 1), y(y2 + 1) + 1, x(y2 + 1),

x(y2 + 1)
y(y2 + 1) + 1

,
x(y2 + 1)

y(y2 + 1) + 1
+ 1, z(y2 + 1), z(y2 + 1) + 1.

In this way, we replace in T each equation of the form
xi + x j = xk by an equivalent system of equations of the forms
α + 1 = γ and α · β = γ. �

The next lemma enable us to prove Theorem 2 without using
Lemma 4.

Lemma 6. For solutions in a field, each system S ⊆ En is
equivalent to T1 ∨ · · · ∨ Tp, where each Ti is a system of
equations of the forms α + 1 = γ and α · β = γ.

Proof. Acting as in the proof of Lemma 5, we eliminate
from S all equations of the form 1 = xk. Let m denote the
number of equations of the form xi + x j = xk that belong to S.
We can assume that m > 0. Let the variables y, z, t, w, s, and
r be new. Let

S1 =
(
S \ {xi + x j = xk}

)
∪

{xi + 1 = y, xk + 1 = y, x j + 1 = z, z · x j = x j}
and let

S2 =
(
S \ {xi + x j = xk}

)
∪

{t · x j = xi, t + 1 = w, w · x j = xk, x j + 1 = s, r · x j = s}
The system S1 expresses that xi + x j = xk and x j = 0. The
system S2 expresses that xi + x j = xk and x j , 0. Therefore,
S ⇐⇒ (S1 ∨ S2). We have described a procedure which trans-
forms S into S1 and S2. We iterate this procedure for S1
and S2 and finally obtain the systems T1, . . . ,T2m without
equations of the form xi + x j = xk. The systems T1, . . . ,T2m

satisfy S ⇐⇒ (T1 ∨ · · · ∨ T2m ) and they contain only equations
of the forms α + 1 = γ and α · β = γ. �

VI. Systems which have infinitely many rational solutions

Lemma 7. ([9, p. 391]) If 2 has an odd exponent in the prime
factorization of a positive integer n, then n can be written as
the sum of three squares of integers.

Lemma 8. For each positive rational number z, z or 2z can
be written as the sum of three squares of rational numbers.

Proof. We find positive integers p and q with z =
p
q . If

2 has an odd exponent in the prime factorization of pq,
then by Lemma 7 there exist integers i1, i2, i3 such that
pq = i21 + i22 + i23. Hence,

z =

(
i1
q

)2

+

(
i2
q

)2

+

(
i3
q

)2

If 2 has an even exponent in the prime factorization of pq,
then by Lemma 7 there exist integers j1, j2, j3 such that
2pq = j21 + j22 + j23. Hence,

2z =

(
j1
q

)2

+

(
j2
q

)2

+

(
j3
q

)2

�

Lemma 9. A rational number z can be written as the sum
of three squares of rational numbers if and only if there exist
rational numbers r, s, t such that z = r2

(
s2

(
t2 + 1

)
+ 1

)
.

Proof. Let H(r, s, t) = r2
(
s2

(
t2 + 1

)
+ 1

)
. Of course,

H(r, s, t) = r2 + (rs)2 + (rst)2

We prove that for each rational numbers a, b, c there exist
rational numbers r, s, t such that a2 + b2 + c2 = H(r, s, t).
Without loss of generality we can assume that |a| 6 |b| 6 |c|. If
b = 0, then a = 0 and a2 + b2 + c2 = H(c, 0, 0). If b , 0, then
c , 0 and a2 + b2 + c2 = H

(
c, b

c ,
a
b

)
. �

Lemma 10. ([1, p. 125]) The equation x3 + y3 = 4981 has
infinitely many solutions in positive rationals and each such
solution (x, y) satisfies h(x, y) > 1016 · 106

.

Theorem 3. There exists a system T ⊆ G28 such that T has
infinitely many solutions in rationals x1, . . . , x28 and each such
solution (x1, . . . , x28) has height greater than 2227

.

Proof. We define:

Ω =
{
ρ ∈ Q ∩ (0,∞) : ∃y ∈ Q (ρ · y)3 + y3 = 4981

}

Let Ω1 denote the set of all positive rationals ρ such that the
system {

(ρ · y)3 + y3 = 4981
ρ3 = a2 + b2 + c2

is solvable in rationals. Let Ω2 denote the set of all positive
rationals ρ such that the system

{
(ρ · y)3 + y3 = 4981

2ρ3 = a2 + b2 + c2
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is solvable in rationals. Lemma 10 implies that the set Ω is
infinite. By Lemma 8, Ω = Ω1 ∪Ω2. Therefore, Ω1 is infinite
(Case 1) or Ω2 is infinite (Case 2).

Case 1. In this case the system


x3 + y3 = 4981
x3

y3 = a2 + b2 + c2

has infinitely many rational solutions. By this and Lemma 9,
the system


x3 + y3 = 4981

x3

y3 = r2
(
s2

(
t2 + 1

)
+ 1

)

has infinitely many rational solutions. We transform the above
system into an equivalent system T ⊆ G27 in such a way that
the variables x1, · · · , x27 correspond to the following rational
expressions:

x, y, x2, x3, y2, y3, x3

y3 , x3

y3 + 1,

1, 2, 4, 16, 17, 289, 289
4 , 289

4 + 1, 293, 4981,

t, t2, t2 + 1, s, s2, s2(t2 + 1), s2(t2 + 1) + 1, r, r2.

The system T has infinitely many solutions in rationals
x1, . . . , x27. Lemma 10 implies that each rational tuple
(x1, . . . , x27) that solves T satisfies

h (x1, . . . , x27) > h
(
x3

1, x
3
2

)
=

(
h (x1, x2)

)3
> 1048 · 106

> 2227

Since G27 ⊆ G28, T ⊆ G28 and the proof for Case 1 is com-
plete.

Case 2. In this case the system


x3 + y3 = 4981
2 · x3

y3 = a2 + b2 + c2

has infinitely many rational solutions. By this and Lemma 9,
the system


x3 + y3 = 4981

2 · x3

y3 = r2
(
s2

(
t2 + 1

)
+ 1

)

has infinitely many rational solutions. We transform the above
system into an equivalent system T ⊆ G28 in such a way that
the variables x1, . . . , x28 correspond to the following rational
expressions:

x, y, x2, x3, y2, y3, x3

y3 , 2 · x3

y3 , x3

y3 + 1,

1, 2, 4, 16, 17, 289, 289
4 , 289

4 + 1, 293, 4981,

t, t2, t2 + 1, s, s2, s2(t2 + 1), s2(t2 + 1) + 1, r, r2.

The system T has infinitely many solutions in rationals
x1, . . . , x28. Lemma 10 implies that each rational tuple
(x1, . . . , x28) that solves T satisfies

h (x1, . . . , x28) > h
(
x3

1, x
3
2

)
=

(
h (x1, x2)

)3
> 1048 · 106

> 2227

�

For a positive integer n, let µ(n) denote the smallest positive
integer m such that each system S ⊆ Gn solvable in rationals

x1, . . . , xn has a rational solution (x1, . . . , xn) whose height is
not greater than m. Obviously, µ(1) = 1. Observation 1 implies
that µ(n) > 22n−2

for every integer n > 2. Theorem 3 implies
that µ(28) > 2227

.

Theorem 4. The function µ : N \ {0} → N \ {0} is computable
in the limit.

Proof. Let us agree that the empty tuple has height 0. For a
positive integer w and a tuple

(x1, . . . , xn) ∈ ([−w,w] ∩ Z)n \ {(w, . . . ,w︸   ︷︷   ︸
n−times

)
}

let succ ((x1, . . . , xn) ,w) denote the successor of (x1, . . . , xn)
in the co-lexicographic order on ([−w,w] ∩ Z)n. Flowchart 2
illustrates an infinite-time computation of µ(n).

Start

Input a positive integer n

k := 1

µ := 1
A := [ ]−k, · · · ,−k︸       ︷︷       ︸

2n−times

X :=
[

A[i]
A[i + n]

: (1 6 i 6 n) ∧ (A[i + n] , 0)
]

h := height(X)
B := [ ]−k, · · · ,−k︸       ︷︷       ︸

2n−times

Y :=
[

B[i]
B[i + n]

: (1 6 i 6 n) ∧ (B[i + n] , 0)
]

Is length(X) = length(Y)?

Is ∀i, j, k ∈
{
1, · · · , length(X)

}
(
(X[i] + 1 = X[k]⇒ Y[i] + 1 = Y[k])∧

(X[i] · X[ j] = X[k]⇒ Y[i] · Y[ j] = Y[k])
)
?

h := min
(
h, height(Y)

)

k := k + 1 Print µ

B := succ (B, k)

Is
B = [ ]?k, · · · , k︸   ︷︷   ︸

2n−times

µ := max (µ, h)

Is
A = [ ]?k, · · · , k︸   ︷︷   ︸

2n−times

A := succ (A, k)

Yes

No

Yes

No
Yes

Yes

No

No

Flowchart 2: An infinite-time computation of µ(n)
�

The next MuPAD code implements the algorithm from
Flowchart 2. In MuPAD, nops(·) denotes the length of a list.
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The code is useless for practical computations because the
algorithm from Flowchart 2 is very time-consuming.

succ:=proc(X,w)
local p,i;
begin
p:=1:
while (p<=nops(X) and X[p]=w) do p:=p+1
end_while:
for i from 1 to p-1 do X[i]:=-w end_for:
X[p]:=X[p]+1:
return(X):
end_proc:

ratios:=proc(X)
local T,u,i;
begin
T:=[]:
u:=nops(X)/2:
for i from 1 to u do
if X[i+u]<>0 then T:=append(T,X[i]/X[i+u])
end_if:
end_for:
return(T):
end_proc:

fit:=proc(X,Y)
local f,s,i,j,k;
begin
f:=TRUE:
if nops(X)<>nops(Y) then f:=FALSE end_if:
s:=min(nops(X),nops(Y)):
for i from 1 to s do
for j from 1 to s do
for k from 1 to s do
if X[i]+1=X[k] and Y[i]+1<>Y[k] then
f:=FALSE end_if:
if X[i]*X[j]=X[k] and Y[i]*Y[j]<>Y[k] then
f:=FALSE end_if:
end_for:
end_for:
end_for:
return(f):
end_proc:

height:=proc(X)
local h,i;
begin
h:=0:
for i from 1 to nops(X) do
h:=max(h,abs(numer(X[i])),denom(X[i])):
end_for:
return(h):
end_proc:

input("Enter a positive integer:",n):
k:=1:
while TRUE do
m:=1:
X:=[-k $i=1..2*n]:
for i from 1 to (2*k+1)ˆ(2*n)-1 do
h:=height(ratios(X)):
Y:=[-k $i=1..2*n]:
for j from 1 to (2*k+1)ˆ(2*n)-1 do
if fit(ratios(X),ratios(Y))=TRUE then
h:=min(h,height(ratios(Y))) end_if:
Y:=succ(Y,k):

end_for:
m:=max(m,h):
X:=succ(X,k):
end_for:
print(m):
k:=k+1:
end_while:

VII. Conjecture 2 and its equivalent form
Let [·] denote the integer part function.

Lemma 11. For every non-negative real numbers x and y,
x + 1 = y implies that 22[x] · 22[x]

= 22[y]
.

Proof. For every non-negative real numbers x and y, x + 1 = y
implies that [x] + 1 = [y]. �

Let f (1) = 1, and let f (n + 1) = 22 f (n)
for every positive

integer n. Let g(1) = 0, and let g(n + 1) = 22g(n)
for every

positive integer n.

Conjecture 2. If a system S ⊆ Gn has only finitely many
solutions in non-negative rationals x1, . . . , xn, then each such
solution (x1, . . . , xn) satisfies h(x1, . . . , xn) 6 f (2n).

Observations 2 and 3 justify Conjecture 2.

Observation 2. For every system S ⊆ Gn which involves all
the variables x1, . . . , xn, the following new system

S ∪
{

22[xk]
= yk : k ∈ {1, . . . , n}

}
∪

⋃

xi+1=xk∈S
{yi · yi = yk}

is equivalent to S. If the system S has only finitely many
solutions in non-negative rationals x1, . . . , xn, then the new
system has only finitely many solutions in non-negative ratio-
nals x1, . . . , xn, y1, . . . , yn.

Proof. It follows from Lemma 11. �

Observation 3. For every positive integer n, the following
system


x1 · x1 = x1

∀i ∈ {1, . . . , n − 1} 22[xi]
= xi+1 (if n > 1)

has exactly two solutions in non-negative rationals, namely
(g(1), . . . , g(n)) and ( f (1), . . . , f (n)). The second solution has
greater height.

Conjecture 2 is equivalent to the following conjecture on
rational arithmetic: if non-negative rational numbers x1, . . . , xn

satisfy h(x1, . . . , xn) > f (2n), then there exist non-negative
rational numbers y1, . . . , yn such that

h(x1, . . . , xn) < h(y1, . . . , yn)

and for every i, j, k ∈ {1, . . . , n}
(xi + 1 = xk =⇒ yi + 1 = yk) ∧ (xi · x j = xk =⇒ yi · y j = yk)

Theorem 5. Conjecture 2 is true if and only if the execution
of Flowchart 3 prints infinitely many numbers.
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X

[
p
]
+ 1 = X [r]⇒ Y

[
p
]
+ 1 = Y [r]
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(
X

[
p
] · X [

q
]
= X [r]⇒ Y

[
p
] · Y [

q
]
= Y [r]

))
?

Print i

Yes

No

Yes

No

Yes

No

Yes

No

YesNo

Flowchart 3: An infinite-time computation which
decides whether or not Conjecture 2 is true

Proof. Let Γ2 denote the set of all integers i > 2 whose number
of prime factors is divisible by 2. The claimed equivalence
is true because the algorithm from Flowchart 3 applies a

surjective function from Γ2 to
∞⋃

n=1
(Q ∩ [0,∞))n. �

Corollary 3. Conjecture 2 can be written in the form
∀x ∈ N ∃y ∈ N ψ(x, y), where ψ(x, y) is a computable predi-
cate.

VIII. Algebraic lemmas – part 3
Lemma 12. (cf. [8, p. 100]) For every non-negative real
numbers x, y, z, x + y = z if and only if

((z + 1)x + 1)((z + 1)(y + 1) + 1) = (z + 1)2(x(y + 1) + 1) + 1 (5)

Proof. The left side of equation (5) minus the right side of
equation (5) equals (z + 1)(x + y − z). �

Lemma 13. In non-negative rationals, the equation x + y = z
is equivalent to a system which consists of equations of the
forms α + 1 = γ and α · β = γ.

Proof. It follows from Lemma 12. �

Lemma 14. Let D(x1, . . . , xp) ∈ Z[x1, . . . , xp]. Assume that
deg(D, xi) > 1 for each i ∈ {1, . . . , p}. We can compute a pos-
itive integer n > p and a system T ⊆ Gn which satisfies the
following two conditions:

Condition 6. For every non-negative rationals x̃1, . . . , x̃p,

D(x̃1, . . . , x̃p) = 0⇐⇒
∃x̃p+1, . . . , x̃n ∈ Q ∩ [0,∞) (x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T
Condition 7. If non-negative rationals x̃1, . . . , x̃p sat-
isfy D(x̃1, . . . , x̃p) = 0, then there exists a unique tu-
ple (x̃p+1, . . . , x̃n) ∈ (Q ∩ [0,∞))n−p such that the tuple
(x̃1, . . . , x̃p, x̃p+1, . . . , x̃n) solves T .

Conditions 6 and 7 imply that the equation D(x1, . . . , xp) = 0
and the system T have the same number of solutions in
non-negative rationals.

Proof. We write down the polynomial D(x1, . . . , xp) and re-
place each coefficient by the successor of its absolute value.
Let D̃(x1, . . . , xp) denote the obtained polynomial. The poly-
nomials D(x1, . . . , xp) + D̃(x1, . . . , xp) and D̃(x1, . . . , xp) have
positive integer coefficients. The equation D(x1, . . . , xp) = 0 is
equivalent to

D(x1, . . . , xp) + D̃(x1, . . . , xp) + 1 = D̃(x1, . . . , xp) + 1

There exist a positive integer a and a finite non-empty list A
such that

D(x1, . . . , xp) + D̃(x1, . . . , xp) + 1 =

((( ∑

(i1, j1, . . . , ik, jk) ∈ A
x j1
i1
· . . . · x jk

ik

)
+ 1

)
+ . . .

)
+ 1

︸         ︷︷         ︸
a units

(6)

and all the numbers k, i1, j1, . . . , ik, jk belong to N \ {0}. There
exist a positive integer b and a finite non-empty list B such
that

D̃(x1, . . . , xp) + 1 =

((( ∑

(i1, j1, . . . , ik, jk) ∈ B
x j1
i1
· . . . · x jk

ik

)
+ 1

)
+ . . .

)
+ 1

︸         ︷︷         ︸
b units

(7)

and all the numbers k, i1, j1, . . . , ik, jk belong to N \ {0}. By
Lemma 13, we can equivalently express the equality of the
right sides of equations (6) and (7) using only equations
of the forms α + 1 = γ and α · β = γ. Consequently, we can
effectively find the system T . �

Observation 4. Combining the above reasoning with Lemma 3
for L = Q, we can prove Lemma 4 for K = Q.
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IX. Consequences of Conjecture 2

Theorem 6. If we assume Conjecture 2 and a Diophantine
equation D(x1, . . . , xp) = 0 has only finitely many solutions in
non-negative rationals, then an upper bound for their heights
can be computed.

Proof. It follows from Lemma 14. �

Theorem 7. If we assume Conjecture 2 and a Diophantine
equation D(x1, . . . , xp) = 0 has only finitely many rational
solutions, then an upper bound for their heights can be
computed by applying Theorem 6 to the equation

∏

(i1, . . . , ip) ∈ {1, 2}p
D((−1)i1 · x1, . . . , (−1)ip · xp) = 0

Corollary 4. Conjecture 2 implies that the set of all Diophan-
tine equations which have infinitely many rational solutions is
recursively enumerable. Assuming Conjecture 2, a single query
to the halting oracle decides whether or not a given Dio-
phantine equation has infinitely many rational solutions. By
the Davis-Putnam-Robinson-Matiyasevich theorem, the same
is true for an oracle that decides whether or not a given
Diophantine equation has an integer solution.

X. Theorems on relative decidability

Question ([3]). Can the twin prime problem be solved with a
single use of a halting oracle?

Let ξ(3) = 4, and let ξ(n + 1) = ξ(n)! for every in-
teger n > 3. For an integer n > 3, let Ψn denote the
statement: if a system S ⊆

{
xi! = xi+1 : 1 6 i 6 n − 1

}
∪{

xi · x j = x j+1 : 1 6 i 6 j 6 n − 1
}

has only finitely many so-
lutions in positive integers x1, . . . , xn, then each such solution
(x1, . . . , xn) satisfies x1, . . . , xn 6 ξ(n).

Theorem 8. ([13]) The statement Ψ16 proves the implication:
if there exists a twin prime greater than ξ(14), then there are
infinitely many twin primes.

Corollary 5. Assuming the statement Ψ16, a single query
to the halting oracle decides the validity of the twin prime
conjecture.

Conjecture 3. Harvey Friedman’s conjecture in [4]: the set
of all Diophantine equations which have only finitely many
rational solutions is not recursively enumerable.

Conjecture 3 implies Conjecture 4.

Conjecture 4. The set of all Diophantine equations which
have only finitely many rational solutions is not computable.

By Theorem 2, Conjecture 1 implies Conjecture 5. By
Theorem 7, Conjecture 2 implies Conjecture 5.

Conjecture 5. There is an algorithm which takes as input
a Diophantine equation D(x1, . . . , xp) = 0, returns an integer
b > 2, where b is greater than the number of rational solutions,
if the solution set is finite.

Guess ([6, p. 16]). The question whether or not a given
Diophantine equation has only finitely many rational solutions
is decidable with an oracle that decides whether or not a given
Diophantine equation has a rational solution.

Originally, Minhyong Kim formulated the Guess as follows:
for rational solutions, the finiteness problem is decidable
relative to the existence problem. Conjecture 4 and the Guess
imply that there is no algorithm which decides whether or not
a Diophantine equation has a rational solution. Martin Davis’
conjecture in [2, p. 729] implies the same.

Theorem 9. Conjecture 5 implies that the question whether
or not a given Diophantine equation has only finitely many
rational solutions is decidable by a single query to an oracle
that decides whether or not a given Diophantine equation has
a rational solution.

Proof. Assuming that Conjecture 5 holds, the execution of
Flowchart 4 decides whether or not a Diophantine equation
D(x1, . . . , xp) = 0 has only finitely many rational solutions.

Start

Input a Diophantine equation D
(
x1, . . . , xp

)
= 0

Compute the bound b

Does the equation
b∑

k=1

D2
(
x1,k , . . . , xp,k

)
 +




∏

16u<v6b

p∑

i=1

(
xi,u − xi,v

)2

 · y − 1


2

= 0

have a rational solution?

Print "The equation D
(
x1, . . . , xp

)
= 0

has infinitely many rational solutions"

Print "The equation D
(
x1, . . . , xp

)
= 0 has

only finitely many rational solutions"

Stop

Yes

No

Flowchart 4: Conjecture 5 implies the Guess
�

Corollary 6. Conjecture 5 implies that the question whether
or not a given Diophantine equation has only finitely many
rational solutions is decidable by a single query to an oracle
that decides whether or not a given Diophantine equation has
an integer solution.
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Lemma 15. A Diophantine equation D(x1, . . . , xp) = 0
has no solutions in rationals (alternatively, non-negative
integers) x1, . . . , xp if and only if the equation
D(x1, . . . , xp) + 0 · xp+1 = 0 has only finitely many solutions
in rationals (respectively, non-negative integers) x1, . . . , xp+1.

Theorem 10. If the set of all Diophantine equations which
have only finitely many rational solutions is recursively enu-
merable, then there exists an algorithm which decides whether
or not a Diophantine equation has a rational solution.

Proof. For a non-negative integer n, we define

θ(n) =

{
η(n + 2) (if n + 2 ∈ Γ3)
0 (if n + 2 < Γ3)

where η and Γ3 were defined in the proof of Theorem 1. The

function θ : N→
∞⋃

n=1
Qn is computable and surjective. Suppose

that {An = 0}∞n=0 is a computable sequence of all Diophantine
equations which have only finitely many rational solutions. By
Lemma 15, the execution of Flowchart 5 decides whether or
not a Diophantine equation D(x1, . . . , xp) = 0 has a rational
solution.

Start

Input a Diophantine equation D(x1, . . . , xp) = 0

n := 0
n := n + 1

Is
(
θ(n) ∈ Qp

)
∧
(
D
(
θ(n)
)
= 0
)
?

Is D(x1, . . . , xp) + 0 · xp+1 = An ?

Print "The equation D(x1, . . . , xp) = 0
is not solvable in rationals"

Print "The equation D(x1, . . . , xp) = 0
is solvable in rationals"

Stop

No

Yes

No

Yes

Flowchart 5: An algorithm that decides the solvability of
a Diophantine equation D(x1, . . . , xp) = 0 in rationals,

if the set of all Diophantine equations which have at most
finitely many rational solutions is recursively enumerable

�
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XI. Summary of the main theorems and conjectures

Flowchart 6 provides an overview of the main theorems and
conjectures.

The set of all Diophantine equations

which have infinitely many rational

solutions is recursively enumerable

Conjecture 1: if a system

S ⊆
{
xi · x j = xk : i, j, k ∈ {1, . . . , n}

}
∪{

xi + 1 = xk : i, k ∈ {1, . . . , n}
}
has only finitely

many solutions in rationals x1, . . . , xn,

then each such solution (x1, . . . , xn) has

height not greater than


1 (if n = 1)

22n−2
(if n > 1)

Conjecture 2: if a system

S ⊆
{
xi · x j = xk : i, j, k ∈ {1, . . . , n}

}
∪{

xi + 1 = xk : i, k ∈ {1, . . . , n}
}
has only finitely

many solutions in non-negative rationals

x1, . . . , xn, then each such solution (x1, . . . , xn) has
height not greater than f (2n), where f (1) = 1
and f (n + 1) = 22 f (n)

for every positive integer n

There exists an algorithm which takes

as input a Diophantine equation,

returns an integer, and this integer

is greater than the heights of rational

solutions, if the solution set is finite

There exists an algorithm which takes as input

a Diophantine equation, returns an integer,

and this integer is greater than the number of

rational solutions, if the solution set is finite

The question whether or not a given Diophantine

equation has only finitely many rational

solutions is decidable by a single query to

an oracle that decides whether or not a given

Diophantine equation has a rational solution

Minhyong Kim’s Guess ([6, p. 16]):

the question whether or not a given

Diophantine equation has only finitely many

rational solutions is decidable with an

oracle that decides whether or not a given

Diophantine equation has a rational solution

The conjunction of the statements A and B

The set of all Diophantine equations

which have only finitely many

rational solutions is not computable

There is no algorithm which decides

whether or not a Diophantine

equation has a rational solution

Harvey Friedman’s conjecture in [4]:

the set of all Diophantine equations

which have only finitely many rational

solutions is not recursively enumerable

Martin Davis’ conjecture in [2, p. 729]
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Flowchart 6: Implications between conjectures
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XII. Added in proof

Theorem 11. A positive solution to Hilbert’s Tenth Problem
for Q implies that Friedman’s conjecture is false.

Proof. Assume a positive solution to Hilbert’s Tenth Problem
for Q. The algorithm presented in Flowchart 7 stops if and
only if a Diophantine equation D(x1, . . . , xp) = 0 has at most
finitely many rational solutions.

Start

Input a Diophantine equation D
(
x1, . . . , xp

)
= 0

Fix a computable surjection ζ : N→ Qp

n := 0

n := n + 1

Does the equation D2
(
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)
+
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(xi − ri)2
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2

= 0

is solvable in rationals x1, . . . , xp, y ?

Print "The equation D
(
x1, . . . , xp

)
= 0 has at

most finitely many rational solutions"

Stop

Yes

No

Flowchart 7: A positive solution to Hilbert’s Tenth
Problem for Q implies that Friedman’s conjecture is false

�

The set of all Diophantine equations which have at
most finitely many solutions in non-negative integers is
not recursively enumerable (Smoryński’s theorem), see
[11, p. 104, Corollary 1].

Theorem 12. If the set of all Diophantine equations which
have at most finitely many solutions in non-negative integers
is recursively enumerable, then there exists an algorithm which
decides whether or not a given Diophantine equation has a
solution in non-negative integers. By this and Matiyasevich’s
theorem, the set of all Diophantine equations which have at
most finitely many solutions in non-negative integers is not
recursively enumerable.

Proof. Suppose that {Si = 0}∞i=2 is a computable sequence of
all Diophantine equations which have at most finitely many
solutions in non-negative integers. The algorithm presented in
Flowchart 8 uses a computable surjection from N \ {0, 1} onto
Np. By this and Lemma 15, the execution of Flowchart 8 de-
cides whether or not a Diophantine equation D(x1, . . . , xp) = 0
has a solution in non-negative integers.

Start

Input a Diophantine equation D(x1, . . . , xp) = 0

W(x1, . . . , xp+1) := D(x1, . . . , xp) + 0 · xp+1

i := 2
i := i + 1

Is W(x1, . . . , xp+1) = Si ?

Compute prime numbers B1, . . . , Bn and

positive integers b1, . . . , bn such

that i = Bb1
1 . . . B

bn
n and B1 < . . . < Bn

Is p 6 n ?

Is D(b1 − 1, . . . , bp − 1) = 0 ?

Print "The equation D(x1, . . . , xp) = 0 is
solvable in non-negative integers"

Print "The equation D(x1, . . . , xp) = 0 is
not solvable in non-negative integers"

Stop

No

Yes

Yes

Yes

No

No

Flowchart 8: A new proof of Smoryński’s theorem
�
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Abstract—The issue of decision-making and teleological rea-
soning of autonomous agents constitutes the current work topic
for many researchers. The author of [1] presents a framework
allowing for teleological reasoning with the use of values and
the possibility of autonomous goal-setting by a device. In this
paper we propose to extend this framework by a new manner of
representation of the level of value promotion including the re-
quired modifications of the reasoning mechanism. The proposed
model may become a formal foundation for the realization of the
autonomous agent.

I. INTRODUCTION

A DISTINCTIVE feature of modern technical devices is
their increasing self-sufficiency. One may presume that

in the future the user will only formulate the most rudimentary
rules of how the device works, whereas the everyday aspects of
system operation will be regulated completely autonomously.
The most advanced types of such devices are e.g. self-driving
vehicles, where the user merely sets the journey’s destination
and the vehicle develops the itinerary on its own and makes
hundreds of traffic-related decisions.

In major decision-making models it is usually assumed that
the purpose of system operation is to accomplish some state
of affairs pre-declared by the user ([2], [3], [4], and many
others). Many authors (including [1], [5]) believe, however,
that increasingly complex devices must be endowed with the
ability to not only find the best possible way to attain the state
of affairs set by the user, but also the ability to set their own
goals themselves; the model proposed in this paper is based
on this assumption.

[1] presents a framework allowing for autonomous (based
on values which should be promoted) goal-setting by a device.
The model relies on the differentiation between several kinds
of goals: abstract (that is, minimal levels to which values
should be promoted) and material (that is, particular states
of affairs which realize abstract goals).

The objective of this paper consists in proposing for the
model from [1] a new method of the representation of the
levels to which particular decision options promote various
values as well as a modification of the reasoning mechanism

allowing for autonomous setting and realization of goals. The
proposed mechanism may serve as a formal foundation for the
realization of the autonomous agent. We plan to attain our goal
by introducing a numeric representation of the levels of value
promotion. Such a method of representation of value levels
(for single values as well as for value sets) will facilitate their
comparison, leading to easier and quicker (searching orders’
sets O and OR will not be necessary) reasoning. Additionally,
for systems in which values are connected with the physical
parameters of a device or the environment we propose a basic
mechanism for automatic translation of physical units into
the levels of promotion of values, allowing the possibility
of its development and adjustment to evaluate other values
difficult to measure, e.g. the degree of resemblance to the
pattern, security level evaluation (such as in [6], [7], [8], [9]),
etc. Our model was built on the basis of the framework of
teleological reasoning from [1] (further referred to as the GVR
model). Due to length limitations, the GVR model will not
be presented in the paper. The detailed description and its
discussion can be found in [1].

II. NUMERIC REPRESENTATION OF THE LEVELS OF VALUE
PROMOTION BY PARTICULAR SITUATIONS

The underlying objective of this paper is to propose a new
semantics for the model described in [1], which would allow
for a numeric representation of the levels to which given situ-
ations promote various values. This task consists of two main
parts: first, a proposal and discussion of the numeric method of
representation of the level to which given values are promoted;
then the development of the mechanism of determining this
level, of determining the cumulative evaluation of value sets,
the mechanism of comparing them (equivalents of the O and
OR relations), and discussion of the properties of the proposed
semantics.

A. Numeric representation of levels to which various situa-
tions promote particular values

In the model presented in [1] the exemplary level to which
a given value (e.g. vi) is promoted by a given situation (e.g.
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x j) is presented as vi(x j) ∈ V (X) (without a definition of the
kind and range of values which can be taken). The relations
between the levels to which a given value (vi) is promoted by
situations x1 and x2 are regulated by a partial order Oi. Our
model assumes that vi(x j) will be expressed with a number
from the range 〈0;1), where vi(x j) = 0 means that a value vi
is not promoted by a situation x j, a value vi(x j) = 1 means that
a value vi is promoted by x j to the maximal possible level,
though we assume that the accomplishment of the maximal
fulfillment of the value is not possible – the value may be
promoted very close to the maximal value, but cannot reach it.
Such representation allows us to compare the levels to which
the same value is promoted by various situations (order O will
be a total order).

Assuming a numeric representation of the level of promo-
tion of values one cannot miss the fact that not all values are
equally important to each user. The simplest solution would
be to assign some weight to each value (from the range (0;1)),
though this proposition is a far cry from the way humans
reason. In real decision-making, a person does not assign
constant weights to various values. In most cases, the weight
of a given value depends on the user’s preferences, external
factors, and the level to which the value is promoted.

Definition 1 (Function of the weight): Let Ωi : vi(x j) →
〈0;1) be a function of the weight referring to a value vi. We
assume that every function of the weight in the range 〈0;1)
will be a constant and increasing function (this assumption is
indispensible for the preservation of the features of the GVR
model). For every value vi ∈V exists maximally one function
Ωi. Let Ω be a set of weights’ functions.
By voi(x j) = Ωi(vi(x j)) we will denote the level of promotion
of a value vi by situations x j taking into account weight Ωi.
A value voi(x j) will denote the relative level to which a situ-
ation x j promotes a value vi. Let VO(x) = {voi(x j)|voi(x j) =
Ωi(vi(x j))∧ vi(x j) ∈ V (X)} be the set of all values voi in all
situations.

The most basic kind of function Ω is a linear function
Ωi(vi(x)) = a(vi(x)), where a is a constant from the range
(0;1〉; it is, however, possible to define more complex func-
tions which would better express the relative preferences
between values.

B. Transition from physical values to the evaluation of the
promotion level of particular values

The promotion levels of certain values that are considered
in the model are measured in various different methods and
posses their individual physical representation. This is because,
each of them deals with another state of related but diverse
events.

Definition 2 (function Φ): Let Φi : pvi(x) → 〈0;1) be a
function that normalizes the level of a physical value pvi(x)
and transforms it into vi(x). Let Φ be the set of transforma-
tion functions. Our model can make use of several different
transformation functions which can be additionally declared,
depending on the nature of the values. Whenever we are unsure
of how the transformation function should be defined for a

particular case, we can chose the default form which is the
following: In order to normalise the physical values we will
use the following normalisation function: vi(x)=Φ1(pvi(x))=
(pvi(x)−min(pvi))/(max(pvi)+ epvi −min(pvi)) where:

• pvi - is the actual level of the value from the set of
physical values PV .

• x - is the situation that promotes the certain value.
• min(pvi) - is the minimal level of the value pvi.
• max(pvi) - is the maximal level of the value pvi.
• epvi - is an arbitrarily small positive quantity.

The result of Φ1(pvi(x)) is the level of the corresponding
value vi(x). For values where higher levels indicate a worse
state we inverse the result of the normalisation function:
1 − Φ1(pvi(x)). The derivative of function Φ1 will always
produce a positive number.

C. Cumulative evaluation of the level of promotion of a value
set by a given situation

In the model discussed in [1] a given situation may promote
various values to various extents. It is represented by set
V Z(xn), where V Z is a subset (named Z) of value set V .
By V xn we denote set of all values promoted by situation
xn. By V Z(xn) we denote a set of estimations of the levels
of promotion of values constituting set V Z by a situation
xn ∈ X . If V Z = {vz,vt}, then V Z(xn) = {vz(xn),vt(xn)}. The
GVR model also introduces the order relation OR between
promotion sets to which various values are promoted by
various situations (def. 8 in [1]). Properties of the OR order
are discussed In [1].

Since our model assumes that the grounds for evaluation
are relative levels to which particular values are promoted by
situations, in our model the correspondent of set V (X) will be
set VO(X) and its subsets.

For the realization of value-based reasoning to be possible, it
is indispensible to define the correspondent of order OR for the
new semantics. Introducing the numeric representation of the
level to which a given situation promotes a given value (vi(Xn))
and the weight function Ω provides the possibility to develop
a mechanism able to determine the cumulative evaluation of
the promotion of a value set by a given situation.

Firstly, we assume that the cumulative evaluation of the level
to which a given value set will be promoted by a given action
will be a number from the range 〈0;1), where 0 is interpreted
as the minimal level of promotion and 1 is interpreted as
the maximal level of promotion (impossible to attain). Such
a relation will anable the comparison of various situations,
including those which promote different values.

Definition 3 (function Θ): Let Θ : VOZ(x) → 〈0;1) be a
function returning the cumulative evaluation of the level to
which a situation x promotes a value set V Z . If:

• V Z = {v1} then Θ(VOZ(x)) = vo1(x)
• V Z = {v1,v2}, then Θ(VOZ(x)) = vo1(x) + vo2(x) −

vo1(x)vo2(x)
• V Z = {v1,v2,v3}, then the value returned by function

Θ is determined in the following manner: first, we
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determine Θ(VOvo1,vo2(x) for V vo1,vo2 = {vo1,vo2}, then
we determine Θ(VOZ(x)) = Θ(V vo1,vo2(x)) + vo3(x) −
Θ(VOvo1,vo2(x))vo3(x)

• In case of a higher number of values in set V Z the
cumulative value Θ(VOZ(x)) is determined analogously
to the previous case.

Properties of function Θ: (1) The value returned by function Θ
is independent of the order in which particular values from V Z

are reviewed. (2) Function Θ is monotonic (here as monotonic
we understand not only its being non-increasing, but also the
fact that adding a new value which promotes a given situation
increases the cumulative evaluation Θ(VOZ(x)). As we have
already noticed, values must not be treated equally (they are
not all equally important), and therefore we proposed a set of
weight functions Ω. On the basis of that, we assume that in
our model the equivalent of order OR will be order ORO:

Definition 4 (Value-extent-weight preference): A total or-
der ORO = (D;2VO(X)) represents a preference relation be-
tween various values, their weight functions and various sets
of situations. We assume that Θ(VOZ(xn))≥ Θ(VOY (xm))⇒
VOZ(xn)DVOY (xm)

III. GOALS

The four kinds of goals defined in [1] remain the same. The
only changes are caused by the fact that the level of promotion
of values expressed in numbers, and therefore the threshold
values: (vnmin(ga) and vnmin(gua)) will also be numbers from
the range 〈0;1). These values may be declared directly by the
user or determined from function Φ and the minimal values
of particular physical values declared by the user.

IV. INFERENCE RULES

The author of [1] introduces a number of the so-called
argumentation schemes (in this work they will be treated
as defeasible inference rules) allowing for the realization of
value-based and teleological reasoning. Due to the length
limitations, in this paper we will only present a model of three
of them. A full model will be introduced in future works.

Below are presented three mechanisms from [1] which
have been adapted to our reasoning model with a numeric
representation of the level of value promotion (the names will
correspond to the mechanisms from [1]):

AS2 Generalized practical reasoning: If in circumstances sm
performing an action at is preferred to remaining in sm
and ast,m ∈ AS, then an action at should be performed:

γ(sm) = 1
ast,m ∈ AS

VOast,m(ast,m)DVOsm(sm)

ε(ast,m)
In the above example, relation gg from [1] (def. 9) is
expressed by means of order ORO (D) which takes into
consideration the weight function.

AS3 Reasoning with abstract goals: If in the current circum-
stances sm achieving an abstract goal gak is possible by
a material goal gml and gml is an action at performed in
sm, then a goal gml becomes the practical goal gp:

gak
γ(sm) = 1

gml = ast,m
sat(gml ,gak)

gp = gml
Interestingly, predicate sat(gml ,gak) (see: def. ??) re-
quires a determination (for goal gak) of the minimal levels
to which particular vales should be fulfilled vimin(gak)).

AS5 Goal-driven practical reasoning: In the current
circumstances sm, in order to achieve the practical goal
gp, an action at should be performed:

γ(sm) = 1
gp = ast,m

ε(ast,m)

V. ARGUMENTATION FRAMEWORK

Since no argumentation framework on which to build the
model has been pre assumed, we have to adapt a simple ad-hoc
model from [1]. The model is presented in an informal way, the
fully fledged formal model of the argumentation framework
will appear in a future works:

• We assume that arguments are constructed on the basis
of inference rules.

• There are two kinds of attack: undermining, which is an
attack on the premise of the inference rule, and rebuttal,
which is an attack on the conclusion of the inference rule.

• An attack on the premise occurs when there exists an ar-
gument whose conclusion is the negation of the premise.

• An attack on the conclusion of argument arg1 occurs
if: (1) There exists an argument whose conclusion is
the negation of the conclusion of arg1, or (2) arg1
concludes that ε(ast,m) and there exists argument arg2
which concludes ε(asz,m), where at 6= az, or (3) arg1
concludes that gp = ast,m and there exists argument arg2
which concludes that gp = asz,m, where at 6= az.

• We assume a partial ordering between arguments where
if arg1 > arg2, then it means that arg1 is stronger than
arg2.

• We assume that the basic grounds for determining order
(>) between arguments is the inference rule on the basis
of which the argument is constructed. We assume that
AS5 > AS3, AS5 > AS2, and AS3 > AS2, meaning that if
arguments arg1 and arg2 are in conflict and if arg1 is
built on the basis of AS3 and arg is built on the basis of
AS2, then arg1 > arg2.

• Argument arg1 defeats argument arg2 when argument
arg1 undermines argument arg2 or argument arg1 rebuts
argument arg2 and arg2 6> arg2.

• Reasoning about priorities: we assume that priorities be-
tween arguments built on the basis of the same inference
rule, depend on values whose application the argument
promotes.

– If both arguments (arg1 and arg2) are built on the
basis of inference rule AS2, argument arg1 attacks
argument arg2 (or vice versa), the conclusion of
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arg1 is ε(x1), the conclusion of arg2 is ε(x1), and
Θ(VOx1(x1))> Θ(VOx2(x2)), then arg1 > arg2.

– If both arguments (arg1 and arg2) are built on the
basis of inference rule AS3, argument arg1 attacks
argument arg2 (or vice versa), the conclusion of
arg1 is gp = gml , where gml = x1, the conclusion
of arg2 is ε(x1)gp = gmk, where gmk = x2, and
Θ(VOx1(x1))> Θ(VOx2(x2)), then arg1 > arg2.

• If one of the arguments concludes that ε(ast,m) and the
argument is not defeated, it brings about performing
action ast,m.

• If one of the undefeated arguments concludes that
6 ε(ast,m), it results that action ast,m cannot be performed
and ast,m is excluded from set AS.

• If the argument excluding ast,m from set AS is defeated,
then ast,m ∈ AS.

• Argument arg1 is not defeated if it is not attacked by any
argument or all arguments which attack arg1 are defeated.

Generally speaking, the argumentation framework used in the
example is based on a simplified version of the ASPIC+
argumentation framework [10].

VI. CONCLUSIONS

The framework included in [1] allows for the modeling of
reasoning in autonomous systems. Regretfully, its practical im-
plementation requires a declaration of a large number of orders
describing relations between levels to which various situations
promote various values and sets of values. With real decision-
making problems, the declaration of such a high number of
orderings is very challenging and can only be feasible in the
case of a situation with relatively small sets of values and
actions which are possible to perform. The main objective
of our work is to propose modifications of the framework
from [1] which would allow a facilitated implementation of
the decision-making systems for autonomous agents.

While making a decision, a person intuitively evaluates
available decision options, dividing them into better and worse
ones (like it was presented in [1] and other works), but
does not attach any numeric values to them. This paper
introduces a modified approach, where the level to which
particular situations promote various values is represented as a
number from the range 〈0;1). Though unlike a typical human
approach, we believe it is much more natural for all kinds of
technical devices. The proper definition of function Φ allows
for automatic evaluation of not only simple values (like the
ones used in the example), but also more complex ones, e.g.
degree of resemblance to the pattern (image, sound, etc.) or
the level of risk evaluation. The modification we propose
allows for a substantial reduction of the number of orderings
(declarations of O and OR will not be necessary) because
the level to which particular values are promoted can be
easily compared; moreover, the lack of necessity to search
large order sets may significantly accelerate the decision-
making process. The proposed mechanism of determining
the cumulative evaluation of particular situations (decision
options), joined by the weight functions, makes it possible

to compare complex situations promoting various values to
various levels.

Further work on the model will proceed in several di-
rections: (1) development of a full argumentation model
for our framework, (2) discussion of our model’s formal
properties (e.g. basing on one of the available proofcheckers
[11]), (3) discussion of the issue of decision-making in a
legally-regulated environment, including an analysis of various
reasoning mechanisms ([12], [13]), conflict resolution ([14],
[15]), interpretation ([16], 1[17]), and other.
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Abstract—Keyword extraction is widely used for informa-
tion indexing, compressing, summarizing, etc. Existing keyword
extraction techniques apply various text-based algorithms and
metrics to locate the keywords. At the same time, some types
of audio and audiovisual content, e. g. lectures, talks, interviews
and other speech-oriented information, allow to perform keyword
search by prosodic accents made by a speaker. This paper
presents PitchKeywordExtractor - an algorithm with its software
prototype for prosody-based automatic keyword extraction in
speech content. It operates together with a third-party automatic
speech recognition system, handles speech prosody by a pitch
detection algorithm and locates the keywords using pitch contour
cross-correlation with four tone units taken from D. Brazil
discourse intonation model.

I. INTRODUCTION

KEYWORDS make the semantic backbone of a text.
As keywords reflect the text ideas and convey text

meaning they are used for text indexing, analysis, summarizing
compression, etc. [1]. In modern world of on-line information
abundance automatic keyword extraction techniques are ex-
tremely in-demand ( [2], [3]).

There is a great number of research in the area of automatic
keyword extraction either for individual documents e. g. [4],
[5], or large document corpora [6], as well as for specific types
of on-line content like e-newspapers [7] or micro-blogs on
Twitter [8]. Content-based retrieval research [9] is also highly
relied upon the keywords [10].

Some of these techniques use document corpora, while
others do not. When a document corpus is used, a function
which balances a measure of a keyword within a document
(frequency, location or co-occurrence) with a similar measure
from the corpus is applied. When corpus is unavailable,
keyword extraction techniques use lexical or semantic analysis
or keywords co-occurrences over an individual document. An
excellent literature review on automatic keyword extraction
techniques is presented in [11]. Automatic keyword extraction
techniques for text compression and summarizing can be found
in [3].

In comparison with text processing techniques specific
audio and audio-visual speech content keyword extraction
algorithms are less developed. Meladianos et al. [12] report

on a high demand for speech processing from the point of
view of information mining. The actual research in this area
is usually based on a preliminary audio-to-text conversion by
means of automatic speech recognition system (ASR) and
further application of content-sensitive text-based techniques
(e. g. see Elakiya K. et al. [13] or G. Alharbi [14]).

At the same time, speech content has an inherent powerful
feature, namely, speech prosody (i. e. intonation, rhythm,
tempo, pausing, etc.) that can help to locate and extract
keywords. We use the term "prosody" exactly in the sense of
D. Brazil system of discourse intonation (DI) [15], [16], [17]
and refer to his tone units to define the prosodic patterns for
PitchKeywordExtractor. The working hypothesis of the present
research is based on concept that keywords being the most
informative parts of speech are prosodically highlighted by
a speaker, and, therefore, they must have specific discernible
prosodic characteristics.

Speech prosody is observable by measuring the fundamental
frequency (pitch) and there exist a variety of speech processing
tools e. g. see Praat or Visi-Pitch or TarsosDSP [18] to analyse
prosodic characteristics as per pitch detection and estimation
algorithms [19], [20]. A perfect guideline for special software
operation can be found in [21].

There have been much research, discussion and critics on
prosody-based methods applicability and limits. Now they go
far beyond simple pitch measurement and exist as components
for complex analytic frameworks: e. g. see P. Roach [22] or
A. Meftah et al. in [23] for prosody-based systems of emotion
recognition. A deep insight into the contribution of prosody-
based techniques to corpus linguistics was made by M. Warren
[24].

On the assumption that automatic keyword extraction can
benefit from prosody-based analysis we propose to add pro-
cessing of prosodic features to automatic keyword extraction
algorithms as far as speech content is concerned. We present
PitchKeywordExtractor - a prosody-based tool for automatic
keyword extraction. Operating together with a third-party
ASR and speech processing software PitchKeywordExtractor
searches for keywords in speech content by matching their
prosodic characteristics to ASR output text.
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II. METHODOLOGY AND MATERIALS

It is widely recognized that keywords in speech have not
only statistically measurable features or occupy a certain
sentence position, but are usually highlighted by intonation
because they frequently act as speech signals for given and
new information [25]. The way to make this tonal emphasis
may be different depending upon the context and background
of the speakers. For our analysis we have taken 4 tones
from the tonal model of discourse intonation developed by
D. Brazil [16] which is widely used in linguistics to describe
the semantic aspect of speech prosody. This model comprises
5 principle tones of English speech: fall, rise, fall-rise, rise-fall
and level. D. Brazil also defines the speech situations when
each of these tones occurs.

Fall tone (p-tone) and rise-fall tone (p+-tone) are defined
by Brazil as proclaiming tones, so they are used to mark new
information introduced by a speaker, therefore, these tones
may indicate the keywords entries. Among those the rise-fall
tone is defined as "dominant proclaiming" and it highlights
not only new, but important information, so it can be a strong
keyword entry marker.

At the same time, fall-rise and rise tones are "referring", r-
tone and r+-tone respectively. In speech they mark the already
known information, i. e. the common ground of the speakers.
These tones may also indicate keyword entries.

We consider four model tone units (fall, rise, fall-rise, rise-
fall) to be searched for in speech. Strictly speaking, Brazil
tones describe phrasal intonation and refer not to one word
but to a whole semantic unit, i. e. a syntagm. A tone pattern
has complex structure, namely, a pre-head, head, nucleus and
tail and refers to a part of a phrase (or to a whole phase, if
it is short); while a keyword can be marked by the nucleus
only. However, the entire tone pattern can be located more
accurately with correlation, while nucleus is too short to
provide a good correlation peak. Thus, we are looking for
keywords inside a phrasal tone pattern provided corresponding
phrase pitch contour is obtained, compare to model tone units
and map it to ASR output to retrieve the keywords.

The architecture of PitchKeywordExtractor consists of 4
main parts (see Fig.1):

1) Pitch Detector
2) Tone Unit Detector
3) Speech Recognizer
4) Segment-to-word Mapper

A. Pitch Detector

Pitch Detector obtains pitch series s[k] for a given speech
record. We use a third-party YIN [26] pitch detection algo-
rithm provided with TarsosDSP [18].

B. Tone Unit Detector

Pitch series s[k] are subsequently processed by Tone Unit
Detection Algorithm (see Sec. III for details). The output of
Tone Unit Detector is a set of segments (time intervals) where
model tone units were found.

.wav

Pitch
Detector

pitch.json

Tone Unit
Detector

segments.json

Speech
Recognizer

text.json

Segment-to-

Mapper

keywords.json

Once  

a time... 
upon 

Wor�

word

Fig. 1: PitchKeywordExtractor Flowchart

C. Speech Recognizer

Speech Recognizer produces text for a given speech record
to create the reference wordlist. Sphinx [27] is used in
PitchKeywordExtractor prototype by now, while this block
may be implemented with any alternative solution for speech
recognition.

D. Segment-to-word Mapper

The segments received from Tone Unit Detector and Speech
Recognizer output file are mapped to each other to locate a
word within a segment (see Sec.IV for details). Segment-to-
word Mapper output is the final keyword list.

III. TONE UNIT DETECTION ALGORITHM

Tone unit detection is based on the correspondence of a
syntagm pitch contour and one or more model tone units.

A. Preliminary Assumptions

Tone unit detection is performed on evenly distributed pitch
series s[k] obtained as per pitch detection algorithm.
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Fig. 2: Model tone units

Let us define 4 discrete-time limited basic func-
tions: φf

w(x), φ
rf
w (x), φfr

w (x), φr
w(x) of w length, w ∈

[wmin, wmax], where wmin, wmax are the empirically chosen
syntagm boundaries; x ∈ Z, 0 ≤ x ≤ w. These functions
correspond to Brazil tone model (see Fig. 2) as follows:

φf
w(x) – "fall tone" p-tone

φrf
w (x) – "rise-fall" p+-tone

φfr
w (x) – "fall-rise" r-tone
φr
w(x) – "rise" r+-tone

B. Pre-Processing

1) Median filtering [28] is applied to remove single promi-
nences in s[k].

2) s[k] is divided into the datasets {sj [k]}, bounded by
natural pauses in speech (silence).

3) Too short datasets {sj[k]} are not processed as statisti-
cally inconsistent.

C. Processing
The following Algorithm 1 is subsequently applied to all

datasets {sj[k]} and all model tone units φw(x). Values of
correlation coefficient rφ(k, w) ∈ [−1, 1] are used to estimate
the similarity between the model tone unit φw and the pitch
contour of a segment, which starts at k and ends at k + w.
rφ(k, w) is calculated only for full-size segments, i. e. k varies
in the range of [0,Kj −w] that discards the edge issues. Eq.1
shows Algorithm 1 output.

rφ(0, wmin) . . . rφ(k − wmin, wmin)
rφ(0, wmin + 1) . . . rφ(k − (wmin + 1), wmin + 1)

...
. . .

...
rφ(0, wmax − 1) . . . rφ(k − (wmax − 1), wmax − 1)
rφ(0, wmax) . . . rφ(k − wmax, wmax)

(1)

Algorithm 1 Tone Unit Detection (Search)

1: J ← NUM_OF_DATASETS({sj[k]})
2: Kj ← LENGTH(sj[k])
3: for all 0 ≤ j ≤ J − 1 do
4: for all wmin ≤ w ≤ wmax, w ∈ Z do
5: for all φw(x) ∈ {φf

w, φ
rf
w , φfr

w , φr
w} do

6: for all 0 ≤ k ≤ Kj − w do
7: rφ(k, w) = corrcoef(sj [k : k + w], φw(0 : w))
8: end for
9: end for

10: end for
11: end for

K1

K2

K1+W

K2+W

(a) Horizontal overlap

K1 K1+W1

K2+W2
K2

(b) Vertical overlap

k1 k1+w1

k2 k2+w2

k3+w3k3

(c) Tone unit collision

Fig. 3: Cases for post-processing

Thus, each segment is defined by k, w, φw , and rφ(k, w).

D. Post-Processing

Post-Processing (see Algorithm 2) is applied to all the
segments and comprises 4 steps (see Fig. 3):

1) Tresholding
2) Resolving horizontal segment overlap for different k at

fixed w
3) Resolving vertical segment overlap for different w
4) Resolving tone unit collision
The first three steps are applied to each group of segments

referring to one tone unit φw , while the last step is applied
only to segments where several tone units were found.

Tresholding checks the statistical significance of correlation.
Tresholding parameter, QTreshold sets the significance level,
e. g. 0.95 or 0.98.

To locate model tone unit accurately k takes all the integer
values in [0,Kj − 1]. For two neighbour values k1, k2 the
corresponding rφ(k1, w), rφ(k1, w) will be very close to
each other, because they are calculated over almost identical
datasets leading to a significant redundancy of the output data.
We call this issue "horizontal overlap". It is resolved now
by keeping the only one segment with the largest rφ(k, w)
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Algorithm 2 Tone Unit Detection (Post-processing)

1: for all wmin ≤ w ≤ wmax, w ∈ Z do
2: for all 0 ≤ k ≤ Kj − w do
3: if rφ(k, w) ≥ QTreshold then
4: CREATE_SEGMENT (tone, k, w, rφ)
5: end if
6: end for
7: end for
8: for all SEGMENTS do
9: RESOLV E_HOR_OV ERLAP (SEGMENT )

10: end for
11: for all SEGMENTS do
12: RESOLV E_V ERT _OV ERLAP (SEGMENT )
13: end for
14: for all SEGMENTS do
15: PRIORITIZE(SEGMENT )
16: end for

for further processing among all the overlapping segments for
given w, which are discarded.

"Vertical overlap", i. e. the overlap of segments with differ-
ent k and w, is also possible. It is resolved in exactly the same
manner. Again, only the segment with the largest rφ(k, w) is
kept for further processing.

The last step processes tone unit collision, i. e. the overlap-
ping segments which correspond to different model tone units.
In this case, the priority is given to "complex" units (p+ and
r).

IV. SEGMENT-TO-WORD MAPPER

Keyword search is performed by Segment-to-word
Mapper, which operates with an ASR output text labelled
with the timestamps and Tone Unit Detector output
file containing the segments. The goal of Segment-to-
word Mapper is to find a word that was pronounced
during the given segment; this word is deemed to be a
keyword. Partial coincidence between segments and word
timestamps is allowed and can be set in Algorithm 3 by
ratio parameter. Fig. 4 illustrates a fragment of Segment-
to-word mapping results achieved for the online lecture
The Great Reversal: The "Rise of Japan" and the "Fall of China" after 1895 as Historical Fables
delivered by Benjamin Elman from Harvard University’s
Fairbank Center for Chinese Studies. Table I shows 35
keywords marked with proclaiming tones (fall and rise-fall)
found by Segment-to-word Mapper in a 2-minute piece of
lecture. The keywords are sorted in the same order as they
are mentioned in the text; keywords given in boldface refer
to Fig.4.

V. RESULTS AND DISCUSSION

To summarize, an algorithm to process ASR output text
for keywords by their prosodic features is presented. The first
prototype has custom Tone Unit Detector and Segment-to-
word Mapper, it also operates with pitch detection and speech

73500 73750 74000 74250 74500 74750

80

100

120

140

s t  o r y l i n e that  since t  h e m  e i j i

Fig. 4: Example of Segment-to-word mapping: words "story-
line" and "meiji" are deemed to be keywords

Algorithm 3 Segment-to-word Mapping

1: for all SEGMENTS do
2: for all ASR_WORDS do
3: MAP (SEGMENT,ASR_WORD)
4: end for
5: end for

recognition performed by third-party tools. As the result, a list
of possible keywords is generated.

For our experiments we used a number of audio sam-
ples including academic lectures, presentation talks and news
recordings. A particularly interesting case is the online lecture
of B. Elman mentioned in Section IV and used for segment-
to-word mapping evaluation. This use case refers to (not very
common but still possible) situations when audio tracks are
available with no explicit metadata describing the substance
and the internal content of the recorded material. This, apart
from obvious applications of the proposed algorithm and re-
lated tools, we can also consider solving a problem of mapping
the processed recordings to a variety of external resources such
as online encyclopedias, historical books, geographical maps,
etc. In such a case the process of audio playback (together with
prosody-based keyword extraction performed in background)
can be enhanced by delivering additional visual and text
information retrieved with using the extracted keywords.
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Abstract—Semantic web technologies have gained some spot-
light in recent years, mostly explained by the spread of mobile
devices and broadband Internet access. As once envisioned by
Tim Berners-Lee, semantic web technologies have fostered the
development of standards that enable, in turn, the emergence
of semantic search engines that give users the information they
are looking for. This paper presents the results of a systematic
literature review that focuses on understanding the proposals
on the semantic search engines from an architectural point of
view. From the results it is possible to say that most of the
studies propose an integral solution for their users where their
requirements, the context and the modules that comprise the
search engine have a great role to play. Ontologies and knowledge
also play an important role in these architectures as they evolve,
enabling a great myriad of solutions that respond in a better way
to the users’ expectations.

Index Terms—Semantic web, semantic search engines, ontolo-
gies, knowledge, knowledge representation, software architecture,
systematic literature review.

I. INTRODUCTION

SEMANTIC search is one of the hottest fields in recent
years that have gained attraction. This is explained be-

cause search is one of the most used features in the Internet1

and it is evolving in ways that can give users more meaningful
data than before. We have witnessed the arrival of digital
assistants on smartphones, tablets and computers, the presence
of suggestions in social media, when buying online or when
interacting with other people. These are proofs that what we
search for, what our intentions are and how we like this
information to be presented are becoming more important
every day.

This panorama was envisioned by Tim Berners-Lee in 2001
[1], when the web was different and was starting to evolve
from static contents to dynamic ones. Since then the Word

1Pew Research Center, "Search and email still top the list of most
popular online activities", available at: http://www.pewinternet.org/2011/
08/09/search-and-email-still-top-the-list-of-most-popular-online-activities/.
[Online; accessed 18-July-2016]

Wide Web Consortium (W3C) has developed a myriad of stan-
dards in order to make that vision a reality. Several researches
have been and are being carried out which demonstrate that
semantics can be applied to search so that computer systems
can understand the intentions, meanings and purpose of what
the users want, and deliver the results they expect.

Nowadays we can see how search engines have improved
their algorithms to make search results closer and useful to
what users want to find. Google’s Hummingbird algorithm,
for instance, was developed to deal with the new needs
of search, understanding the words typed by the user and
returning meaningful results2. This kind of optimizations are
also implemented in other search engines and products (e.g.
Microsoft’s Bing and Cortana digital assistant), and even
traditional relational databases like SQL Server have some sort
of semantic search capabilities built-in3.

In the light of this current situation, it is important to
understand how these applications are built, how they connect
each other, and how they work to deliver what users are
looking for. That is the main motivation for this research:
to know and understand the architectures of these semantic
search engines, how they look like and how they are changing
our present.

This paper is organized as follows. Section II presents
the literature review methodology. Section III presents the
identification of the need for this study. Section IV presents the
review protocol that this study followed. Section V presents
the results obtained after the execution of the review protocol.
Section VI discusses the findings of this study in order to give
answer to the research questions. Finally, in section VII the
conclusions and future work are discussed.

2Danny Sullivan, "FAQ: All About The New Google "Hum-
mingbird" Algorithm", available at: http://searchengineland.com/
google-hummingbird-172816. [Online; accessed 10-December-2016]

3Microsoft Developer Network, "Semantic Search (SQL Server)", avail-
able at: https://msdn.microsoft.com/en-us/library/gg492075.aspx. [Online; ac-
cessed 10-December-2016]
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II. METHODOLOGY

A systematic literature review is conducted as the method-
ology for this research to obtain the evidence needed to
understand how the architectures of semantic search engines
are formulated and how they work, which is the main objective
of this research. As mentioned by Kitchenham in [2], "a
systematic literature review (often referred to as a systematic
review) is a means of identifying, evaluating and interpreting
all available research relevant to a particular research question,
or topic area, or phenomenon of interest".

A systematic literature review has three main stages: plan-
ning the review, conducting the review and reporting the re-
view [2]. There are several activities inside of those phases that
involve iteration, especially those regarding the developing of
the review protocol in the planning phase, or when conducting
the review [2].

III. IDENTIFICATION OF THE NEED FOR A REVIEW

As stated in the introduction of this research, the main
purpose is to identify how the architectures of semantic
search engines have been and are being proposed and, as a
result, a background will be constructed to summarize existing
knowledge in this field and future research activities can be
suggested [2].

There were no previous researches in the architecture of
semantic search engines, as it is presented in subsection IV-B1.
Therefore, the need to carry out this research was justified.

IV. REVIEW PROTOCOL

One of the most important steps in any systematic literature
review is the development of the review protocol. This protocol
specifies the context of the review, the research questions, the
criteria to use in the study selection, the quality assessment of
the studies, the data extraction strategy, as well as the strategy
to use when reporting the results.

A. Research questions

The research questions are subject to change while the
review protocol is being developed [2]. As a result, the
following questions went through several changes during the
development of this systematic review. These research ques-
tions cover the main point of interest: to understand how a
semantic search engine works and what the main building
blocks are that allow them to work. With this in mind, the
research questions are as follows:

• RQ1: What modules of the architecture of a semantic
search engine are the most used across implementations?

• RQ2: What are the evaluation methods for validating
and/or verifying the architecture of a semantic search
engine?

• RQ3: What are requirements that an architecture of a
semantic search engine needs to comply with?

• RQ4: What role do ontologies play in the architecture of
a semantic search engine?

• RQ5: What role does knowledge play in the architecture
of a semantic search engine?

TABLE I
KEYWORDS IDENTIFIED FROM RESEARCH QUESTIONS

RQ1 module, architecture, semantic search engine, imple-
mentation

RQ2 evaluation, method, validation, verification, architec-
ture, semantic search engine

RQ3 requirement, architecture, semantic search engine

RQ4 role, ontology, architecture, semantic search engine

RQ5 role, knowledge, architecture, semantic search engine

B. Search strategy

First a preliminary search was carried out, its purpose and
results are presented here. Then the search terms are listed,
as well as the query strings to be used. The search resources
and the search process are explained afterwards. Finally, the
search process documentation is mentioned.

1) Preliminary search: The preliminary search was carried
out in Scopus to identify what the current studies looked like,
what subjects they were talking about, and if there was any
new point of interest that can be added to the research. The
search string was as follows: TITLE-ABS-KEY (architecture)
AND TITLE-ABS-KEY("semantic search"). This search was
carried out on June 8th 2016, and 219 articles were found.

The first 100 articles, ordered by publication year, were
picked. From these 100 articles, 55 of them were found to
be related to the main subject of this study, whereas 36 were
somewhat related. The other 9 articles were not related to
the main subject at all. In order to classify the articles as
related, somewhat related or not related, titles, abstracts and
keywords were analyzed and compared to the main subject
and the research questions presented in subsection IV-A.

From those 55 articles found to be related to the main
subject of this study, the following concepts were found to
be mentioned constantly in their abstracts and were added to
the research questions:

• Ontologies, either as part of the architecture of a semantic
search engine or as the core of the proposed engine. 23
articles were found to be related to ontologies.

• Knowledge, either as part of the architecture as a knowl-
edge base or as a knowledge technique to be used in the
proposed semantic search engine. 25 articles were found
to be related to this concept.

2) Deriving search terms: As a first step, the search terms
are derived from the research questions. In table I the main
keywords are listed per each question.

In table II the synonyms for the keywords found in table I
are presented. These synonyms were taken from the Thesaurus
of the Oxford Dictionaries 4. There were also words that
were added because they were related to the first keywords
- these words were identified in the exploratory search that
was explained in subsection IV-B1.

4Thesaurus of the Oxford Dictionaries: http://www.oxforddictionaries.com/
thesaurus/. [Online; accessed 6-July-2016]
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TABLE II
SYNONYMS AND RELATED WORDS IDENTIFIED FOR KEYWORDS IN TABLE

I

module layer, component

evaluation assessment, appraisal

method procedure, technique, approach

architecture system architecture

semantic search
engine

semantic search system, semantic
search platform, semantic search tool

implementation implantation, application, approach

requirement need, requisite

TABLE III
EXPRESSIONS TO USE FOR QUERIES

RQ1

(module OR layer OR component) AND (architec-
ture OR system architecture) AND (semantic search
AND (engine OR system OR platform OR tool))
AND (implementation OR application OR approach)

RQ2

(evaluation OR assessment OR appraisal) AND
(method OR procedure OR technique OR approach)
AND (validation OR verification) AND (architec-
ture OR system architecture) AND (semantic search
AND (engine OR system OR platform OR tool))

RQ3
(requirement OR need OR requisite) AND (architec-
ture OR system architecture) AND (semantic search
AND (engine OR system OR platform OR tool))

RQ4
role AND ontology AND (architecture OR system
architecture) AND (semantic search AND (engine
OR system OR platform OR tool))

RQ5
role AND knowledge AND (architecture OR system
architecture) AND (semantic search AND (engine
OR system OR platform OR tool))

The expressions to use for querying the studies per each
question are as stated in table III. These expressions were then
customized according to the syntax of each search resource.

3) Search resources: The sources that are used for this
research are the following: ACM Digital Library, IEEE Xplore,
Scopus and ScienceDirect, as they have a broad set of articles
in the computer science field.

4) Search process: Firstly, an initial, preliminary search
was carried out in order to identify potential new terms that
can enrich the keywords derived from the research questions.
This also allows the identification of any new research question
that can be of interest. This was presented and discussed in
subsection IV-B1.

After that, a primary search phase is proposed to filter the
articles found in the search resources. For this phase, duplicate
articles are identified, and the inclusion and exclusion criteria
are applied to the studies. These criteria will be applied to the
title, abstract and keywords of each study. The criteria to be
used for this phase are presented in subsection IV-C1. In case
of ambiguity, the full text of the article is retrieved.

Lastly, a secondary search phase is proposed in order
to identify the final articles that can answer the research
questions. The full text of each article will be retrieved, the
quality assessment criteria will be checked again, applying the
inclusion/exclusion criteria as well as the quality assessment

checklist presented in subsection IV-C2, paying special atten-
tion to the introduction, the architecture modules if applied,
and the conclusions of each study. After this phase, the final
articles will have been identified, ready to answer the research
questions.

C. Study quality assessment criteria

The intention behind assessing study quality is to identify
the primary studies that provide direct evidence about the
research questions [2]. This quality assessment will be carried
out to determine the relevance and identify reliable evidence
of the selected studies to answer those questions.

In that way, the inclusion and exclusion criteria are pre-
sented in this section, as well as the quality assessment
checklist to be used when selecting the studies in the search
process. If the quality of a study does not satisfy the quality
assessment criteria, it will be removed from the analysis given
its weak evidence.

1) Inclusion/exclusion criteria for study selection: The in-
clusion and exclusion criteria, which can be refined during the
search process, are defined in the systematic review protocol
to minimize the bias effect that is likely to appear while
conducting the review. For a study to be included in the
systematic review, it will have to satisfy the first condition,
and either the second, third or fourth conditions. In the case
of studies for research questions 4 and 5, either the fifth or
sixth condition must be fulfilled:

1) The study must be written in English.
2) The study proposes an architecture for a semantic search

engine as a solution for a problem.
3) The study discusses about an architecture for a semantic

search engine either in a conceptual or implemented
way.

4) The study explains in greater or lesser detail the layers
or modules the architecture includes.

5) In the case of a study that needs to answer RQ4, the
study must provide an explanation of the role of the
ontology within the architecture.

6) In the case of a study that needs to answer RQ5,
the study must provide an explanation of the role of
knowledge within the architecture.

The following exclusion criteria is meant to identify those
studies that will not be included in the systematic review:

1) Those that do not focus on proposing an architecture of
a semantic search engine, or where the semantic search
engine is not the main subject in the study.

2) Those that do not include an explanation of the layers
or modules that the architecture of a semantic search
engine should have.

3) Those that are either books, conference proceedings, or
secondary or tertiary studies.

2) Quality assessment checklist: Checklists are a way to
assess the quality of the studies and therefore their importance
as evidence to answer the research questions. They are also
useful in order to decrease the effect of bias when reviewing
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the studies [3]. Note that this assessment is in terms of
relevance of evidence to answer the research questions and
not to criticize the work of any researcher [3].

The questions for the following checklist are based on the
ones presented in Zarour et al. [4] for their systematic review.
Those were rephrased according to the needs of this research.

• QA1: Is the main subject of the study well defined?
• QA2: Is the presented architecture in the study clearly

explained?
• QA3: Is the context where the study was carried out well

described?
• QA4: Are the presented conclusions clearly stated?
QA1 is stated like this to identify whether the aims of

the study are clearly defined. In QA2, the architecture of the
semantic search engine explained by the study is analyzed
to determine whether its purpose and components are pre-
sented clearly. QA3 is concerned with the background where
the semantic search engine is working, so the architecture
makes sense to the problem or situation that tries to solve
or improve. Finally, QA4 considers the previous answers so
the conclusions of the study are presented clearly and in line
with the architecture and its context. Future work is also taken
into account.

Each of the questions given in the checklist will be answered
according to the following scale: Yes (1), No (0), Partially
(0.5). In order to select a study, it needs to have a score greater
than or equal to 3. This checklist will be applied to the results
obtained after the primary search is carried out.

It is worth mentioning that the third question proposed by
Zarour et al. about the threats to validity was not included
because, from the preliminary search carried out before, there
was no evidence of experimental or quantitative studies.

D. Data extraction strategy
After the primary studies have been selected and their

quality assessed, the data will be extracted. The data extraction
forms and the strategy to be adopted for recording the data are
given in the sections below.

1) Data extraction form: Data extraction forms are meant
to contain all the information that is necessary for answering
the review questions and addressing the study quality criteria.
The data extraction form for this systematic review is pre-
sented in table IV.

2) Data extraction procedures: In order to have a central-
ized storage for the execution of the review protocol and the
extracted articles, a specialized software for systematic reviews
was used. The name of this tool is StArt (State of the Art
through Systematic Review), developed and maintained by
the Laboratory of Research on Software Engineering (LaPES)
that belongs to the Computing Department of the Federal
University of São Carlos (DC/UFSCar) in Brazil5. It allows the
management of the steps needed for carrying out a systematic
review, giving a great support when executing the review
protocol and searching for the articles.

5StArt (State of the Art through Systematic Review), available at: http:
//lapes.dc.ufscar.br/tools/start_tool/

TABLE IV
DATA EXTRACTION FORM

Field Description RQ
Id Sequential number General

Extraction
date General

Authors General

Title General

Study type Journal article or a conference ar-
ticle General

Search
resource
name

Name of the search resource where
the study was found General

Publication
year General

Institution Researchers’ institution or institu-
tions General

Country General

Problem to
be solved

Brief description of the main prob-
lem the architecture tries to solve General

Architecture
type Whether is conceptual or concrete General

Application
field

Field where the architecture has
been applied, or if it is a general
purpose architecture

General

Architecture’s
modules

List of modules that the architec-
ture is comprised RQ1

Architecture’s
patterns
applied

List of any pattern that the archi-
tecture applies RQ1

Verification
method

List of any methods used to verify
the architecture RQ2

Validation
method

List of any methods used to vali-
date the architecture RQ2

Requirements List of requirements the architec-
ture fulfills RQ3

Ontologies
used

List of ontologies the architecture
is using RQ4

Ontology
role

Brief description of the role the
ontologies play within the architec-
ture

RQ4

Knowledge
role

Brief description of the role that
knowledge plays within the archi-
tecture

RQ5

StArt allows the management of the articles found when
retrieving them from the search resources. The review pro-
tocol is entered in this tool, including the inclusion and
exclusion criteria, quality assessment checklist and the data
extraction form fields provided in subsection IV-D1. With this
information, and after the primary phase of the research is
accomplished, the selected studies will be identified in the
tool so that the secondary search phase can be carried out.

For the secondary search phase, the selected studies from
the primary search phase are exported from StArt to an
Excel file for further revision. As stated in subsection IV-B4,
in this phase the inclusion/exclusion criteria and the quality
assessment are applied, completing the respective columns in
the Excel file. The resulting studies then will be used for
answering the research questions. This way the data collected
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TABLE V
NUMBER OF STUDIES FOUND PER RESEARCH QUESTION AND DIGITAL

SOURCE

Research
question ACM IEEE Scopus Science

Direct Total

RQ1 3 5 24 4 36
RQ2 2 0 0 0 2
RQ3 11 22 48 3 84
RQ4 2 5 8 0 15
RQ5 0 2 8 0 10
Total 18 34 88 7 147

from the studies is consolidated in one place, gathering both
the extraction form questions and the quality assessment
checklist questions.

V. EXECUTION

As mentioned in subsection IV-B4 about the search pro-
cess, the first search phase comprises the identification of
duplicates, as well as determine whether the articles found
using the search queries presented in subsection IV-B2 can
fulfill the inclusion and exclusion criteria. In this section, the
documentation of the search process is presented, as well as
any incidence or change that came up when executing the
review protocol.

A. Searches in the search resources

The searches in each of the search resources were carried
out from September 17th to October 4th. The years covered by
the searches were from 2002 to 2016. In table V the number of
studies per each search resource and per each research question
is listed. These studies were the input to start the primary
search.

147 studies were found in the search resources. The results
obtained were exported in the BibTeX format, taking special
attention to the authors, title, abstract and keywords fields
when exporting the results. Other data, such as journal title
or country, were selected if available in the search resource.

B. Primary search

In this phase, the studies found from the search resources are
filtered based on the inclusion and exclusion criteria detailed
in subsection IV-C1.

After being obtained from the search resources, the BibTeX
files were imported into StArt and grouped by search resource.
When a BibTeX file is imported, each of the studies specified
in the file are analyzed by StArt in order to identify possible
duplicates. Each duplicate found is then highlighted in blue
across all of the previous results already imported in StArt.
It is also possible to specify duplicates manually. This option
was used after all BibTeX files were imported, ordered by title.
54 studies were found to be duplicates.

The next step after identifying duplicates was to read
carefully the title, abstract and keywords of each of the studies,
and apply the inclusion and exclusion criteria. This step took
a while to accomplish because of the number of studies

TABLE VI
SUMMARY OF THE PRIMARY SEARCH

Search
resource Duplicates Rejected Accepted Total

found
ACM 5 9 4 18

IEEE 8 7 19 34

ScienceDirect 6 1 0 7

Scopus 35 26 27 88

Total 54 43 50 147

TABLE VII
SUMMARY OF THE SECONDARY SEARCH

Search
resource Accepted Rejected Unavailable Total

ACM 3 1 4

IEEE 10 9 19

Scopus 16 5 6 27

Total 29 15 6 50

considered for the systematic review. 43 articles were rejected
after applying the selection criteria. Table VI summarizes the
previous steps.

C. Secondary search

In this phase, the studies selected from the primary search
phase are filtered out using the inclusion and exclusion criteria
detailed in subsection IV-C1 and applying the quality assess-
ment checklist presented on subsection IV-C2. This phase also
helped modify the data extraction form fields in order to add
or update them accordingly to any new point of interest that
can help answer the research questions.

The 50 accepted studies found in the primary search, along
with the duplicated and rejected studies, were exported to
the Microsoft Excel format from StArt to continue with the
secondary search phase. The duplicated studies were used to
help identify the research question those studies had assigned,
so that the selected studies can answer those research questions
as well.

This phase took long to complete, starting from November
23rd 2016 to January 22nd 2017. This is because each study
was reviewed thoroughly. Some studies were not available
when this phase started until the authors kindly answered back
with the full text of their studies after contacting them via
email. Some authors were not available to contact and, as a
result, their studies were not considered as part of this research.
The results of this phase are presented in table VII.

The studies accepted after concluding the secondary search
are presented in next list. Each study is presented with the
research questions it needs to answer.

• [5], [6], [7], [8], [9] for answering RQ1 only
• [10], [11], [12] for answering RQ1, RQ3
• [13] for answering RQ1, RQ3, RQ4
• [14] for answering RQ1, RQ4
• [15] [16], [17], [18], [19], [20], [21], [22], [23], [24],

[25], [26], [27] for answering RQ3 only
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TABLE VIII
QUALITY ASSESSMENT CHECKLIST RESULTS

Id Quality question Yes No Partially

QA1 Is the main subject of the
research well defined? 29 0 0

QA2
Is the presented architec-
ture in the study clearly ex-
plained?

21 0 8

QA3
Is the context where the
study was carried out well
described?

22 0 7

QA4 Are the presented conclu-
sions clearly stated? 18 0 11

• [28] for answering RQ3, RQ4, RQ5
• [29] for answering RQ4 only
• [30] [31], [32] for answering RQ4, RQ5
• [33] for answering RQ5 only

VI. SYNTHESIS AND ANALYSIS OF DATA

The following subsections present the most relevant data
obtained from the selected studies. First, the general facts are
analyzed, and then the research questions are answered.

A. General facts from selected studies

1) Quality assessment checklist results: The quality as-
sessment checklist results are presented in table VIII. These
show that the main subject of each study was found to be
clearly stated. The second question tries to identified if the
architecture was clearly presented and explained in the study;
in this case, 8 studies were found to have gaps while explaining
the architecture of the semantic search engine, or whether the
architecture’s modules were not explained thoroughly.

Third quality question checks whether the context is clearly
presented and described, so that the semantic search engine
can be a solution or propose a solution to resolve the problem
identified. 7 studies were found that gave some light on
the context for their architecture proposal, without making
a deeply explanation of it. For the last quality question, it
can be seen that a high number of studies presented not so
well defined conclusions, mostly due to simple or obvious
statements, mentioning previous concepts or lacking future
works recommendations.

2) Application fields and problems to be solved: From the
semantic search engines revised it was found that:

• 7 studies propose general purpose engines, that is, that
can be applied to any field: [5], [6], [23], [19], [18], [24],
[31].

• 3 studies propose solutions for digital documents: [15],
[16], [22].

• 2 for medicine: [26], [28].
• 1 study for each of the following fields: military [7],

distance education [8], multimedia content [9], biology
[10], biomechanics [11], audiovisual content repositories
[12], source code control systems [13], culture [14],
education [17], web services [21], reporting [20], Russian

museums [27], environment [25], transport services [29],
academic library [30], innovation processes [32], and
government to government cooperation [33].

Regarding the problems to be solved by the proposed
semantic search engines, it can be mentioned, as the appli-
cation fields, they are diverse in nature and they could not be
categorized without discarding important details from them.
However, most of the studies try to propose a solution for a
previous unresolved problem, to propose a new alternative for
users, or to improve search results.

3) Architecture types: The architecture type field is in-
tended to identify whether the proposed architecture is concep-
tual or concrete. The former refers to the studies that formu-
lates an architecture without implementing the actual semantic
search engine whereas the latter refers to actual search engines
implemented following the proposed architecture. From the
results obtained, it can be mentioned that 21 studies proposed a
concrete semantic search engine. The other 8 studies proposed
a conceptual semantic search engine.

B. Answering research questions
In the next subsections the research questions are answered,

as well as some discussing is added where needed. The fields
used in the data extraction form, presented in table IV, are
explained better, according to the results obtained during the
secondary search phase.

1) RQ1: Modules most used by semantic search engines
implementations: The aim of this research question is to
identify what modules are the most used in the proposed
architectures of semantic search engines. Although the word
"implementations" can be understood as something that needs
to be built or constructed, for this research is also covering
conceptual architectures.

For this question, two fields were proposed in order to
retrieve the data from the studies:

a Architecture’s modules: this field aims to get the list of
modules, components or tiers that the architecture has.
If the study has an explanation of what the module is
about, that is also taken into account.

b Architecture’s patterns applied: this field aims to
identify what architectural patterns are presented in the
proposed architecture.

There are 10 studies found to answer this question. There
are several modules identified that are common across the pro-
posed architectures. These are listed as follows, highlighting
the most relevant studies on each module found:

• Extractor components, such as crawlers used by [9] and
[11], or extraction systems in [6], which navigates within
raw data and store it for further processing. These can
also make some sort of filtering, based on system’s needs
or requirements [13].

• Storage support, such as a database used by [9] and [8],
an indexer used in [13] and [7], or tables as mentioned
by [5], that can store the data and knowledge of the
system. These storage elements are related to other key
components, such as ontologies.
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• Reasoning components, for example ontologies or in-
ference engines. These are responsible for generating the
answers based on the user queries and the knowledge
stored in the systems. As it can be seen, usually the
ontologies are customized for the field or domain where
they will be applied (e.g. [10] and [14]). It is worth
mentioning the work of Çelik et al. [8] where inference
rules based on ontologies are proposed for the reasoning
component of their semantic search engine for a Learning
Management System (LMS).

• User interfaces, usually as web forms (e.g. [8]) where
users formulates their search query. It is worth noticing
the case of [14], which proposes a guided user interface,
whereas others are plug-ins that need to be installed in
another application in order to be available to the user
[13].

In the case of the architecture patterns identified, the major-
ity of the studies reported that a multitier (N tier) architecture
was applied in the proposed solution. This leads to design the
modules as layers that are loosely coupled, customized for a
specific functionality. There are two specialized cases: in [5]
a peer-to-peer design is proposed because of the distributed
nature of the engine, where each node has its indexer and
processes documents that are available for other nodes through
web services. In [13], a client application (i.e. a plug-in for
a developer’s integrated development environment - IDE) is
designed to be used by users, which displays the search results
(mainly source code files).

2) RQ2: Evaluation methods for validating and/or verifying
the architecture of a semantic search engine: The aim of
this research question is to identify what evaluation methods
exist for validating and verifying an architecture. In this
case, validation is related to whether the system fulfills its
requirements; verification is related to whether the system was
developed right [34].

For this question, two fields were proposed in order to
retrieve the data from the studies:

a Verification method: this field aims to get any verifica-
tion method proposed by the study.

b Validation method: this field aims to get any validation
method proposed by the study.

For this research question unfortunately there was no study
found that fulfilled the search criteria and the quality assess-
ment checklist. Even though there was no study identified, it
can be said that not finding studies for this research question
constitutes an opportunity for a future work. This is discussed
further in the conclusions.

3) RQ3: Requirements an architecture of a semantic search
engine complies with: The aim of this research question is to
identify what kind of requirements an architecture needs to
comply with. Although requirements are closed to the field
or domain where the semantic search engine is working, the
purpose of this research question is to identify any common
underlying requirement that an architecture of a semantic
search engine needs to fulfill independent of that field or
domain.

For this question, one field was proposed in order to retrieve
the data from the studies:

a Requirements: this field aims to get the list of require-
ments that the architecture of a semantic search engines
needs to comply with. The requirements or needs were
identified from the study, whether they were explicitly
or implicitly mentioned.

This field is meant to gather both functional and non-
functional requirements. This was done this way in order
to understand the requirements in their context, and taking
into account that usually requirements are not classified and
presented in these two categories. That implied to read the full
text of the selected studies thoroughly.

There are 18 studies found to answer this question. The
following is a set of common requirements identified from
those studies:

a Precision on results, mentioned by [13], [15], [10],
[16], and in some way it is also mentioned by [21],
[11], [23], [24]. This requirement is related to find the
most relevant results based on the user’s search query.
The purpose of the semantic search is to improve results
based on the user’s intention and the context of the
search query, so it does not come as a surprise that
an architecture of a semantic search engine must have
precision on results as one of its requirements.

b Existence and maintenance of ontologies, mentioned
by [13], [16]. Although this is explicitly mentioned
by few articles, it has a great impact because of the
important role that ontologies play in an architecture (as
it is described in subsection VI-B4). Almost all selected
studies rely on ontologies to make the search engine
work. Ontologies are the base to learn new concepts,
share knowledge and make possible that search agents
can retrieve information even when new concepts were
not previously defined [35].

c Usability, mentioned by [13], [17], [23], [27]. This is
concerned with how user-friendly users find the search
engine, how easy it is to use and if it is accessible
through common ways, such as smartphones and tablets.
In the case of [27], richer representation takes a special
meaning because of data the search engines needs to
display, i.e. Russian museum art collections.

d Evolution of knowledge base as new documents
appears, mentioned by [15], [16]. This is pretty close to
the previous ontology-related requirement, as knowledge
and ontologies are related. In this case, a knowledge
base needs to accept new concepts as new information
becomes available. In the case of [12], it is even pro-
posed that the system should be able to cover various
domain models.

e Handle structured, unstructured and heterogeneous
data sources, mentioned by [15], [10], [16], [25], [26],
[27]. This requirement is related to the diverse sources
a semantic search needs to deal with. As shown in the
work of Fernandez et al. [36], heterogeneous sources,
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heterogeneous knowledge bases and heterogeneous on-
tologies can help getting answers for natural language
queries, which are used in [26]. For structured and
unstructured data, such as what we can find in the Web,
crawlers and annotation mechanisms help coping with
those, so semantic search can be done on those kinds of
data [36].

f Use of ontologies for suggesting or guiding the user
search, mentioned by [28], [18], [19], [11], [22], [23],
[24]. This requirement is about having the help of
ontologies while the user writes his/her query. This help
can be presented as suggestions of additional or related
terms [19], or it can use user’s preferences in order to
retrieve relevant results, as proposed by [24] or [18].

g Use of natural language, mentioned by [20], [21],
[26]. This requirement is related to the usage of natural
language queries that can express users’ intentions in
a much freer way. This implies that the search engine
needs to process and translate the user’s query properly,
using techniques such as word-sense disambiguation.
Then the query can be consumed by the domain on-
tologies so a match can be found against the knowledge
base.

h Handle large amount of data, mentioned by [26]. This
requirement, although mentioned by one study, is worth
to be pointed out because new search engines will need
to have a broader action range, such as in the Internet
of Things as proposed in the work of Wang et al. [37].
However, the search engine proposed by Ślȩzak et al.
is oriented to the biomedical literature field, which is
small when compared to other broader Internet-based
solutions.

It is worth mentioning that, although is not stated literally
on the previous requirements identified from the studies, for
[12] having a decoupled system is important, as it keeps the
engine core independent from the data and knowledge layers.

4) RQ4: The role of ontologies in the architecture of a
semantic search engine: The aim of this research question is
to identify what role ontologies play within the architecture
of a semantic search engine. As it was seen in RQ1 and
RQ3, ontologies have a strong presence in the proposed
architectures. With this research question, what is sought is
to unveil the functionalities ontologies perform.

For this question, two fields were proposed in order to
retrieve the data from the studies:

a Ontologies used: this field aims to identify what kind
of ontologies are proposed in the study.

b Ontology role: this field aims to get any description of
the role that the ontologies perform within the proposed
architecture.

There are 7 studies found to answer this question. The on-
tologies used and the ontology roles identified are as follows:

a Domain ontologies are mostly used, which seems to
be a pattern across architectures. That is an expected
scenario because a domain ontology can give specialized

results and further customization, satisfying users’ need
in a better way. Even those that make use of general
purpose ontologies (e.g. WordNet), as mentioned by
Kerschberg et al. [31], at the end they resort to use
domain ontologies in order to represent better user
concepts, or to represent several domains within the
same engine, as mentioned by [14].

b Ontology roles are diverse, but most of the selected
architecture use them as a way to classify and express
relationships among key concepts - that is the case of
[29], [28], [31] and [32]. Two cases are special: in [13],
Durão et al. mention that the domain ontology is used
for reasoning processing, in order to identify relevant
source code documents and suggest related terms to
improve future user queries. In [30], although it is not
further discussed, Jamgade and Karale mention that the
domain ontology is used for building ontotriples (or
ontology triples), a way to express concepts by a subject,
a property and an object [38]. These ontotriples are
then used for queried the knowledge base to retrieve
the relevant documents.

5) RQ5: The role of knowledge in the architecture of a
semantic search engine: The aim of this research question is to
identify what role knowledge plays within the architecture of a
semantic search engine. As it was seen in RQ1, RQ3 and RQ4,
knowledge has a relevant role in the proposed architecture,
mostly by means of a knowledge base. Most of the studies
have already answered RQ4 before.

For this question, one field was proposed in order to retrieve
the data from the studies:

a Knowledge role: this field aims to get any description
of the role that knowledge performs within the proposed
architecture.

There are 5 studies found to answer this question. The
following are the aspects found in those studies:

a Knowledge sharing should be a key feature, so that
the semantic search engines proposed in these studies
should allow knowledge sharing by means of the domain
ontology they have implemented, such as a document
ontology [33] or an innovation process ontology [32].

b Knowledge bases help getting better search results,
and in doing so ontologies play an important role.
As it is already noted before, knowledge and ontolo-
gies usually work together in order to retrieve better
and relevant results [30]. On the other hand, in [28],
Mendonça et al. use a knowledge base to help on the
document annotation process so that users can query
those documents, and it can be used to help users
creating their queries, which leads to get better search
results.

c Knowledge is gathered from heterogeneous sources,
which enriches the results a user can get. In order
to accomplish this, a set of agents were proposed by
Kerschberg et al. so that those diverse sources can be
queried [31]. This takes into account the set of general
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and domain specific ontologies the system uses, as
already mentioned by that study.

VII. CONCLUSIONS AND FUTURE WORK

The goal of this review is to identify how the architectures
of semantic search engines work, how the proposals are
designed and what problems they were and are solving. Most
of the studies, as depicted previously, propose a concrete
implementation for their architectures, so those systems were
and are working now in a myriad of application fields. As
there was no previous study that summarized this subject, no
time range filter was set when searching for the studies.

It can be seen that most of the studies try to propose a
solution for a previous unresolved problem, to design a new
alternative for users, or to improve search results. To measure
whether those proposals represent an improvement, some
studies present comparison results or performance benchmarks
as is the case of the work of Amanqui et al. [10], Thangaraj
and Sujatha [22] or Dong et al. [29]. However, as the purpose
of this systematic review is not related to that kind of exper-
iments, this can be considered as a good starting point for a
future work.

As for the modules that a semantic search engine comprises,
it can be said that reasoning components such as ontologies
and inference engines constitute key modules present across
the studies. Domain ontologies in particular are a fundamental
piece in a semantic search engine as they allow addressing the
needs of a specific domain and user requirements [31]. The use
of ontologies fosters reusability, as new concepts are identified
and added to the ontology, making its maintenance crucial as
it evolves over time [38].

Likewise, it was identified that ontologies and knowledge
play together a key role in the architectures reviewed. One
of the key roles for knowledge is knowledge sharing that is
achievable through the implementation of the ontologies that
search engines rely on [39]. This brings benefits to search
results, improving search engines’ precision and recall which,
along with usability and the ability to handle unstructured and
heterogeneous sources, constitutes some of the most important
requirements that the architecture of a semantic search engine
needs to fulfill as it is designed and developed.

Finally, although there was no validation and verification
methods identified for the architectures of semantic search
engines, this can be seen as an opportunity for future work
by proposing validation and verification mechanisms already
in use in other software engineering application fields. As
mentioned by Abowd et al. in [40], there are many benefits
of architectural evaluation methods, such as a better under-
standing and documentation of the system, clarification and
prioritization of requirements, and early detection of problems
in the architecture, which boosts architecture quality.
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Abstract—In this paper we examine a number of solutions
used in developing multimedia guiding systems for travelers. We
pay particular attention to existing mobile audioguide systems
and the capabilities they provide for tour creators. The major
contribution of this work is to propose a model that would
be appropriate for better tour recommendation and playback
automation of outdoor travel tours with using geo-positioning.
Specifically, we make an effort to advance a just walk concept,
and to resolve a number of client-server data synchronization
issues in process of tour modification by both tour creators and
its users.

I. INTRODUCTION

WHILE traveling, people often want to learn more about
the places they discover. Despite there are travelers

who prefer careful forethought of a journey, sometimes tourists
might not be well prepared for a journey: they believe that
they are able to know everything in place, and not due to
prior preparations. People often rely on support of professional
guides and expect that will tell them all the important stories.
However, for many possible reasons, professional guides are
not always available:

• Guided excursions might take more time that a traveler
expect to spend in a certain place;

• There might be no guide available right now;
• Excursions might be offered not in a language that a

traveler can understand.
Rapid development of facilities provided by portable de-

vices (such as smart phones or tablet computers) dramatically
changed usage models that we would expect to get from digital
solutions accessible virtually at any moment. Fusion of multi-
media and mobile technology is one of tangible consequences
of human-centric systems evolution [1] including the domain
related to design and development of information systems for
travelers.

Even those travelers who prefer not to spend much time in
pre-journey cultural investigations and careful forethought of
their outings, would not like to be passive customers listening
to the stories told by a guide: they might want to control
the process and to be able to select guiding services on
the way. They would also expect to have some flexibility
in changing possible itineraries and points of interest as
well as in sending their feedback to tour creators and to

other travelers just in the moment when they are en route.
A possibility of communication between different devices
(directly or via special servers) opens totally new perspectives
in arranging traveler collaboration by sending different kinds
of notifications and hints aimed at actualizing current tour
information and its conditions. The next obvious factor is
a possibility to integrate tour information display with the
geographical maps and geolocation features of present-day
mobile devices. Thus, state-of-the-art information services for
travelers are developing towards better user personalization,
tour customization, extending possible usage scenarios, and
improving tour suggestions on the way [2], [3], [4].

Variability of possible tours suggested to a user is especially
important in big cities where a traveler might be lost in
the ocean of possible sightseeing tracks with a big number
of important attractions. We believe that improving travel-
centric services may be considered as an excellent test case of
digital transformation changing user activities for their greater
interaction and collaboration [5].

II. PROJECT VISION

With respect to a number of scenarios addressed by travel-
centric systems [6], the focus of this work is on improving
guiding tools providing multimedia assistance automation with
a particular attention to audio guiding systems. In contrast to
text and image based applications, audio guides have some
important advantages. They do not draw attention much away
from an object of interest, since the user needs interacting
with a screen only in between times. For the same reason
(less screen usage) such solutions are more energy efficient,
since they drain mobile batteries less.

The objective of our work is to develop an approach to
multimedia assistance of outdoor travel tours with using geo-
positioning for tour recommendation and playback automation.
Unlike to many existing on-demand audio guides created for
using in a particular museum or sightseeing site, our idea is to
develop a framework that would allow tour creators and tour
user to collaborate indirectly.

III. STATE-OF-THE-ART SOLUTIONS

In contrast to our previous work [7], within the scope of
this contribution we pay particular attention to the solutions
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integrated with geographical maps and providing facilities
to define a tour as a route connecting selected POIs with
associated audio tracks and other relevant annotations. There
is a number of good examples of such solutions including such
popular applications as Izi.travel1, PocketGuide2, and Azbo3.

A. Story Telling Platform: Izi.travel

The Izi.Travel application is marketed as a storyteller plat-
form for indoor and outdoor audioguiding with a possibility to
display other multimedia data such as texts, links or images.
Audio track playback starts automatically as soon as a user
enters a so called trigger zone (as Figure 1 (left) shows).
There is a free walking mode, and a user may select stories
from the story base. The application supports both online audio
streaming and offline playback of the downloaded tours.

We can particularly mention the following strong points of
this application:

• Despite the application recommends to follow a desired
order of POIs, the tours are more or less flexible: it is
not prohibited to visit POIs in user’s own order.

• There are useful features supporting tour timing and
distance.

• Registered tour creators use a special interface and an
access to the content management system for uploading
their own tours.

• There is a sandbox mode: in order to test a just defined
tour, the system allows giving an access to this tour only
to a limited number of users.

• There is a feature for nearby object recommendations
which is particularly important for a free walking mode.

Fig. 1. Visibility area usage (left) and definition (right) in Izi.Travel

Thus, there are significant strong points. However, there
are issues to consider while improving possible use cases and
underlying data models:

• Since trigger zone definition is a tour creator’s respon-
sibility, there could be inconsistent zones (as Figure 1
(right) shows). As a result, audio track playback might
not always begin in the most appropriate moment.

• Audio playback begins from scratch if a user quits a
trigger zone for a while and enters it again. In such a
case the user has to adjust the playback manually.

1https://izi.travel/en
2http://pocketguideapp.com
3https://azboguide.com/en

• Nearby object recommendation facility doesn’t differ-
entiate users according their movement speed (recom-
mendations would be more helpful if we would able to
distinguish between walkers, biker and car drivers.

• Audio tracks are played by the application itself, not in
background.

B. Travelling in Big Cities: PocketGuide

The PocketGuide application is oriented to those users who
travel in big cities. Basically, the audioguide collection con-
tains numerous must-see style tours featured with the access
to information about dining and shopping facilities displayed
on the map. Such approach is particularly suitable for business
visitors having not much time for detailed tours and for prior
preparations. User can create travel diaries and sync them with
user’s Facebook account). The PocketGuide provides also a
ticketing platform for the partner companies selling regular
(non-electronic) tours. A user can sync audio with others (a
certain fee required) but we did not find any possibility for
creating and sharing user’s own routes. Thus, the PocketGuide
is rather a consumer-centric (not creator-centric) platform.

Summarizing obvious advantages of this application, we can
emphasize the following important points:

• For each tour there is information about its distance and
required time; for some tours the best and the worst
visiting time periods are provided.

• It is possible to download the offered tours for the
selected city all-at-once.

• By using device orientation and geo-positioning, the
application computes the current user’s field of vision
automatically.

• The application provides public transportation informa-
tion for accessing the POIs.

• There are tours offered in many languages, and the
application provides a convenient interface for selecting
a tour in your language.

There are some issues which are not completely resolved in
the PocketGuide and provide foundation for future work:

• Tours are classified only by cities.
• The application straightforwardly follows the model “see

the most in the shortest time”. However, though informa-
tion about tour distance and required time is available, a
user is unable to search a tour for a given period of time.

• Despite significant efforts to compute a user’s field of
vision, sometimes playback begins even if an object is
overlapped by another objects.

• Similar to Izi.Travel, the recommended nearby objects
might be very distant from the actual user’s position.

• It is expected that a user permanently holds a mobile
device and interacts with it. All the information (where
to go, which object is worth looking at, etc.) is shown
on the screen. So, the application is rather not much
battery-friendly: it exploits very actively the most energy
consuming device features (such as screen, GPS, wi-fi,
positioning sensors, etc.)
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• Tour search and classification facilities are very limited.
• No platform for tour creators is provided: the standard

option is to contact the PocketGuide team.

C. Up to a City District: Azbo

In the Azbo guiding application the available audioguides
are classified by cities and city districts. In contrast to the
PocketGuide and the Izi.Travel, a user selects and launches
the audio tracks manually. For the cities included to the Azbo
list, there is a possibility to create a new tour; however, a tour
creator is limited by only those points which already exist on
the Azbo map (this feature requires user authorization). Local
user itinerary construction is possible with using points defined
in the system.

Among other significant advantages we could mention the
following capabilities:

• The Azbo supports tour search by a desired time and
duration.

• There is a nearby excursion searcher (it this mode, the
tours can be offered in 1 km area close to the actual user
position).

• All the itineraries available for a certain city district can
be downloaded. Available district itineraries are shown
on the map. This simplifies tour selection.

• Registration is required only for new public itinerary
creation.

There are several drawbacks which could be a rationale for
further improvements:

• Currently the Azbo does not support automated audio
display. Apparently, a user has to permanently hold a
device in his or her hands.

• We did not find an option to create a tour in a city which
is currently not included to the Azbo list. We think that it
could stand in the way of gaining more popularity among
those users who would like to share their own experience
in new places.

• User itineraries are saved only to a mobile device. The
only way to create your tours is to use the mobile
application. There is no any platform for tour creators
and for collaboration of travellers.

• The route between the existing points is created automat-
ically. In reality, such an automatically constructed route
might be far from being optimal, especially if the goal is
not to construct the shortest route, but to offer the most
interesting connection from creator’s point of view.

• Excursion online streaming is not supported. Every ex-
cursion has to be downloaded to a user device.

D. Lessons Learned

We admit that developers of the above examined appli-
cations had their own views on the features they decided
to implement. So, it is extremely important to note that
our analysis does not tend to criticize existing solutions
(which are excellent examples of very successful and popular
products), but to summarize possible areas where concepts,

data models, use cases and application organization can
be rethought, improved or advanced.

In particular, our investigations showed that most existing
applications are limited on selecting a tour to follow: there
is no support for postponed or suspended tours; there are
few features allowing tour adjustments or recommendations
according traveler’s movements.

Many applications target the travelers who did preliminary
preparations, so such travelers (more or less) know the places
that they would like to visit. However, there are situations
when the primary plans of a journey are not connected to
sightseeing (for example, in a case of business trips). In such
a case, there could be spontaneous walks within the limited
period of time: it means that a traveler might not have time
and/or wish to carefully select the possible tours. The same
situation might happen if a traveler has to overstay in some
area due to such reasons as flight delay, missing the train,
business program extension, etc.

Current systems have very limited support for tour com-
binations and/or for using fragments from different tours
during one walk without forcing users to explicitly select these
fragments.

Attempts to define traveler’s field of vision automatically
requires using device orientation facilities. Thus, a user has to
constantly hold the device in hands in proper orientation: in
such a way, the user has to interact with a device instead of
directing attention to the tourist attractions. Most interactions
with a user require screen operations. Again, it does not
help in focusing user’s attention on the excursion, not on
the device. Furthermore, an active screen might quickly drain
device battery.

We also believe that it is very important to combine online
streaming facilities with the support for following the tours
when the user device is not connected to the Internet.

IV. INTERACTIVE AUDIO GUIDING SYSTEM: OBJECT
MODEL AND INTERFACES

Our focus is on creating flexible tours with paying attention
to actual traveler walk using geolocation and other features of
mobile devices.

We define two major user roles: a tour creator (expert) and
a tour user (traveler). Hereafter we describe the object model
of interactive audioguiding system.

A. Object Model

A tour is a sequence of point of interests (POIs) where
for each point a zone of vision is defined. A zone of vision
(which is also a trigger zone used to decide at what moment
the corresponding audio track playback should start) is a
geometric shape corresponding to a certain area associated to
a geographic map. Trigger zone definition is based on polygon
geometry types from “OGC Simple Features Specification for
SQL OpenGIS” [8].

A set of entities (POI, POI zone of vision, POI multimedia)
forms a standard location model. Location multimedia may
include audio tracks (particularly, for a case of creating tours
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based on audio guides), photos, as well as links to various
external resources.

We also define an advanced location model, which, in
contrast to the standard model, is a set of several points of
vision associated with the location (optional). Every point of
vision is defined as a sub-area inside the location’s zone of
vision, and includes a particular multimedia track (e.g. audio
track), a set of images, a text annotation and its zone of
vision. Points of vision do not force users to follow some
fixed routes between them; possible traveler’s ways between
these points are free: each point of vision represents an
independent description of the corresponding POI inside the
location. A tour model includes one or several standard or
advanced location models. Within one tour model, zones of
vision associated with different locations (as well as with point
of vision’s trigger zones) should not interfere (this is a tour
creator’s responsibility) with each other. Major entities of the
core object model are shown in Figure 2.

Fig. 2. Interactive guiding system: object model

A guide interacts with a system by using two kinds of client
software. A tour may be created interactively using a mobile
application. However, many things are hard to define “on the
way” only by using a mobile client: so a web-based interface
is required as well. That is why both a location and a point of
vision might require supporting tbc-notes (“to be completed”
notes). Due to such notes, an expert is able to introduce a
deferred action which is an action to be completed later, or/and
with using a different client. If the note is marked “to be
completed”, such a note, depending on expert’s decision, might
block a certain location or point of vision from being included

to a tour description to be delivered to end users. Possible
tbc-notes might include hints to add an audio (or multimedia)
track, to add an image, to compose a detailed description, to
find reference information, etc.

In contrast to a tour model, an actual traveler’s route
might of course differ from a proposed model: the traveler
might stop in some interesting POI (from his/her point of
view) while passing others by. Thus, the information system
should be able to follow possible deviations from the route
and to suggest possible ways to continue a tour with using
information created by experts.

A traveler is unable to modify an original tour model created
by an expert, but a traveler is able to add some annotations that
could be useful for other travelers. An example of such infor-
mation is POI (or point of vision) accessibility or availability
in a concrete moment of time. The point of vision model may
be extended by using a set of additional constraints:

• Date range;
• Time range within 24 hours;
• Weekdays; and
• Weather conditions (for example, according to open-

weathermap 4)
Some constraints may be used for both standard and ad-

vanced location models. A set of constraints related to a point
of vision is a logical subset of constraints defined for the
corresponding location model.

In process of following a tour by a traveler, the system
collects information about passed points geo-coordinates and
their specific parameters – point weights. Point wights are
introduced for taking into account such parameters as geo-
coordinates accuracy, the fact of playing a track when this
point is registered, device geo-coordinates sampling time, etc.
Such data are not associated with a user, but with a location
model. Thus, they provide support for getting statistical infor-
mation about the location visited by different travelers (e.g.
about visiting intensity). Such information might be useful
both for other travelers and for tour creators (in the latter case,
we would have a sort of feedback about in which way and how
often the travelers follow the proposed itineraries).

B. Usage modes

We define two basic modes: just walk and single guide play.
In the just walk mode, the system suggests the possible guides
based on traveler’s current position. We also consider an option
to take into consideration traveler’s preferences (remaining
time, themes, etc.)

In the single guide mode, the selected tour (either in the
beginning of a journey, or after following a suggestion in the
just walk mode) is played. We consider two basic playback
modes: a standard playback mode and an interactive playback
mode. In the standard mode, playback begins as soon as a
traveler enters the location zone of vision, and ends when
the traveler leaves this zone. In the interactive mode, at the
moment when a traveler enters the location zone of vision,

4https://openweathermap.org/weather-conditions
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the traveler gets a notification. The traveler is able to see all
the points of vision on the map and their areas of vision. As
soon as the traveler enters such an area, playback begins for
a certain point of vision.

One of objectives of our approach is to extend the standard
audio guide organization with the abilities to create and modify
tours with using information of current guide or traveler
position and with respect to such device features as geo-
positioning, photo/video camera, voice recorder, etc.

C. Databases

In accordance to the object model and the usage modes
described in Sections IV-A and IV-B, we designed the server-
side and client-side databases. Figures 3 and 4 represent the
excerpts with only core database entities included. These core
entities are required in order to examine synchronization issues
discussed in Section IV-D. Database schema was designed
with dbdesigner.net [9].

D. Synchronization Issues

With respect to indirect collaboration of tour creators and
tour users, the important aspect is how to sync tour contents
in the case when a tour is modified by a tour creator or by an
authorized moderator. If the tour is currently playing, its mod-
ification on the fly might unpleasantly interrupt the excursion:
it is highly unlikely that users would be satisfied with such an
interruption. So we propose the following algorithm in order
to assure proper synchronization of client device contents with
the changes on the server:

1) As soon as an expert decides to modify a tour, and saves
the changes in the mobile or web client application, all
the update information is sent to the server by using
PUT (for a tour update operation) or DELETE (for a
tour removal operation) method 5.

2) On the server side, the records corresponding to the tour
(to be modified) are deleted together with all the records
from the linked tables (places, translations, etc.) as well
as from the tables containing user modified data (such
as accessibility marks and passed points information).
After deletion, on update, the new tour record is added
to the database.

3) On successful server database modification, PUSH-
notifications are sent to all the users. Every notification
contains the following data:

a) “Operation” – “Update” or “Delete”;
b) “Outdated tour id” – a removed tour id; and
c) “City of outdated tour” – a city id.

4) As soon as a client device gets the notification, the
application checks whether a tour exists in the local
database. If such a tour exists, the application checks
whether it is active (being played) right now.

5According to the REST (REpresentational State Transfer) architectural
style for distributed hypermedia systems [10]. HTTP-based web-service APIs
adhering to the REST architectural constraints typically use a set of standard
HTTP-methods: GET, PUT, POST, and DELETE. See [11] for details.

5) If the client is in the single guide mode and the
outdated tour is being played, the application changed
status of playing tour to “Outdated”. This status change
prevents from interrupting the tour, but prepares its
further update. If the tour is outdated, the application
continues playing the tour, but stops sending requests
for updating user-provided information (such as POI
accessibility marks, passed points information, etc.). The
recent information (i.e. information before the update)
stored in the local database is displayed to the user.
As soon as a user decides to stop this tour, the tour
is completely deleted from the local database. The new
version is downloaded upon further selection of this tour.

6) If the client is in the just walk mode (it means that there
is no tour which is currently playing), the application
checks the update notification parameter “City of out-
dated tour”. If the user is in this city, all the information
in device memory (e.g. points on the map) is reloaded
again.

7) If currently there is no specific mode, but a user interacts
with one of tour information screens, the application
suggests to update data. The outdated tours are now
blocked for usage.

8) In all other cases, the outdated tours are removed from
the device.

Thus, an active tour is not interrupted even if a tour creator
modifies it. The application proceeds with an update only if
a tour is completed or cancelled by the user. Despite some
records might require being downloaded from the database
while the tour is playing, this is only a minor synchronization
overhead. Finally, the outdated tours are completely deleted
from the server database, hence frequent GET requests (re-
quired, for example, in just walk mode) do not imply the
analysis of many outdated database records.

At the same time, we admit that such an approach is not free
from several drawbacks. The above described algorithm is not
incremental: partial updates are not possible. So, for example,
a tour creator can not change only some location attribute,
and update only this small part of data. In such a case, the
whole tour has to be updated. The server file system might
become obstructed by a lot of outdated information. So, some
garbage collection scripts might be periodically required, and
this process might temporarily block the system for accessing
by mobile clients. In this work we did not consider this issue.

V. CONCLUSION

Based on our analysis of solutions offered on the digital
market, we introduced an approach to developing an audio-
guiding recommendation and journey assistance systems with
particular attention to system usage scenario definitions, its
architecture and data models. In addition to using necessary
standard features of present-day mobile devices (such as
geolocation sensors and multimedia facilities), our solution
follows an idea of implementing a collaboration framework
and exploits a concept of mobility in a broader sense: users
may complement the contents of a tour they follow, and,
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Fig. 3. Server database: core entities

Fig. 4. Client database: core entities

conversely, tour creators can leverage customers’ experience
while creating or modifying travel tours.

We particularly address a just walk scenario where the sys-
tem does not force concrete activities upon users, but suggests
possible options on the base of available tour information,
actual conditions and existing recommendations.

A tour creation model fits both professional guides and
(even more) amateurs willing to share their knowledge and
experience with others in the form of authored audio excur-
sions integrated with geolocation features and geographical
maps accessible from a mobile device (currently we rely on

Google Maps as a map service).

We believe that our approach can expand opportunities of
present-day audioguiding applications and increase the number
of potential stakeholders interested in using such systems. The
obverse case is the eventual complexity of tour creator’s user
interface required in order to support all the capabilities of the
proposed architecture. Our future work is on improving user
interfaces, increasing the system’s flexibility by using a num-
ber of different map providers as well as advancing a concept
of automated tour and track selection and recommendation.
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I. INTRODUCTION

JAWS are the Joint Agent-oriented Workshops in Sinergy
at the annual FedCSIS conference. This section presents

the events and papers of the 7th edition in this series, which
includes the 11th edition of the Multi-Agent Systems and
Simulation (MAS&S) and the 9th Agent-Based Computing
- from Model to Implementation (ABC:MI) workshops, the
longest standing in the series. The JAWS event provides
researchers on agent-based systems and their applications from
all over the world the opportunity to meet together. Since its
first edition (Szczecin, Poland, 2011), the JAWS workshops
have been expanded their scope to become well-recognized
international events in their fields. Their papers have been
published in English by prestigious publishing houses (this
year by IEEE Press).

The organizational structure of JAWS 2017 is similar to
other international scientific workshops. The backbone is the
scientific program and the open debates on the main topics
about agents.

The scientific program of the event is organized by the
different workshops under the umbrella of JAWS, with com-
mon guidelines to guarantee an homogeneous quality level.
Each submitted paper has been reviewed by three members
of the Program Committee (PC), coordinated by the corre-
sponding Workshop Chairs. In case of potential conflicts of
interest, reviewers from FedCSIS but outside those of JAWS
were recruited to write the reviews. The PC consisted of 25

researchers from 7 different countries. The full list of chairs,
PC members, and reviewers can be found in the pages of these
FedCSIS proceedings.

JAWS 2017 has received 12 papers from all over Europe,
attesting to the truly international nature of the event. After
review by the international PC, 6 papers have been accepted
for presentation and published in this volume. These numbers
are similar to those of the last edition.
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Abstract—Adaptive autonomous (AA) agents are able to make
their own decisions on when and with whom to share their
autonomy based on their states. Whereas dependability gives
evidence on whether a system, (e.g. an agent team), and its
provided services are to be trusted. In this paper, an initial
analysis on AA agents with respect to dependability is conducted.
Firstly, AA is modeled through a pairwise relationship called
willingness of agents to interact, i.e. to ask for and give assistance.
Secondly, dependability is evaluated by considering solely the
reliability attribute, which presents the continuity of correct
services. The failure analysis is realized by modeling the agents
through Petri Nets. Simulation results indicate that agents drop
slightly more tasks when they are more willing to interact
than otherwise, especially when the fail-rate of individual agents
increases. Conclusively, the willingness should be tweaked such
that there is compromise between performance and helpfulness.

I. INTRODUCTION

DEPENDABILITY IS, and has been for a decade, a
promising research direction for researchers and is con-

sidered central in designing systems that are intended to
work closely with and for humans (e.g. automotive, airborne,
and service robots). Originally, it was devised from software
development areas and can be stated by Avizienis et al.
[1] as "the ability to deliver service that can justifiably be
trusted". The dependability of a system is evaluated by one,
several or all of the attributes including availability, reliability,
safety, integrity, and maintainability. The implementation of
dependability starts with the understanding of the threats to the
system dependability: The threats consists of failures, errors,
and faults. The link between the three is known as fault-error-
failure chain. A failure happens when the services provided
by a system do not comply with its specification. An error
affects the services and leads to the failure of the system.
The hypothesized cause of an error is a fault. Therefore,
there are four means that have been developed to protect the
system dependability which are fault prevention, fault removal,
fault forecasting, and fault tolerance, whereof fault tolerance
is discussed in this work. It is deducible that the fault is
the root of every failure appearing inside and outside of the
system. The most pressing challenge is how to predict the
frequency of faults and the moment a fault occurs, thus fault
analysis is utilized to minimize the probability of faults and
fault prediction is applied to give an estimate of when faults
happen in the system. Thereafter, other means are developed
to protect the dependability with respect to the analysis of the

fault. In order to conduct fault analysis, various approaches
such as Petri Net (PN), fault tree analysis (FTA), failures
modes effects and criticality analysis (FMECA), and hazard
operability (HAZOP) have been introduced in the work of
Bernardi et al. [2]. However, in this work PN is chosen
because this framework provides a probability approach for
fault analysis and fault prevention in both development and
operational stages of designing a system. For instance as an
extension of PN, a stochastic Petri net could be combined with
Markovian models to evaluate the probability of the current
state and the probability of future fault events for a fault
prognosis process. In this work, a Colored Time PN (CTPN) is
utilized for fault analysis in a system of adaptive autonomous
agents.

On the other hand, agent autonomy represents a widely
discussed topic in the literature. It can be described in two
dimensions: self-directedness, i.e. autonomy in determining
one’s own goals, and self-sufficiency, i.e. autonomy in carrying
out a task or goal without outside help [3]. Autonomy is
also a relational concept [4]. There is autonomy from the
environment, which is defined by how much an agent is
independent from the stimuli coming from outside. Moreover,
there is autonomy from other agents – social autonomy – that
is defined by how much an agent is independent from the
influences of those other agents. Castelfranchi [4] grounds the
concept of autonomy on dependence theory. Consequently, an
agent A doing a task might realize that it needs a resource,
know-how, a plan, or an action that it does not have in order
to achieve its goal. If there is an agent B that can provide A
with what it needs, then A will depend on B for that specific
need. As a result A is not autonomous from B. When the
dependencies change, so does the autonomy of the parties
involved. Adaptive autonomy specifically enables the agent
to decide on its own autonomy [5]. In this work, it means that
agents can choose when to depend on others, or when to be
depended upon based on their current circumstances.

The aim of this paper is to analyze an initial concept of
an adaptive autonomous agent developed previously [6] with
respect to fault tolerance by using Petri Nets. The following
sections are organized as follows. First related work both on
Petri Nets and adaptive autonomy is discussed. Thereafter,
the initial agent model is described and it is shown how the
willingness to interact shapes the agent’s autonomy. Next, the
failure analysis is conducted. Simulations are run in order to
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show how the willingness to interact, failure frequency and the
number of tasks dropped by the agents relate to each other.
Finally results are described and discussed.

II. RELATED WORK

A. Dependability

The assessment of system dependability, as aforementioned,
is based on the basic attributes. Depending on the specific ap-
plications, different attributes are used to measure the depend-
ability of a system. In the development of robotics application,
with regards to the reliability, a group of researchers from
India [7] proposed an approach to assess various parameters
that make a multi-robot system more reliable. The proposed
method is a combination of PN and fuzzy lambda-tau. Another
model and analysis for multi-robot based on stochastic PN is
introduced by Sheng et al. [8]. However, the former research
focused on reliability analysis for a navigation system, the lat-
ter one studied of a reliable model for multi-robot exploration.
These researches are limited to these particular systems.

In the study of fault tolerance analysis for a group of
agents, there are some researches on modeling and analyzing
a distributed system of agents using PN and extended PN. For
instance, Ammour et al. [9] introduced a stochastic Petri net
combined with Markovian models to evaluate the probability
of the current state and the probability of future fault events
for a fault prognosis process in discrete event systems. In
the work of Sun Chen et al., [10] an adaptive consensus
of fault tolerance for a multi-agent system was proposed.
Another automated analysis of fault tolerance for a reliable
communication system is introduced by Stoller and Schneider
[11]. A model, analysis of fault tolerance for a distributed
multi-agent system using Time Colored Petri Nets are provided
by Boukredera et al. [12]. In the work of Kristan et al. [13],
based on PN tool, the activities of agent in a complex multi-
agents system are analyzed. Recently, a combination of a fuzzy
method and PN introduced in [14] is proposed to analyze a se-
quential failure in complex industrial systems. Although some
effective techniques for faults analysis have been developed,
there are lacks of works focusing on the analysis of faults
for adaptive autonomous multi-agent systems. Therefore, a
method based on CTPN is proposed for failure analysis in
the context of autonomous adaptive agents.

B. Agent Autonomy

Alongside adaptive autonomy, there are several other similar
concepts such as adjustable autonomy, collaborative control,
mixed-initiative interaction, and sliding autonomy. Adjustable
autonomy refers to a system in which the human operator is
the one to decide on the levels of autonomy of the agent [5].
Mixed-initiative interaction makes it possible for either the
human or the agent to decide on autonomy levels [5]. Col-
laborative control allows the human and agent to resolve their
inconsistencies through dialogue [15]. Sliding autonomy refers
to a system which can switch between full tele-operation and
autonomy on a task level, i.e. the agent can be tele-operated
with respect to a task T1 whilst executing autonomously a task

T2 [16]. While this list is not exhaustive, it still represents the
most encountered terminology in the literature and serves to
build a general picture of the landscape in the field. Worth
noting is that there has been a paradigm shift in how dynamic
autonomy is handled, from the 10 levels of autonomy [17]
to team-work approaches in which autonomy is not fixed but
rather changes depending on the interdependencies between
agents [18]. Moreover, the authors have proposed a design
methodology which identifies possible interdependencies in a
system, and thus helps the designer provide support for them
in the implementation phase.

Several works aim at providing comparison between sys-
tems with and without adaptive autonomy [19], and between
systems with different approaches to autonomy [5] [20]. Sys-
tems such as RIAACT [21] are oriented toward meeting real-
time requirements of adjustable autonomous agents. Whereas,
STEAM [22] is an agent architecture which adds support
for teamwork. Specifically, team operators, i.e. reactive team
plans, are introduced. The agents also have their individual
plans which do not require teamwork. Kaa [23] is a system
developed on top of the KAoS policy system [24]. KAoS
implements policies to orchestrate multi-agent behavior, and
Kaa allows for their modification on run-time. This solution
is centralized.

In this paper, the willingness to interact is used to shape
agent autonomy. Additionally, the decision of whether to
interact, i.e. whether to ask or to give assistance, is considered
as internal to the agent. There is no hierarchy between them,
nor fixed levels of autonomy.

III. BACKGROUND ON PETRI NETS

A Petri net (PN), from a mathematical perspective, is a
bipartite graph built from a set of tuples (U, V,W ), where
U and V are a set of places and set of transitions respectively.
Meanwhile, W is a set of arcs used to link from a place
to transition and vice versa. Noting that there is no any
connections between places as well as between transitions.
The arcs running out from a place to a transition are known
as input places of transitions, whereas the contrary arcs, i.e,
running out from a transition to place, are called output
places of transitions. PN, therefore, with regards to two types
of flows from a transition, is described as a set of five
tuples (U, V,W,W−,W+), in which W− defines the output
weights and W+ for the input weights from a transition.
The number of tokens inside a place is named marks. The
stage of PN is completely determined based on the marks
of all places, therefore a marking M is used to present
the current state of PN. The marking M is expressed by
a vector [M(p1),M(p2), ...,M(pi), ...,M(pn)], in which n
is the number of places and M(pi) is the mark of place
pi. Let W− is expressed by a two dimensional matrix of
weights where each element W−(pi, tj) is determined as
the number of tokens allowed to move from the place pi to
the transition tj. Similarly, W+ is formulated by the weight
W+(tj, pi) from the transition tj to the place pi. It is noted

294 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



that 1 ≤ j ≤ m, in which m is the number of transitions.
Thus, the marking is updated by the following equation.

M ′(p) = M(p) +W+(t, p)−W−(p, t), ∀p. (1)

Let M0 being an initial marking, the tuple (U, V,W,W+,W−)
is extended to (U, V,W,W+,W−,M0). The marking M is
reachable if M ′ is the result of applying a sequence of update
equation (1), starting from M . The state-space analysis of PN
shows a full graph of all possible markings that are reachable
from M0 and all possible paths of transition from a marking to
another. However, the complexity of the state-space analysis
dramatically increases with respect to the number of places and
transitions of a PN network. Thus, the state-space analysis is
completely suitable for the small PN network.

There are various types of extension of PN. The colored
PN (CPN) is one of them, in which CPN utilizes different
color to mark tokens [25]. Additionally, each type of token
separately fires with the transition. The transition behavior for
different colors is decided by the arc expressions which are
built from operators and functions. Another extension type is
the stochastic PN in which a time delay is added to each
transition, and a random variable is used to estimate the firing
rate. A probabilistic inference, therefore, is utilized to analyze
the state-space of the PN network. In this work, a hybrid PN
called colored time PN (CTPN) is applied to deal with both
non-deterministic and deterministic variables of the time delay.
CPNTools [25] are utilized to model the proposed system and
perform the failure analysis.

Figure 1. Agent Model

IV. AGENT MODEL

The agent is realized as a state machine with 5 operational
states which are idle, execute, interact, regenerate and
out_of_order (Figure 1). An agent starts its operation in the
idle state, in which it will generate a task with a probability P .
As long as it is in idle the agent has not committed to any task.
A change of state occurs either if a request for help is received,
or if the agent has generated a task. In the former, the agent
switches to the interact state and decides whether it will give
assistance or not (not interruptible process). This decision will
depend on the agent’s willingness to give assistance (defined
probabilistically). In the positive case the agent will put the
task in a queue and switch to execute, otherwise it will discard
the request and resume what it was doing (either back in idle
or execute). In the latter, the agent will put its own generated

task into a queue and will change its state to execute. At
the beginning of the execution of a task the agent decides on
whether it needs outside assistance or not. This is based on
the agent’s willingness to ask for assistance. If it does, it will
select the agent which was perceived as most helpful in the
past and make a help request. This is a blocking operation.
Nonetheless, the agent waits for a reply for a finite amount
of time, after which it will return to idle regardless of the
outcome. In principle, the agent could receive a request while
being in the execute state as well. If the agent reaches critical
levels of battery, i.e. lower than some predefined threshold,
it will switch to out_of_order. As of now, the agent will
immediately switch to regenerate, in which the recharge
takes place, and into idle right after. The willingness to ask and
give assistance make up the agent’s willingness to interact, i.e.
they are like the two sides of a coin. Modeling these elements
mathematically is part of the research for adaptive autonomous
agents. Nonetheless, for the purposes of this work, they are
expressed through probabilistic distributions, as is explained
in the next section.

Figure 2. Design of the agent module

V. FAILURE ANALYSIS
Based on the description given in the previous section the

agent module is designed. Moreover, all agents share the same
structure which is represented by PN (Figure 2). All tasks
are generated by the agents. The agent once completing the
task will put the completed tasks in a submodule known
as completed tasks. Otherwise, the task will be put on a
submodule called dropped tasks. The agent, right after, will
send a helping request. If there is an available agent which is
willing to give assistance, the agent will take the task from a
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place named tasks need helps and try to finish the unfinished
tasks. The agent, while doing the task, is being checked for its
energy. When the agent’s battery is in critical low level, the
agent will drop the task and change into out-of-order state.
Thereafter, it is assumed that the agent goes into recharging
itself. After this process has completed, the agent will be
regenerated and shift into idle state and be ready to do a new
task.

Figure 3. Design of the task management module

The task management module (Figure 3) is utilized as a
main module to analyze the failures happening in the system.
It is supposed that there are three agents (a1, a2, a3). The
agents are placed in the task management module and their
internals correspond to the one in the agent module (Figure
2). Moreover, Figure 3 also represents when the agents are
in the interact state. Each agent generates one hundred tasks
to evaluate the performance of fault analysis of dropping
tasks due to the lacks of energy. The tuple of parameters
(t1, t2, t3, t4) which are modeled by exponential distributions,
present the willingness to interact of the agent. In detail, t1
and t2 describe the non-willingness and willingness of asking
for help, meanwhile, t3 and t4 present willingness and non-
willingness to give assistance respectively. The executing time
of each agent for a task is assumed τe = 20sec. Meanwhile,
the fail event (out of power) of an agent is modeled by a
random variable of the exponential distribution with the mean
time λe (value failmean in agent). Once the agent is out of
power, the agent will fall into failed state. The failure of the
system is analyzed based on a probability of failure which is
given by prob = dt/gt = dt/(dt + ct), in which dt is the
number of dropped tasks, gt is the number of generated tasks,
and ct is the number of completed tasks.

VI. RESULTS

The parameters in the simulation are configured so as
to assess how the system behaves as the agent gets more

Table I
PRESENTATION OF THE NUMERICAL RESULTS. D - DROPPED TASKS, C -

COMPLETED TASKS, P - PROBABILITY (EXPRESSED IN %)

Fail Mean
t1 = t2, t3 = t4 t1 < t2, t3 = t4 t1 = t2, t3 > t4 t1 < t2, t3 > t4

D C P D C P D C P D C P

10 284 16 94.67 288 12 96 293 7 97.67 295 5 98.33
20 265 35 88.33 271 29 90.33 265 35 88.33 271 29 90.33
30 237 63 79 245 55 81.67 245 55 81.67 245 55 81.67
40 211 89 70.33 219 81 73 221 79 73.67 224 76 74.67
50 188 112 62.67 202 98 67.33 215 85 71.67 208 92 69.33
60 174 126 58 187 113 62.33 191 109 63.67 187 113 62.33
70 156 144 52 158 142 52.67 176 124 58.67 174 126 58
80 138 162 46 156 144 52 169 131 56.33 168 132 56
90 121 179 40.33 134 166 44.67 147 153 49 151 149 50.33

100 118 182 39.33 127 173 42.33 139 161 46.33 137 163 45.67

dependent on other agents. Specifically, for the case in which
t1 = t2, the agents are configured with the same probability
of asking for help and of not asking for help once it generates
a new task. Meanwhile, t1 < t2 reveals that the agent is more
dependent on other agents to complete the tasks. A similar
meaning is expressed with the two configurable parameters t3
and t4, where t3 > t4 shows that the agent is more willing
to help other agents to complete a task. Overall, the cases
t1 = t2, t1 < t2 combined with t3 = t4, t3 > t4 are used to
evaluate the failures happening in the system. Moreover, the
dropped tasks as well as the completed tasks are computed to
give the probability of failure in the system with respect to the
changes of those parameters. The fail mean varies from 10 to
100 time units (10 ≤ λe ≤ 100). It can be seen that the results
reflect what is expected, i.e. there is an increase in dropped
tasks when the agents need more help from the others as well
as they are willing to give assistance. Meanwhile the dropped
tasks decrease when the intervals between two fail events (fail
mean) are prolonged. Table I shows that the probability of
failure increases when t2 increases. The results illustrated in
rows 1 − 3 and 7 − 9 present that the probability of failures
decrease when the agents are less willing to give assistance and
the fail means are longer. Moreover, it is possible to observe
that being more willing to help results in slightly more tasks
dropped than being more willing to ask for help – especially
for longer fail means. This is because, it is possible for an
agent which gives help for a task to ask for help for the same
task. Finally, the results in the last three rows (10−12) express
the worst case in which the agents are more dependent to the
others and also are willing to give assistance. Therefore, the
system will fall into the failed state with a higher probability.

VII. CONCLUSION

In this work, the formulation of CTPN has been introduced
for the failure analysis of a system composed of a group of
adaptive autonomous agents. The failure analysis is evaluated
by the probability of dropped tasks. The CTPN models have
been designed to probabilistically evaluate the failure rate
of the system. From the experimental results, the analysis
has shown the correlation of the probability of failure of the
system (rise in the number of dropped tasks) with the failure
mean of an agent. Moreover, it could be observed that a high
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willingness to interact when the fail mean is low induces
a slightly higher number of dropped tasks. It is possible to
conclude that, while being willing to interact and collaborate
is a desired characteristic for an agent, it will not always result
in higher performance. Consequently, the agents need proper
reasoning mechanisms that will allow them to make the best
of any situation they are in. In some cases this might mean
being helpful, and in others it might mean focusing on one’s
own tasks/goals.

In the future, the proposed approach will be extended to
deal with a more complex agent architecture in which relevant
factors that should shape the willingness to interact will be
identified and analyzed. Consequently, appropriate models will
be developed so as to reflect the impact of these factors and
will replace the distributions used in this work. Ultimately,
agents should be able to find a balance between helping each
other, completing their tasks and face failures of different
frequencies. Another concern relates to the potential scalability
of such approach by considering a bigger population of agents
in ranges of 10, 20, 50 etc. Finally, the actual communication
between the agents will be addressed as well in future PN
models, as it is central to the adaptive autonomous agent model
described in this paper.
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Abstract—Ambient Assisted Living (AAL) pursues providing
an autonomous and satisfactory life to people through technology,
independently of their actual conditions. Its developments usually
require testing protoypes with real users in Living Labs (LL).
This makes projects expensive. Virtual LLs (VLLs) try to address
theses issues by using simulations for requirements elicitation
and the initial testing of solutions. These simulations frequently
require considering social aspects, e.g. relationships, culture, or
decision making. These are recurrent and quite application-
independent aspects for AAL. Our work proposes social prop-
erties as patterns that represent these aspects and that can be
plugged-in in simulations. The knowledge for these properties is
extracted following the Activity Theory (AT) paradigm from So-
cial Sciences. Their specification uses models and transformations
(e.g. to generate other models or code) following Model-Driven
Engineering (MDE) practices. This faciliates their understading
and use in simulation development. A case study on AAL for
ageing illustrates the approach.

I. INTRODUCTION

AAMBIENT Assisted Living (AAL) [1] pursues the de-
velopment of socio-tecnical solutions that facilitate to

people carrying out an independent and satisfactory life, re-
gardless their particular conditions, both physical and mental.
Its solutions are intended to support a variety of needs, like
those of elderly people, support for temporal or permanent
impairment, or home safety and security.

AAL solutions are socio-technical systems [2], which de-
pend on human, social, and organisational factors, technical
features, and their interplay. The design of such systems fall
beyond traditional practices of system development, as it needs
to take a closer, holistic, and pluri-disciplinary look to all these
elements [3]. In the case of AAL, design needs to consider
human aspects such as what assistive technologies people
accept, the takecarers’ involvement, or the users’ self-image.

The discovering and testing of these requirements frequently
demands the use of Living Labs (LLs). A LL [4] is an open
research and innovation ecosystem. It gathers the different
stakeholders (e.g. user communities, developers, researchers,
policy makers, and investors), and the resources needed for
their interaction. In particular, it usually includes the settings
and devices to analyze needs and technologies, and to evaluate
and test hypotheses, technologies, and solutions. The main
issues with these facilities are that they are expensive (to set

up and keep updated, and therefore to use), and that they
strongly constrain tests (e.g. only with available devices, in real
time, and controlling potential damages). In turn, this highly
increases the cost of AAL solutions.

The research on Virtual LLs (VLLs) [5] addresses these
issues through the development of very accurate software
simulations of LL. The AAL system is deployed in the VLL
as it would be in a LL. The VLL receives its outputs and
actions and provides the relevant inputs. From the perpective
of the AAL system, there is no difference between deployment
in a LL and a VLL. The VLLs can replace physical LLs
in the early stages of the development of solutions, mainly
regarding requirements elicitation and early prototyping. Of
course, VLLs have limitations. It is difficult to consider any
potential event and interaction that can appear in the real
world, but a VLL can still consider a wide variety of them.

Social aspects have a pervasive impact on AAL system, that
frequently affects them in quite abstract aspects, like accep-
tance, interaction with devices and other users, or concerns on
privacy. This high level of abstraction facilitates its reuse in
different contexts. At the same time, it frequently puts them
far beyond the usual background of researchers and developers
from technical-oriented fields.

The previous considerations took our research to consider
the need for VLL, and for extension in AAL, of ready-to-use
knowledge on social aspects for the design of these systems.
This knowledge should alleviate the workload on eliciting and
applying these aspects in the development of AAL solutions.

Our work proposes the use of social properties [6] and
Model-Driven Engineering (MDE) [7] to address these issues.
Social properties crystallize knowledge from Social Sciences
in forms useful for development, that MDE techniques can
quickly incorporate to simulations models and code.

Social properties [6] are similar to design patterns [8] in
Software Engineering, i.e. they are templates of general solu-
tions to problems that repeteadly appear in the development of
systems, and are described at different abstraction levels (from
graphical specifications to code). When available, engineers
use and combine them to address well-identified issues of
their systems. The aplication of patterns is usually a manual
task, i.e. engineers design / write how the pattern is applied.
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However, in the context of MDE [7] this application can be
semi-automated.

MDE [7] is an approach to system development organized
around models and transformations. It formally defines Mod-
elling Languages (MLs) that are domain-specific. Engineers
specify their systems using models that conform to these MLs.
Transformations [9] allow generating models from models
(M2M) (e.g. addition of platform-oriented information and
refactoring.), text from models (M2T) (e.g. documentation and
code generation), or models from text (T2M) (e.g. reverse
engineering). The development process is then conceived as an
iterative refinement of model specifications through the manual
addition of infomation and the semi-automated transformation
of models.

In a MDE context, social properties are defined using mod-
els and transformations. Having specifications at different level
of abstraction allows addressing the need of high-level design
with domain expert, but also of developers in late design.
Moreover, making explicit all this information facilitates the
traceability of all the artefact in developement. Therefore, it
helps to guarantee that the simulation corresponds to the initial
requirements.

The last element of the approach is related to how to
obtain useful knowledge from Social Sciences to design AAL
simulations in VLLs. Our work resorts to Activity Theory.
The Activity Theory (AT) [10] is a paradigm for interdisci-
plinary research based on a socio-cultural approach. Previous
works [11], [12] have proven the advantages of AT in the
development of Multi-Agent Systems (MAS) as a source of
expertise about intentional and social aspects. In particular, this
knowledge has been used in requirements elicitation to study
interactions among systems and their users in an integrated
way [12].

The paper illustrates the application of the approach with
a case study about the development of an AAL solution
with different types of users. These users experience some
problems when moving (e.g. falls, blockades, or inability to
grasp objects). However, their features regardingg age, gender,
cultural background, or familiar relationships are different.
The simulation needs to consider these variations to study
the feasibility of a surveillance and help request system for
these people at their homes. Thes case study shows how social
properties consider these features and introduce them in the
simulation running in a VLL.

The remainder of the paper is organized as follows. Section
II presents AT. Section III describes social properties and
section IV the process to use them in simulations, which
section V applies in the case study. Section VI compares the
presented approach with existing AAL works. Finally, section
VII discusses some conclusions and future work.

II. ACTIVITY THEORY

The Activity Theory (AT) [10] is a socio-psychological
framework for the study of human behaviour. It focuses on
the dialectics between people and their physical and social
environment. The enviroment shapes human actions and their

Fig. 1. AT depiction of an activity system [13].

execution, but at the same time, these actions also partially
define and change the enviroment. This interaction occurs over
time. Since these perspectives are inherently interleaved, AT
advocates for their holistic analysis. These acts in context
constitute the minimal meaningful unit of analysis and are
called activities. AT makes no distinction between physical
and mental activities.

An activity [13] is a transformation process driven by
people’ needs. The outcome of the activity is a product able to
satisfy those needs. The activity produces the outcome through
the transformation of the initial objects. The subject is the
active element that carries out the activity. Any resource the
subject uses is a tool.

Subjects with a set of common social artefacts constitute
a community. It characterizes the socio-historical context. The
relationships in the community and of this with other elements
are mediated by two types artefacts: rules and division of
labour. They include elements such as norms, tacit knowl-
edge, or learned behaviours. The key difference is the focus.
The division of labour is related to the organization of the
community in the activity. It includes aspects such as goals,
hierarchies, collaborations, or responsibilities. Rules represent
the context that comes from outsdide the scope of the activity
but affects it. They include, for instance, religious beliefs, state
laws, or socially acceptable behaviours.

All these elements make up the activity system, i.e. the
context of an activity. Fig. 1 shows its traditional depiction
as introduced in [13].

Activity systems do not appear isolated. They are always
interconnected with neighbour activity systems through shared
artefacts. For instance, the execution of an activity produces
outcomes that become the artefacts (e.g. subject, object, or
division of labour) of other activities.

AT also considers the hierarchy of subjects’ motives, based
on their relevance and how conscious subjects are about
them. Activities are linked to the high-level objectives that
they are potentially able to satisfy. Objectives meet people
needs. Activities are executed through networks of actions, i.e.
sequences of actions with alternatives. Actions pursue low-
level goals, which decompose the objectives. Subjects are
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also conscious about goals. At the lowest level, actions are
implemented through operations. These depend on the specific
state of the environment. Operations are frequently internalized
by subjects, so they are unconscious about the actual steps to
execute them.

The evolution of activity systems over time depends on
their inner contradictions. These contradictions are conflicts
between the elements in the networks of activity systems.
There are four levels of contradictions according to where they
appear. Primary and secondary contradictions appear inside
an activity system. Primary ones happen in an artefact, or
between artefacts of the same type. For instance, because
some tools are not designed to work together. Secondary
contradictions appear between artefacts of different types. For
instance, because tools are not suitable to transform the object.
Tertiary contradictions appear between different states of the
historical evolution of an activity system. For instance, the care
systems for elderly people based on the family and the more
recent ones based on technology and hired assistance. Finally
quaternary contradictions appear among different activity sys-
tems. For instance, a system produces an outcome that is not
a suitable tool for another system.

Subjects try to remove contradictions through the evolution
of the involved activity systems. This usually generates other
contradictions, which produce further evolution of systems.

III. SOCIAL PROPERTIES

The specification of AAL solutions to analyse their human
and social aspects is a demanding task. In order to reduce
this effort, our work tries to take advantage on the similarities
between different scenarios. For instance, the attitudes towards
privacy, surveillance, and technological skills can be common
to multiple scenarios. The concept of social property aims at
describing these reusable partial specifications.

A social property specifies a human aspect recurrent in
different scenarios of socio-technical systems. The use of these
properties in AAL pursues multiple goals: to document a social
aspect; to facilitate communication among stakeholders; and
to support the development of solutions. To meet all these
objectives, social properties are described with the structure
represented in Fig. 2.

A social property has a unique identifier and a description.
The description is a general explanation of its meaning, the
context where it can be appplied, and its effects.

The settings provide the detailed specification of the prop-
erty. A setting is a specific application of a property in a type
of context, i.e. a kind of social group and environment. For
instance, a social property describes a structure that relates
caretakers and caregivers when the later are hired staff, and
its settings account for the differences between organizations
with these people in the same premises or caregivers using
systems for remote monitoring.

The description of a setting includes text and models. UML-
AT [11] is the ML used to describe these models. It is a Unified
Modelling Language (UML) [14] profile that represents the
main concepts of AT (see Section II) with extensions like

Fig. 2. Structure to describe social properties.

inheritance and decomposition relationships, constraint expres-
sions, and the concept of artefact. The properties in models
can be constant or variables to ground when the setting is
applied in a simulation. Settings may have examples that hep
to understand their application.

The related settings link settings from different social
properties whose contexts or artefacts are related. For in-
stance, settings about familiy, care organization, and normative
frameworks can be related. The related settings also discuss
similarities and differences among linked settings.

Finally, the bindings are pairs of names that associate
settings or settings with examples. They indicate which pairs
of variables or variable-value must be mapped between the
settings or with the example. For instance, they indicate that
the outcome of an activity is the tool in a related setting.

As the introduction discussed (see Section I, the settings of a
social property can correspond to different levels of detail (e.g.
abstract requirements or target simulation platform), contexts
(e.g. cultures or countries), and targeted to different transfor-
mations (e.g. simulation platforms or documentation). These
properties assist in the specification of AAL simulations with
predefined parts of models and suggest potential alternatives
for model refinement.

IV. USING SOCIAL PROPERTIES

The social properties of the previous section provide the
reusable social knowledge to add new information to AAL
specifications in a semi-automated way. The activity diagram
in Fig. 5 depict this process.

Task 1 Check applicability considers whether a social prop-
erty can be applied in a given context through its settings.
The specification of a setting includes a description, models,
and transformations that can be checked against the current
specifications. Usually, a setting can be applied to some
specifications to introduce a complete set of new entities. If
the setting is going to be connected to some elements already
existing in the specifications, some additional checkings are
needed, considering that variables can match any value.
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Fig. 3. Process to apply the social propeties.

In task 3 Customize the setting, the engineer chooses the
values to instantiate the non-grounded variables. These values
can already appear in the specifications or the user can directly
provide them.

Task 4 Insert setting in the specifications adds the cus-
tomized setting to the AAL specification. This is usually done
through the setting transformations, modified for the specific
context.

In task 5 Link artefacts, engineers can introduce additional
relationships to connect artefacts. For instance, they can spec-
ify that an added artefact is a subtype of an existing one.

Transformations are not only used to add information to
specifications. Some social properties represent features to
keep or avoid in specifications. For instance, properties can
represent AT contradictions (see section II). In that case,
running setting transformations over specifications helps to
check them.

V. CASE STUDY: AAL FOR PEOPLE WITH MOTOR
PROBLEMS

The attitude towards technology depends on many factors.
The level of adoption of mobiles technologies regarding age
is a classical one [15], [16]. The design of AAL systems
must consider these variations in order to provide effective
solutions. This case study considers a monitoring system and
how it can be adapted to the age of its final users using social
properties.

The proposed monitoring system has two main functionali-
ties: monitor and ask for assistance. The first one watches the
caretaker user and tries to determine when the caretaker may
need assistance. In this last case, it uses some communication
device to call the caregiver.

Fig. 4. Enviroment of the AAL system.

In order to support the previous functionality, the sys-
tem has several devices. It can run a specific app in the
caretaker’s smartphone. The sensors in the smartphone can
provide information on the state of its user. Alternatively,
it can use some environmental microphones and cameras to
gather information. Microphones are sometimes less reliable,
particularly in noisy situations. Cameras require a higher
computational capacity than the other devices to process their
video.

Regarding users, elderly people are less prone to use smart-
phones, while youngsters always keep them close and use
them continuously. Moreover, youngsters are usually more
comfortable with being under video surveillance than elders,
that perceive it as highly intrusive. The attitude towards
microphones is worse in youngsters than in elder, as the first
group is more conscious about the capabilities of modern
devices.

This case study is going to use the UML-AT language (see
Section II) to model all these elements. The interested reader
can find a more complete description of the language in [6],
[11].

Let start modelling the AAL solution. From the point of
view of AT, the AAL Surveillace System is a subject able to
carry out two activities: monitor and require assistance. The
purpose of executing these activities is represented with the
objectives being aware of caretaker and assisting caretaker.
In these activities, it uses two types of device that are tools:
some monitor devices to watch the caretaker, and communi-
cation devices when it needs to call the caregiver. Given its
capabilities, the smartphone is the only device that belongs to
both categories. Fig. 4 shows this information.

In this case, the social properties report the information
on the usual preferences of users. For the sake of simplicity,
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Fig. 5. Social property for AAL users: models of settings.

the case study considers one social property with two settings
that summarize the usual preferences of elderly and youngster
users. In UML-AT, both users, elderlies, and youngsters are
subjects. In relation to AAL solutions, these users have two
main objectives: being sensed and being acted upon. Com-
municate is modelled as an objective sub-type of being acted
upon. Fig. 5 shows this information.

The preferences of users on devices are represented using
contribution relationships on objectives (see Section II). These
relationships allow specifying when an artefact (i.e. any AT
element) helps or damages the possibilities of achieving the
purpose of other artefacts. Fig. 5 describes how users prefers
interacting with different devices according to their age. The
models of both settings for elderly and youngster are combined
to simplify their discussion.

The objectives being sensed and being acted upon are sub-
typed in order to acknowledge how different subjects have
different preferecnes regarding their satisfaction. In the case
of elderly subjects, they prefer trying to achieve the objective
elderly being sensed using the tool enviromental microphone
(relationship contribute positively) instead of the tools camera
or smartphone (relationship contribute negatively). In the same
way, for the objetive elderly communicate, it is preferred to
use a collar caller that they usually carry with them, instead
of the smartphone, that they take with them less and find more
difficult to use.

The diagram does not include the preferences of the young-
ster subject. That part of the model is similar to the one
discussed for the elderly subject.

The application of the social property in Fig. 5 to the AAL
solution in Fig. 4 follows the process described in section IV.

The three steps are as follows for the elderly setting.
Task 1 Check applicability consider whether the social prop-

erty can be used in the context of the current specifications.
Here it is used to add information on the users’ preferences
as new model elements. There is no constraint that precludes
is appication.

In task 2 Customize the setting, engineers decide how to
map those elements that are common to the specifications and
the property. The mapping here just indicates that the tools
that appear with the same name in the specifications and the
property are the same artefacts, e.g. camera and smartphone.

Task 4 just merges both models using transformations. This
adds the entities and relationships from the setting to the
specifcation of the AAL system.

Finally, task 5 Link artefacts, adds additional relationships
among artefacts. In this case, they need to indicate how to
meet the users’ objectives, so that their experience with the
AAL system is positive and they use it. The specifications
model this information with new contribution relationships.
The user’s objectives elderly being sensed and elderly commu-
nicate respectively contributes positively to the AAL system
objectives being aware of caretaker and assisting caretaker.

After introducing this information, engineers can perform an
automated analysis of the specifications. Navigating relation-
ships from objectives, they can discover the user preferences.
Changing the setting to use that for youngster, changes the
preferences. This indicates that the AAL system needs to be
aware of the age of the user.

VI. RELATED WORK

This work is related to several areas of research: studies
on people, their features and behaviour linked to socio-
technical systems; and the development and simulation of
AAL solutions. The first group of works is related to sources
of knowledge for social properties, and how to model it. The
second group is linked to the tradeoffs of using these properties
in developemt.

Studies with actual people provide information on the
relevant attributes and processes to consider when designing
AAL solutions. Some of them (e.g. [17]) are focused on the
problems that appear in the daily life of certain population
groups and are useful to characterize them. There are also
works realted to the attitudes of people towards certain as-
pects of socio-technical solutions, like design issues [15] or
technologies [16].

Those studies are useful sources of information to design
AAL solutions. However, engineers must perform an important
work to extract that knowledge, adapt it to their context, and
transform it to requirements. There are already works intended
to provide some design knowledge as reusable patterns, mainly
in the wider context of Ambient Intelligence [18], [19].
However, these are more at the level of system design, like
traditional design patterns [8].

In this context, social properties are means to reuse social
knowledge, and are at a higher level of abstraction than
available patterns. Both types of pattern can be used in a
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complementary way. The use of patterns facilitates reuse
and communication, and thus reduces the effort on these
development aspects.

Currently, most of AAL developments follow traditional
practices (e.g. [1], [20], [21]). Experts and engineers design
the solution, then the code and relevant hardware is produced,
and finally it is tested. Research [5] has already discussed
the problems regarding the high costs and failures of projects
following these approaches. The use of VLLs tries to mitigate
them. Both with ad without VLLs, some works propose the
use of MDE techniques [22]. Working with models facilitates
the automated generation of systems using MDE techniques.

Social properties suport all these alternatives ways of de-
velopment. Settigns can be defined at different levels of
abstraction and for different targets. For instance, there can
be transformations for several target simulation platforms.
Nevertheless, the effort to adapt the property to a specific
development can largely vary.

VII. CONCLUSION

This paper has introduced social properties as means to deal
with social knowledge in AAL developments, particularly in
the context of VLLs. They support works by providing ready-
to-use knowledge and ways to integrate it in the technical
design.

The knowledge can be extracted from different studies
following the paradigm of AT [10]. The paradigm offers the
tools to study settings, and previous works help to specify [6]
them as properties.

This work also proposes a process to apply the properties.
It is based on the use of MDE transformations. These trans-
formations support checking the appearance of properties and
adding their information to specifications.

The case study has shown how the simulation of an AAL
solution can be tailored to consider different features of its
user or their social context. Social properties allowed the
quick change of the simulation in order to distinguish elder
and young users, and the modifications this brings to the
enviroment of the system.

The previous work is still ongoing. The effective application
of social propeties requires a relevant number of them to
model complex contexts. Moreover, transformations need to
be adapted to the MLs of the specifications where they are
applied and the target simulation platforms. Work in this line
was reported in [11] for UML-AT and MLs for MASs. Second,
the definition of complex social structures requires being abble
to provide more information on the properties of artefacts.
The current language for constraints is based on the Object
Constraint Language (OCL) [23], and limited regarding social
issues. A tailored domain-specific language is currently being
designed. Third, further validation and assesment of the utility
of properties in AAL developemt is needed. Experiments until
now correspond to research projects in AAL.
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Abstract—Demand peaks  in  electrical  power  system cause

serious  challenges  for  energy  providers  as  these  events  are

typically  difficult  to  foresee  and require  the grid  to support

extraordinary  consumption levels.  Accurate  peak forecasting

enables utility providers to plan the resources and also to take

control  actions  to  balance  electricity  supply  and  demand.

However, this is difficult in practice as it requires precision in

prediction of peaks in advance. In this paper, our contribution

is the proposal of data mining scheme to detect the peak load in

the  electricity  system  at  country  level.  For  this  purpose  we

undertake the approach different from time series forecasting

and represent it as pattern recognition problem. We utilize set

of artificial neural networks to benefit from accurate detection

of the peaks in the Polish power system. The key finding is that

the algorithms can accurately detect  96.2% of the electricity

peaks up to 24 hours ahead.

I. INTRODUCTION

LECTRICITY  consumption  peaks  appear  in  the

electricity  system  as  a  consequence  of  collective

behavior of end users which is influenced by many external

factors [1]-[3].  An example of an aggregate behavior may

happen when relatively large group of consumers is turning

on their home air conditioners within a short time span, as a

consequence of a hot weather. This aggregated behavior is

easy  to  notice  since  temperature  increase  affects  a  large

population which might cause the peak. However, there are

other  factors  that  are  likely  to  influence  users’  electrical

consumption and there-fore, it is not trivial to foresee what

will be the consumption level and,  in turn,  to detect  high

loads in advance.

E

Consumption  peaks  may  cause  serious  challenges  to

electricity  providers  because  they  need  to  over-dimension

the  grid  in  order  to  support  the  abnormally  high

consumption load. Managing these peaks is crucial for the

providers  since  energy  scarcity  can  lead  to  severe

consequences  such  as  power  outages.  An  alternative

approach to overreach these peaks and to reduce the costs of

over-dimensioning and enormity is to balance the grid with

the introduction of intelligent methods for controlling them.

Controlling the peaks can be done in several ways, such as

performing  load  balancing  and  developing  dynamic  and

intelligent  pricing  strategies  taking  into  account  that  end

users  are  sensitive  to  price  and  they  may  reduce  the

consumption whenever the electricity price is high.

The proposed paper is focused on detection of electrical

power  consumption  peaks  in  the Polish power  system by

relying on historical  data for both: electricity and weather

conditions  including  temperature  and  humidity.  The

contribution to the research is twofold. First, we deal with

peak  detection  as  binary  classification  problem  unlike  to

most legacy studies formulating the problem as time-series

forecasting.  Second,  we  propose  a  wide  set  of  artificial

neural  network  parameters  to  assure  the  problem  is

thoroughly  tested  for  the  benefit  of  precise  classification.

We  further  experimented  with  data  from  Polish  power

system, and were able to prove the high accuracy in peaks

detection.

The  rest  of  this  paper  is  organized  as  follows.  In  the

second section the literature review on similar problems is

presented.  The data characteristics and their  mapping  into

binary classification problem is presented in section three.

The fourth  section deals  with the experiments  carried  out

and their results. The paper ends with concluding remarks in

the last section.

II.  LITERATURE REVIEW ON SIMILAR PROBLEMS

Forecasting  the  energy  consumption  and  load  demand

peak  has  been  intensively  studied.  In  recent  years,  the

extensive research stream of forecasting models was based

on  traditional  algorithms  including  time  series  analysis,

regression  and  grey  models,  as  well  as  soft  computing

algorithms  including  genetic  algorithms,  fuzzy  logic  and

other machine learning methods.

Time series models represent the future values based on

previous observations. The models which are based on time

series have many forms adequate for forecasting electricity

consumption volume and peak demand load in the electrical

grid.  For instance, the problem of forecasting the monthly

peak  demand  of  electricity  in  north  India  was  studied  by

Ghosh  [4]  who  combined  two  different  time  series:  a

multiplicative Seasonal Auto-Regression Integrated Moving

Average  (SARIMA)  and  Holt-Winters  multiplicative

exponential  smoothing.  In  turn,  Mati  et  al.  [5]  used  time

Electricity peak demand classification

with artificial neural networks
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Fig. 1. Weekly load data covering time span between 1st October 2015 

and 30th November 2015 

 

Fig. 2. Daily load data on October 23th (Friday) and 24th (Saturday), 2015. 

series to forecast the electricity demand in Nigeria. Garcia-

Ascanio and Mate [6] used the interval time series to forecast 

the monthly electricity consumption per hour in Spain.  

Another way to predict the energy consumption is to use 

statistical regression models that correlate the power 

consumption with a number of influencing variables. Energy 

distribution companies often use regression analysis to 

forecast the variable (dependent) values based on one or 

more independent (predictor) variables. The relationship can 

be described using simple linear functions (e.g. linear 

regression) or large non parametric models like Gaussian and 

neural network. Simple linear, multiple linear, quadratic and 

exponential regression models are typically used to forecast 

short term load demand (usually five minutes to one week 

ahead) with hour by hour load data. The quantile regression 

is recommended to predict the peak electricity demand as 

well. Gibbons and Faruqui [7] developed a method that used 

quantile regression to model the daily peak demand, and 

subsequently used a loss function to estimate a quantile for 

annual peak prediction. In order to model system 

uncertainty, inexactness and random daily 15-minutes peak 

power demand at distribution trans-formers, Nazarko and 

Zalewski [8] used a fuzzy regression model expressing the 

correlation between substation peak load and other customer 

explanatory variables.  

Lack of detailed data or limited dataset make difficulties 

in predicting future peak demand value which is critical for 

the dispatching center to handle current operations (short-

term forecasting) or to plan development and modernization 

of the power system (long-term forecasting). In such 

circumstances artificial neural networks (ANN) appear to be 

excellent technique to deal with noisy and incomplete data. 

ANN has been used to predict the hourly electricity 

consumption prediction model in Saudi Arabia [9], Nigerian 

Electrical Power System [10], the long-term demand of 

electricity in Turkey [11] and in Iran [12]. The multilayer 

perception model (MLP) to forecast the long-term energy 

consumption in Greece was applied by Ekonomou [13]. He 

compared the results of the model with those resulting from 

the support vector machine and the linear regression model. 

The applied model occurred very promising. Another 

comparative study among ARIMA, ANN and multiple linear 

regression (MLR) models was performed by Kandananond 

[14] who predicted long-term electricity demand in Thailand.  

Lastly, it is worth mentioning that analysis of the last 

decade of electricity demand data in European countries 

shows trend that the peak demand (largest daily demand) 

throughout the year usually occurs in the winter, during the 

weeks before Christmas or in the summer [15]. Factors 

causing this increase in electricity demand include the cold 

weather (increased use of electrical heating devices) or 

prolonged period of abnormally hot weather (increased use 

air conditioners). 

III. DATASET CHARACTERISTICS 

A. Load data 

This study was performed based on historical data 

representing energy consumption in Polish power system 

[16]. The data set included 70128 observations (hourly data) 

covering time span between January 1
st
, 2008 and December 

31
st
, 2015. Time series of the power system load exhibit 

annual, weekly and daily seasonal cycles as shown in Fig. 1. 

The daily curves differ in shape depending on the day type 

(workday, Saturday, Sunday) and season. Fig. 2 shows a 

smooth profile shape with relatively little electricity 

consumption in the early morning, a clearly defined peak in 

the evening and a slightly smaller defined peak in the late 

morning.  

Changes in the daily load shape and load level during the 

year are influenced by weather conditions including 

temperature, wind speed, cloud cover, humidity, 

precipitation and daylight hours. The weekly cycles are 

determined by workdays and holidays. The multiple seasonal 

cycles in the load time series as well as trend and 

nonstationarity in mean and variance have to be captured by 

a forecasting model. Electricity load when it is considered as 

time series cannot be modeled directly and additional 

treatments such as detrending, or decomposition are needed. 
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Fig. 3. Weekly average weather data in Warsaw in 2015 

 

Fig. 4. Weekly peaks identification in the load data based on the 99th 

quantile of the load distribution (November 2015 data) 

B. Weather data 

Weather is one of the most important independent 

variables for load forecasting, often described by 

temperature and humidity as presented in Fig. 3. The effect 

of weather is most prominent for domestic and agricultural 

consumers, but it can also alter the load profile of industrial 

consumers. Unexpected weather conditions are often cited as 

the tipping point that can cause unreliability in the system by 

decreasing the efficient supply of power. For instance, 

unpredicted thunderstorms in the middle of sunny day are 

one of the environmental factor that can decrease the 

temperature and thus causing overestimated load forecast 

[17], resulting in producing more power than required. 

Temperature can also alter the conductivity of the 

transmission lines. Thus, it can affect the overall carrying 

capability of the transmission lines. High temperature can 

increase not only the resistance of the transmission lines, but 

also it can influence the reactance of line, as well as induced 

expansion of transmission line length [18].  

There is a high positive correlation between temperature 

and load during summer season and there is a negative 

correlation between temperature and load during winter. This 

means that in the summer an increase in temperature will 

result in load increase whilst decrease in temperature will 

result in decrease in average daily load and also lowering the 

peak demand. In winter, the opposite trend is observed as 

decrease in per degree temperature will results in increase of 

electric load. This is because in summer increase in 

temperature affects consumers who use electricity for 

cooling purposes (air conditioners and fans), whereas in 

winter electricity is used for heating purposes. Hence, in 

winter there is negative or inverse relation between 

temperature and consumption volume [18]. 

Another weather factor influencing overall load is 

humidity. Formally, humid air was called not just the moist 

air but was referred as the mixture of water vapors and other 

constituents of air and humidity was defined in terms of 

water contents of this mixture called the absolute humidity 

[18]. In everyday life it is called relative humidity and is 

expressed in percentage. It is common observation that 

humidity can increase apparent temperature while it has no 

effect on the real temperature. This means humidity can 

make a 30 ̊C temperature to be felt say 35 ̊C. 

Although humidity has no effect on real temperature it can 

intensify the severity of hot climate. Therefore for the 

prediction of daily load at domestic consumers it is 

recommended to consider apparent temperature instead of 

real temperature. When dealing with mixed consumers, e.g. 

including industrial, agricultural and domestic, temperature 

humidity index can be employed as the factor influencing the 

load forecasting. 

Finally, due to the high redundancy between weather and 

load data, a proper features selection approach in this 

research has to be considered. 

C. Determining peak values 

In order to determine peak load values, the generic 

function quantile was used [19]. The function produces 

sample quantiles corresponding to the given probabilities by 

the weighted averaging of order statistics 
g

z : 

 ( ) 1
1

p g g
Q z zγ γ

+
= − + , (1) 

where np m gγ = + − , n  is number of observations, 

( )g floor np m= + and 1m p= − . 

In this study, peak load was determined as the load value 

equal or above 99th percentile for a given load distribution 

when grouping load in each week, as presented in Fig. 4. 

Black curve reflects real hourly electricity consumption 

observed in November 2015. Blue line shows average load 

within particular week, red line shows the behavior of 

threshold values above which the loads are recognized as 

peak values. Finally, green dots stand for peak load. 

IV. NUMERICAL EXPERIMENT 

A. Implementation and classification technique 

In our case, all the numerical calculations were performed 
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on personal computer with the following parameters: Ubuntu 

16.04 LTS operating system and Intel Core i5-2430M 2.4 

GHz, 2 CPU*2 cores, 8 GB RAM. R-CRAN [20], which is 

an advanced statistical package, as well as an interpreted 

programming language, was used as the computing 

environment. For training neural networks we used the 

BFGS algorithm, available in the nnet library [20]. A logistic 

function was used to activate all of the neurons in the neural 

network and initial vector with weights was chosen randomly 

using uniform distribution. 

To compare the neural networks obtained for different 

number of hidden neurons we used the following measures: 

(1) AUC (area under the Receiver operating characteristic 

(ROC) curve), (2) classification accuracy, (3) Sensitivity 

(true positive rate), (4) Specificity (true negative rate). Those 

measures are related to efficiency and effectiveness of the 

ANN and they have been often used for evaluation of 

classification models in the context of various practical 

problems such as credit scoring, income and poverty 

determinants or customer insolvency and churn [21]-[24]. 

The dataset was split into three parts which corresponded 

to the training, validation and testing samples with the 

following proportion. The training sample consisted of 6 

years between January 1
st
 2008, and December 31

st
 2013; the 

validation sample consisted of one year between January 1
st
 

2014, and December 31
st
 2014; and finally, the testing 

sample consisted also one year between January 1
st
 2015, 

and December 31
st
 2015. 

The main criterion taken into account while learning the 

models is to gain good generalization of knowledge with the 

least error. The most commonly used measure to assess the 

quality of binary classification problem is AUC. Therefore, 

to find the best parameters for all models and to assure their 

generalization, the following function was maximized: 

 ( )
1 1

,
2 2

T V T V Vf AUC AUC AUC AUC AUC= − − +  (2) 

where 
T

AUC  and 
V

AUC  stand for the training and 

validation errors, respectively. 

In contrast to other machine learning algorithms, ANN 

required special preparation of the input data. The vector of 

continuous variables has been standardized, while the binary 

variables were converted in a way that the value of 0 was 

transformed into -1. 

In the experiment we tried several neural network 

structures to get the best result. The number of neurons in 

hidden layer was proposed as a result of numerical 

procedure. We started neural network learning with small 

number of hidden units and then, successively, we increased 

number of neurons until no significant improvement in terms 

of models performance was observed (the number of neurons 

considered in the hidden layer was from 5 to 15). To avoid 

overfitting, after the completion of each learning iteration 

(with a maximum of 50 iterations - because already after 20 

iterations the difference in terms of AUC between the 

learning and validation set began to increase), the models 

were checked for the error measure defined in equation (2). 

At the end, the ANN characterized by the smallest error was 

chosen as the best model. In order to achieve robust 

estimation of models' error, for each number of hidden 

neurons, ten different ANN were learned with different 

initial weights vector. Final estimation of the error was 

TABLE 1.  

FEATURE VECTOR USED FOR MODEL ESTIMATION 

Attribute  

No. 
Description Formula 

1–5 Hour indicator (bits encoding) , 1,..., 24iG i =  

6–10 Day of the month indicator (bits encoding) , 1,...,31iD i =  

11–13 Day of the week indicator (bits encoding) , 1,...,7iT i =  

14–17 Month indicator (bits encoding) , 1,...,12iM i =  

18 Holiday indicator (dummy variable) S  

19 Sunset indicator (dummy variable) N  

20–43 Load of previous 24 hours , 1,..., 24g iZ i− =  

44–51 Average load observed over previous hourly intervals  { }[ 1],..., , 3,6,9,12,15,18, 21, 24g i g iavg W W i− − + =  

52–57 Load in the same hour of the previous week 
, , 2,...,7g d iZ i− =  

58–65 Linear trend of the load observed over previous hourly periods { }1,..., W , 3,6,9,12,15,18, 21, 24g g iTrend W i− − =  

66–73 Average temperature observed over previous hours { }1,...,T , 3,6,9,12,15,18, 21, 24g g iavg T i− − =  

74–81 Average temperature observed over previous hourly intervals { }[ 1],...,T , 3,6,9,12,15,18, 21, 24g i g iavg T i− − + =  

82–89 Average humidity observed over previous hours { }1,..., H , 3,6,9,12,15,18, 21, 24g g iavg H i− − =  

90–97 Average humidity observed over previous hourly intervals { }[ 1],..., H , 3,6,9,12,15,18, 21, 24g i g iavg H i− − + =  

Notation [+1] stands for the next element from the set of indices { }1,3,6,12, 24i  e.g. { }1 3,...,g gavg T T− −  or { }6 9,...,g gavg T T− − . Source: own preparation. 
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TABLE 2.  

THE RESULTS OF THE KOLMOGOROV–SMIRNOV STATISTICS FOR QUANTITATIVE VARIABLES 

Variable name 
K-S 

p-value 
Variable name 

K-S 

p-value 
Variable name 

K-S 

p-value 
Variable name 

K-S 

p-value 

t_1 0.0000 t_21 0.0000 d_2 0.0000 temp_avg_19_21 0.0005 

t_2 0.0000 t_22 0.0000 d_3 0.0000 temp_avg_22_24 0.0000 

t_3 0.0000 t_23 0.0000 d_4 0.0000 hum_avg_1_3 0.0000 

t_4 0.0000 t_24 0.0000 d_5 0.0000 hum_avg_4_6 0.0000 

t_5 0.0000 temp_1_3 0.0000 d_6 0.0000 hum_avg_7_9 0.0000 

t_6 0.0000 temp_1_6 0.0000 d_7 0.0000 hum_avg_10_12 0.0000 

t_7 0.0000 temp_1_9 0.0000 avg_1_3 0.0000 hum_avg_13_15 0.0000 

t_8 0.0000 temp_1_12 0.0022 avg_4_6 0.0000 hum_avg_16_18 0.0000 

t_9 0.0000 temp_1_15 0.1550 avg_7_9 0.0000 hum_avg_19_21 0.1383 

t_10 0.0000 temp_1_18 0.0718 avg_10_12 0.0000 hum_avg_22_24 0.0001 

t_11 0.0000 temp_1_21 0.0303 avg_13_15 0.0000 trend_1_3 0.0000 

t_12 0.0000 temp_1_24 0.0229 avg_16_18 0.0000 trend_1_6 0.0000 

t_13 0.0000 hum_1_3 0.0000 avg_19_21 0.0000 trend_1_9 0.0000 

t_14 0.0000 hum_1_6 0.0000 avg_22_24 0.0000 trend_1_12 0.0000 

t_15 0.0000 hum_1_9 0.0000 temp_avg_1_3 0.0000 trend_1_15 0.0000 

t_16 0.0000 hum_1_12 0.0000 temp_avg_4_6 0.0000 trend_1_18 0.0000 

t_17 0.0000 hum_1_15 0.0001 temp_avg_7_9 0.0489 trend_1_21 0.0000 

t_18 0.0000 hum_1_18 0.0191 temp_avg_10_12 0.0007 trend_1_24 0.0000 

t_19 0.0000 hum_1_21 0.1227 temp_avg_13_15 0.0000   

t_20 0.0000 hum_1_24 0.1610 temp_avg_16_18 0.0000   

Source: own preparation. 

computed as the average value over ten models and for each 

number of hidden neurons. 

B. Feature vector 

We focused on the next-day peak power demand 

detection. To forecast the peak, we constructed a feature 

vector with attributes as presented in Table 1. The attributes 

were constructed based on time series with hourly electricity 

demand. Additionally, other features were collected, 

including temperature, humidity, and calendar variables. 

Electricity demand varies over time depending on the time 

of day (daily cycles), day of the week (weekly cycles), day of 

the month (monthly cycles), season (seasonal cycles) and 

occurrence of holidays. Therefore, we enriched the analysis 

with additional 18 variables including 5 variables describing 

the hour, 5 variables associated with the day of the month, 3 

variables associated with the day of the week, 4 variables 

associated with the month, 1 variable indicating a holiday 

and 1 variable indicating the sunset in a particular hour. All 

above variables were derived in the following manner (bits 

encoding instead standard dummy encoding): first the 

categories were encoded as ordinal, then those integers were 

converted into binary code, then the digits from the binary 

string were split into separate columns. This encodes the data 

in fewer dimensions than standard dummy encoding.  

The main variables taken into account in the forecasting 

process are those derived directly from the time series. The 

features were created by the decomposition of the time 

series, and they define, among others, linear trend and actual 

demand at certain intervals, taking into account up to 7 days 

of the history. 

C. Feature selection 

In order to identify dependence between observed peak 

load and explanatory variables Kolmogorov–Smirnov 

statistics was applied as presented in Table 2. 

The Kolmogorov–Smirnov statistic quantifies a distance 

between the empirical distribution function of the sample and 

the cumulative distribution function of the reference 

distribution, or between the empirical distribution functions 

of two samples. In our case we derived two samples, i.e. 

distribution for peak cases and distribution for non-peak 

cases. Based on the obtained p-values it was identified that 

most of the considered features have different distributions 

within positive and negative cases. The only exceptions are 

observed for the following variables (0.05 statistical 

significance assumed): temp_1_15, temp_1_18, hum_1_21, 

hum_1_24 and hum_avg_19_21. 

Next, the Chi2 ( 2χ ) test was used to determine whether 

there is a significant difference between the expected and the 

observed frequencies in one or more categories of each 

independent variable and dependent variable. Each 

independent variable was divided into 10 disjoint groups 

based on the quantiles values of the particular distribution 

(based on deciles). Then each feature and dependent variable 

have created a contingency table 2×10. Finally, based on the 

aforementioned table, Chi2 test was applied. 

Proposed test showed that there is statistically significant 

dependence between independent variable and all dependent 

variables. On the other hand, in case of the categorical 

features, variables indicating holiday days and day of the 

month were not statistically significant (please refer to Table 

3 for details). 

The third approach to determine appropriate set of 
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TABLE 4.  

AUC VALUES FOR THE QUANTITATIVE VARIABLES 

Variable name AUC Variable name AUC Variable name AUC Variable name AUC 

t_1 0.744 t_21 0.551 d_2 0.677 temp_avg_19_21 0.53 

t_2 0.678 t_22 0.629 d_3 0.673 temp_avg_22_24 0.496 

t_3 0.663 t_23 0.689 d_4 0.74 hum_avg_1_3 0.615 

t_4 0.665 t_24 0.72 d_5 0.815 hum_avg_4_6 0.65 

t_5 0.644 temp_1_3 0.528 d_6 0.84 hum_avg_7_9 0.557 

t_6 0.608 temp_1_6 0.54 d_7 0.766 hum_avg_10_12 0.556 

t_7 0.56 temp_1_9 0.532 avg_1_3 0.701 hum_avg_13_15 0.61 

t_8 0.531 temp_1_12 0.514 avg_4_6 0.641 hum_avg_16_18 0.582 

t_9 0.514 temp_1_15 0.504 avg_7_9 0.535 hum_avg_19_21 0.508 

t_10 0.514 temp_1_18 0.514 avg_10_12 0.575 hum_avg_22_24 0.552 

t_11 0.573 temp_1_21 0.516 avg_13_15 0.709 trend_1_3 0.752 

t_12 0.638 temp_1_24 0.514 avg_16_18 0.688 trend_1_6 0.632 

t_13 0.687 hum_1_3 0.615 avg_19_21 0.529 trend_1_9 0.657 

t_14 0.714 hum_1_6 0.638 avg_22_24 0.684 trend_1_12 0.725 

t_15 0.708 hum_1_9 0.619 temp_avg_1_3 0.528 trend_1_15 0.786 

t_16 0.696 hum_1_12 0.578 temp_avg_4_6 0.549 trend_1_18 0.788 

t_17 0.69 hum_1_15 0.54 temp_avg_7_9 0.509 trend_1_21 0.731 

t_18 0.664 hum_1_18 0.517 temp_avg_10_12 0.543 trend_1_24 0.607 

t_19 0.608 hum_1_21 0.513 temp_avg_13_15 0.571   

t_20 0.53 hum_1_24 0.519 temp_avg_16_18 0.564   

Source: own preparation. 

TABLE 3.  

THE RESULTS OF THE CHI2 STATISTICS FOR THE CATEGORICAL 

VARIABLES 

Variable name 
Chi2 

p-value 

month 1.0000 

month_day 0.0977 

hour 0.0000 

week_day 0.0000 

holiday 1.0000 

sunset 0.0000 

Source: own preparation. 

independent variables was Area Under the ROC curve 

(AUC). In this case discriminatory power of each variable 

was check out in the following manner:  

• quantitative and ordinal variable were sorted in 

ascending order; categorical variables were sorted 

in ascending order based on the conditional 

probability of belonging into positive cases. 

• ROC curve was determined. The actual values of the 

sorted variable served as the score values of the 

classification model. 

• AUC measure was computed using trapezoidal 

integration. 

Final AUC values for all the features are presented in 

Table 4 (quantitative variables) or Table 5 (categorical 

variables). 

In the case of quantitative variables, the greatest 

discriminatory power can be assigned to: d_6, d_5, 

trend_1_18, trend_1_15, d_7, trend_1_3 and t_1 attributes. 

Out of categorical variables, two of them – hour and 

week_days – have the best performance.  

Obviously, there is a strictly linear dependence between 

some features, which means that the redundancy in the data 

could be observed. There is no need to include for instance 

variable t_4 and t_5 in final input vector, due to collinearity. 

Therefore, from the best set of attributes, the variables 

having Spearman correlation coefficient greater than 0.6 

were removed. Eventually, the final set of attributes is 

presented in Table 6. 

D. Results 

In order to benefit from the optimal score threshold which 

determine the peak (score above the threshold) or normal 

load (score below the threshold), Youden’s J statistic [25] 

was employed. The optimal cut-off is the threshold that 

maximizes the distance to the identity (diagonal) line. The 

optimality criterion is defined as: 

 ( )max sensitivities specifitities+  (3) 

In this research optimal cut-off was identified at 0.1111. 

The classification results obtained on training, validation 

and testing datasets are presented in Table 7 (upper and 

lower part). Importantly, the models exhibited stable 

performance in terms of the classification quality on all three 

datasets. For the testing sample the accuracy, which 

measures of how many correct forecasts the model makes, is 

up to 90.5%, and this is observed for the neural networks 

with six and eleven hidden neurons. The AUC measure for 

the models is ranging between 0.947 and 0.967. In terms of 

the sensitivity, which is proportion of peaks that are correctly 

identified as such, the results are ranging between 0.915 and 

0.962. Finally, specificity which measures the proportion of 

non-peaks that are correctly identified as such is ranging 

from 0.855 to 0.904.  

Taking into account that simpler model should be 

preferred over the complex one, the neural network with 9 
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TABLE 5.  

AUC VALUES FOR THE CATEGORICAL VARIABLES 

Variable name AUC 

month 0.504 

month_day 0.509 

hour 0.748 

week_day 0.678 

Source: own preparation. 

TABLE 6.  

THE FINAL SET OF ATTRIBUTES 

Variable name 

avg_1_3 

d_4 

d_6 

hour 

hum_avg_4_6 

hum_avg_13_15 

t_14 

t_18 

t_24 

trend_1_3 

trend_1_12 

trend_1_18 

week_day 

Source: own preparation. 

 

Fig. 5. Prediction results in October 2015. Color denotes the result of the 

classification as follows: True positive – green, False negative – red, False 

positive – yellow.  

hidden neurons represents fair tradeoff between the 

complexity and the classification quality. 

Additionally, to give also a graphical view on the 

performance of the proposed model with 9 neurons, one day-

ahead peak forecast obtained for the randomly drawn test 

period (five weeks in October 2015) is shown in Fig. 5. 

From the figure we can observe that the peak loads are 

correctly predicted in seven cases – green dots represent true 

positive classification. Three peak loads, marked as red dots, 

are incorrectly classified as a normal loads (false negative 

classification). Finally, in some cases (yellow dots), neural 

network claims that there will be peak load in one day ahead, 

but actually there was no peak (false positive classification). 

For the clarity of the Fig. 5 True negative class was not 

provided as it constitutes for the overwhelming majority. 

The results of the numerical experiments can be 

summarized as follows: 

• Peak demands in Poland are mostly affected by such 

features as day of the week, temperature, humidity, 

load in previous hours and the load trend observed 

in previous hours; 

• The best results were obtained for the neural network 

with 9 hidden neurons;  

• Predictive power of the model is considered to be 

excellent what was confirmed by AUC, accuracy, 

sensitivity and specificity measures; 

• High true positive rate confirms the models ability to 

correctly classify the real peaks in the system. 

V.  SUMMARY AND CONCLUDING REMARKS 

The research addresses the problem of predicting 

electrical consumption peaks as an input into load balancing 

and smart pricing strategies. This was done by mapping the 

problem into a binary classification task aimed to detect the 

peaks using the features based on previous consumption and 

the weather data. 

The contribution of this study provides the proof that 

models can capture the complex nonlinear effects of 

historical load, temperature, humidity and calendar effects. 

The classification results demonstrate that neural networks 

models perform remarkably well on the historical data. 

The most promising results were produced by applying 

artificial neural network with 9 hidden neurons what led to 

predicting 96.2% of the true peaks (sensitivity) as observed 

on the testing dataset. It is worth mentioning that the 

algorithm was to favor false positives over false negatives as 

the latter are having less impact on electrical power grids. 

This is because a false positive, which is predicting a peak 

that is not present, has significantly fewer consequences than 

not predicting peaks which are present. Thus, high true 

positive rate is much more favored after than high precision 

of the model. 

There are number of practical applications to make use of 

next-day peak power demand identification. Forecasts of the 

peak demand are useful for both, network capacity planning 

and investment decisions. In addition, the knowledge on the 

timing of the peak demand is important for network 

maintenance planning. An accurate classification can be used 

to improve decision making and the correct classification can 

reduce both costs and risks for the entities operating on the 

electricity markets. 
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TABLE 7.  

CLASSIFICATION RESULTS FOR THE NEXT-DAY PEAK POWER DEMAND 

Upper part 

Number 

of hidden 

neurons 

Average 

number of 

iterations 

Training sample Validation sample 
AUC Equation 

No 2 Accuracy AUC Sensitivity Specificity Accuracy AUC Sensitivity Specificity 

5 27.0 0.912 0.964 0.933 0.912 0.868 0.954 0.95 0.867 0.944 

6 22.2 0.911 0.969 0.952 0.911 0.886 0.963 0.96 0.885 0.956 

7 27.8 0.9 0.968 0.955 0.899 0.884 0.959 0.956 0.883 0.95 

8 25.2 0.906 0.973 0.958 0.906 0.888 0.963 0.956 0.887 0.953 

9 26.0 0.91 0.975 0.957 0.909 0.903 0.967 0.947 0.903 0.96 

10 22.6 0.885 0.957 0.934 0.885 0.878 0.948 0.922 0.877 0.94 

11 20.4 0.907 0.972 0.95 0.907 0.891 0.966 0.962 0.89 0.961 

12 21.2 0.872 0.957 0.945 0.872 0.858 0.944 0.941 0.857 0.932 

13 23.0 0.892 0.965 0.948 0.891 0.862 0.958 0.966 0.861 0.951 

14 23.4 0.899 0.969 0.957 0.899 0.87 0.962 0.981 0.869 0.956 

15 22.0 0.889 0.962 0.937 0.889 0.85 0.954 0.966 0.849 0.946 

 

Lower part 

Number of 

hidden 

neurons 

Test sample 

Accuracy AUC Sensitivity Specificity 

5 0.88 0.958 0.944 0.88 

6 0.905 0.956 0.915 0.904 

7 0.884 0.958 0.94 0.883 

8 0.886 0.963 0.95 0.885 

9 0.893 0.967 0.962 0.892 

10 0.856 0.948 0.94 0.855 

11 0.905 0.963 0.933 0.904 

12 0.863 0.947 0.938 0.862 

13 0.882 0.957 0.938 0.881 

14 0.868 0.96 0.962 0.867 

15 0.865 0.954 0.946 0.864 

Source: own preparation. 
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Abstract—In the context of European climate goals munici-
palities have an increasing interest in an accurate estimation of
current and future energy demand in buildings, as the domestic
energy consumption is one of the major adjusting screws for
the reduction of electrical and thermal energy consumption,
whereas the demand for space heating has the highest impact.
As part of the ongoing GEWISS project it is planned to create a
geographical information system (GIS) to visualize domestic and
industrial heat consumption in the city of Hamburg (Germany)
to support political decision making by linking the development
of urban areas and the district heating grid. Additionally, it
is planned to provide simulation capabilities to offer planning
assistance for future development. This paper will present the
underlying agent-based simulation system that is used to simulate
the development of the building stock. Thereby, the simulation
approach and first results regarding the development of the
renovation state of the building stock based on a study about
the renovation behavior of different types of home-owners of
detached and terraced houses will be presented.

I. INTRODUCTION

IN THE context of European climate goals as well as the
Energy Transition in Germany, municipalities have an in-

creased interest in an accurate estimation of current and future
energy demands in the building and traffic sector. The domestic
energy consumption is one of the major parameter for the
reduction of both electrical and thermal energy consumption,
whereas the demand for space heating plays the biggest role
[1]. Thus, profound knowledge about the building stock and its
consumption is needed to tackle the challenge of energy tran-
sition towards non-fossil sources and their efficient integration
into the energy mix. Future energy planning needs concepts
like Smart Cities, a collective term for holistic development
concepts that aim at constructing cities that are more efficient,
technological advanced and environmentally sustainable [2].
This includes the knowledge of spatial distribution of energy
consumption in an urban context.

For this purpose the ongoing GEWISS (Geographical In-
formation and Simulation System for Urban Heat Flows,
2014-2018) project [3]1 creates a tool based on geographical
information systems (GIS) to visualize domestic and industrial
heat consumption in the city of Hamburg, Germany. The tool
supports political decision making by linking the development

1German publication

of urban areas and the district heating grid. The grid-based
heat supply needs to be planned with respect to the existing as
well as future building stock. Aspects such as the conversion
of urban areas, redensification, redevelopment or demolition
as well as renovation of buildings should be aligned to locally
available heat sources. Therefore, it is necessary to collect and
analyze the required data with respect to the spatial location
in a GIS. The goal of the GEWISS project is to provide such a
GIS with information about heat demand and supply as well as
simulation capabilities to offer planning assistance for future
development [4].

This paper will present the agent-based simulation system
of the GEWISS project that is going to be used to simulate the
development of the building stock in Hamburg. Currently, it
focuses on the renovation behavior of different types of home-
owners of detached and terraced houses. Thereby, it simulates
how the renovation level of the buildings and depending on
that their heat energy demand could develop from 2016 to
2050. Future versions of the simulation system will support
other types of residential buildings like apartment houses as
well as non-residential buildings like factories or administra-
tion buildings. Apart from the renovation of buildings their
demolition and reconstruction as well as aspects like reden-
sification are also planned to be supported by the simulation
system. In order to simulate the renovation behavior of differ-
ent types of detached and terraced house owners, a study about
motivations, barriers and target groups for energetic building
renovation in Germany [5]2 is taken as a basis to develop
different types of home-owner agents implementing different
renovation behavior. The agent-based simulation system is
realized using Repast Simphony [6]. Figure 1 illustrates the
types of buildings that are part of the current version of the
simulation system (as these types are covered by the study
from [5]) by showing a map extract from a residential area in
the City of Hamburg where the building stock mainly consists
of detached and terraced houses.

The remainder of this paper is structured as follows: The
next section will give a brief overview about related work.
Section III will describe the simulation approach before Sec-
tion IV describes the developed simulation system in detail.

2German publication
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Fig. 1. Map extract from Hamburg showing a residential area with detached, terraced and apartment houses in the district of Othmarschen.

Afterwards, the simulation results are presented in Section V.
Finally, Section VI concludes the paper and gives an overview
about future work.

II. RELATED WORK

The simulation conducted in this paper is related to the
work done in [7] where the building typology designed by
the German Institute for Housing and Environment (IWU)3

was assigned to every building in the digital cadastre of
Hamburg (ALKIS) in order to produce estimates for heat
demand of individual buildings. The study conducted in [7]
took into account the difficulties associated with a typology-
based heat demand calculation approach like e.g. assumptions
about building shell, incomplete data in digital cadastres, lack
of data on renovation levels or lack of data on heating systems,
and validated the results against a data-set of building energy
certificates and the consumption values therein. Thereby, the
authors found that while using the consumption-corrected heat
demand values of the IWU-typology for individual buildings
is rather difficult, using these values for groups of buildings,
taking advantage of averaging-out-effects, does produces good
results with average differences of 6% to 10% for different
groups of buildings. This suggests that the typology-based
heat demand calculation approach is plausible for large-scale
studies or simulations like the one being conducted in this
paper.

In [8] a procedure for creating a spatially referenced build-
ing stock with the population living therein in term of a

3http://www.iwu.de/1/home/, accessed September 11, 2017.

synthetic city for Germany is presented. The authors used
data from the German microcensus (2010) [9] which contains
detailed sociodemographic characteristics of individuals and
details information on the type of buildings in which these
individual live. Based on this data a synthetic population and
building stock was created. Records from the microcensus
about the construction year and number of dwelling units of
buildings were used to classify buildings by their estimated
heat demand. Contrasting to the approach presented in this
paper, the authors of [8] developed a micro-simulation model
to estimate the heat demand of synthetic building stocks, while
focusing on the dweller’s influence on the heat demand instead
of the dweller’s renovation behavior like considered in this
paper.

A different approach for the calculation of building heat
energy demand based on 3D building models instead of a
building typology is presented in [10]–[12]. There SimStadt
[13], a workflow-driven urban energy simulation platform, is
used to calculate the heat demand based on Open Geospatial
Consortium (OGC) standard compliant CityGML [14] models.
CityGML is an an open, multi-functional model that can
be used for geospatial transactions, data storage and for the
modeling of 3D buildings. Based on the surface of the 3D
building models, information about their usage and climate
data the heat energy demand of the examined building stock
is calculated by SimStadt by also considering aspects like solar
irradiance and shadowing. While this results in a sophisticated
simulation model and a good estimation of the buildings heat
energy demand, the approach is not suitable for the Hamburg
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scenario with more than a hundred thousand buildings due to
its complexity and resulting scalability issues.

III. SIMULATION APPROACH

The main goal of the simulation is to simulate the devel-
opment of the building stock in the City of Hamburg from
2016 to 2050. Therefore, aspects like renovation, demolition,
reconstruction as well as redensification have to be consid-
ered for residential and non-residential buildings. Arguably,
different types of owners for various types of buildings will
behave differently in terms of the aforementioned aspects.
Thus, the simulation system is realized as a Multi-Agent
based Simulation (MABS) [15], where the various owner
types are mapped to different agents. The current version of
the simulation system maps five particular types of home-
owners of either detached or terraced houses. These five types
were identified in a study on the renovation behavior of such
house owners in Germany [5]. Therefore, in its current state
the simulation system focuses on the renovation behavior of
these special types of residential buildings. Future versions
aim at supporting the renovation behavior of other types of
residential buildings like apartment houses as well as non-
residential buildings like factories or administration buildings.
Also aforementioned aspects like demolition, reconstruction
and redensification are part of the objective.

The simulation is realized using Repast Simphony [6] an
open source agent-based modelling environment that builds
on the Repast 3 library [16]. One key feature of Repast
Simphony with particular interest for this project is its GIS
support. Repast Simphony provides geographic referencing
through geography projections that correlate the agents to
positions in space. An agent’s representation in a geography
projection corresponds to a specific geographical feature, such
as points, lines or polygons. Repast Simphony uses GeoTools4,
an open source Java GIS toolkit that is an OGC compliant
library, to provide support for the feature types described
above, along with additional GIS data types and functions.
Repast Simphony’s GIS capabilities also include support for
Environmental Systems Research Institute (ESRI) Shapefiles
[17] and a range of raster data files.

The geography projection is associated with a coordinate
referencing system (CRS), which is based on the OGC stan-
dards and can be used to execute geographical queries on
the topology of the agent features in the geography. Agents
can query the geography to determine whether agent features
overlap or are within a certain distance of, intersect with or
border other agent features in the geography. Also of interest
are Repast Simphony’s 2D and 3D GIS visualization modules,
that provide tools to view running models interactively.

Another agent-based simulation tool with GIS capabilities
similar to Repast Simphony is GAMA [18]. The reason for
using Repast Simphony as part of the GEWISS project is that
it, unlike GAMA, allows to model agents in Java therefore
supports Java’s rich ecosystem. This makes Repast Simphony

4http://www.geotools.org/, accessed September 11, 2017

more suitable for the complex models and behaviors required
in the GEWISS project. GAMA, on the other hand, is better
suited for rapid prototyping because of its simple and easy
to learn modeling language (GAML - GAMA Modeling Lan-
guage [19]).

IV. SIMULATION SYSTEM

The developed simulation system will be described in more
detail below. Thereby, the structure of the simulation, its
individual phases and the underlying data sources will be
presented. The first part of this section will describe the data
sources and initialization phase, followed by a discussion
about the buildings heat energy demand calculation within
the simulation. Afterwards, the different building owner agents
are going to be described. Finally, the result handling of the
developed system is going to be presented. The architecture
of the simulation system is shown in Figure 2 in order to
illustrate the interaction of the different components and the
execution order of the simulation.

Fig. 2. Architecture of the developed simulation system.

A. Initialization and Data Sources

The Context Builder shown in Figure 2 processes various
input parameters and data sources in order to create and
configure the corresponding simulation objects. The buildings
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whose development (with regard to the renovation) should be
simulated can be imported either from an ESRI Shapefile or a
PostGIS5 database. The parcels on which the buildings were
built can also be read from an ESRI Shapefile or a PostGIS
database. On the basis of the parcels, it can be determined
whether the building is located within a redevelopment zone
and which development limits have to be adhered to in case
of a refurbishment. The data sources of the buildings contain,
among other things, information about the building’s geometry,
a reference to the parcel on which the building is located, the
buildings type (detached or terraced house) and the specific
heat energy demand.

The specific heat energy demand was determined in a
study by the German Institute for Housing and Environment
(IWU) for different types of buildings from different eras
of construction [20]. Table I gives an overview about how
the buildings are cataloged accordingly to the IWU study.
Three different renovation levels have been taken into account,
therefore a 3-tuple is obtained which includes the specific
heat demand for the building type and era of construction
in different renovation levels. Thereby, a renovation level of
0 means that the building has never been renovated since it
was built, a renovation level of 1 means that the building
has been renovated conventional accordingly to the German
Energy Saving Ordinance (EnEV 20146) and a renovation level
of 2 means that the building has been renovated according to
the German Passive House Standard which is also defined in
the EnEV 2014.

TABLE I
DIFFERENT TYPES OF BUILDINGS FROM DIFFERENT ERAS OF

CONSTRUCTION CLASSIFIED ACCORDING TO THE IWU STUDY [20]
(EXTRACT FROM THE ORIGINAL TABLE SHOWING ONLY DETACHED AND

TERRACED HOUSES).

Construction
Age Group

Detached House
(DH)

Terraced House
(TH)

A ... 1859 DH_A
B 1860 ... 1918 DH_B TH_B
C 1919 ... 1948 DH_C TH_C
D 1949 ... 1957 DH_D TH_D
E 1958 ... 1968 DH_E TH_E
F 1969 ... 1978 DH_F TH_F
G 1979 ... 1983 DH_G TH_G
H 1984 ... 1994 DH_H TH_H
I 1995 ... 2001 DH_I TH_I
J 2002 ... 2009 DH_L TH_J
K 2010 ... 2015 DH_K TH_K
L 2016 ... DH_L TH_L

All information about the buildings and the underlying
parcels have been extracted from the Hamburg digital cadastre.
It is part of a standardized cadastral system used throughout
Germany to store information about the geometry of the
objects as well as additional information like building use,
construction year and construction type etc. The interpretation
of these attributes and the logic used for assigning an IWU

5http://postgis.net/, accessed September 11, 2017
6http://www.enev-online.com/enev_2014_volltext/, accessed September 11,

2017 (German source).

energetic building type to each building object based on its
attributed is described in [7] (cf. Section II). As part of a
joint work in the GEWISS project, the authors of [7] provided
the data sources for the simulation so that each building is
assigned with the according IWU energetic building type.

B. Heat Demand Calculation

When considering heat demand calculation it is crucial
to differentiate between the terms demand, the calculated
theoretical amount of energy needed, and consumption, the
energy actually used by the building and its inhabitants,
measured by devices. The consumption usually differs from
the demand due to the building user’s influence and seasonal
climate conditions. Within the simulation, the heat energy
demand is considered. The heat energy demand (EHD in
kWh
a ) of a building is calculated by multiplying the specific

thermal energy demand (ESED in kWh
m2∗a ) for the building type

according to the IWU typology (IT ), taking into account the
current renovation level (RL), with the gross floor area of
the building (AGF in m2) and a so-called living space factor
(FL). This factor indicates how much of the gross floor area
is used for residential purposes which is the reference area
for the specific heat demand (cf. [21, p. 18] and [20, p. 40]).
The total gross floor area is computed based on the cadastre
as footprint area multiplied by the number of full storeys
(this is a simplification that could, to some extent, under- or
overestimate the gross floor area but this is neglected for the
purpose of the simulation). The specific building heat demand
ESED is taken as computed useful heat demand for space
heating (without domestic hot water) in kWh per square meter
of the building’s residential floor area. The climate zone is
Hamburg. Additionally, a correction for typical consumptions
levels is applied, see [20, p. 76-77]. This results in the
following equation:

EHD = ESED[IT , RL] ·AGF · FL

C. Home-owner Agents

Currently, the simulation system focuses on simulating
the renovation behavior of owners of detached and terraced
houses. Thereby, it relies on the previously mentioned study
about the renovation behavior of such owner types in Germany
(cf. [5]). According to the study, there are five different types
of home-owners with regards to their renovation behavior.
These types and their ratio are shown in Table II. During the
initialization phase the Context Builder creates a home-owner
agent for each building read either from the ESRI shapefile or
the PostGIS database and randomly maps the agent to one of
the five renovator types with a probability matching the ratio
shown in Table II.

Figure 2 shows that for each of these five types a spe-
cific agent class is implemented that extends the abstract
Homeowner super-class. Thereby, the sub classes implement
the super class by specifying the renovation behavior of the
owner type. In fact, this is done by providing a general
renovation rate for the owner type and the level of the
renovation (cf. Section IV-A). The Homeowner super-class
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TABLE II
RATIO AND RENOVATION LEVEL OF DIFFERENT HOME-OWNER TYPES

(DETACHED AND TERRACED HOUSES) ACCORDING TO [5].

Type Ratio Renovation Level
Unreflecting Maintainer 12% 1
Indifferent Reluctant 14% 1
Dedicated Residental Value Optimizer 20% 1
Convinced Energy Saver 25% 2
Open Sceptic 29% 2

provides common behavior that determines whether or not
a home-owner agent renovates its building in the current
simulation step. The simulation is carried out in discrete steps,
where each simulation step corresponds to one year. Thus, a
simulation of the development of the building stock from 2016
to 2050 corresponds to 34 simulation steps. The common agent
behavior defined by the Homeowner super-class consists out
of three steps:

1) Checking the renovation condition.
2) If the renovation condition is met, calculating the reno-

vation probability.
3) Performing the actual renovation depending on the prob-

ability.
This behaviour is described in more detail below.

1) Renovation Condition: For an owner agent to renovate
its building, the following two renovation conditions must be
met:

1)
RL = 0,

with RL as the renovation level of the building. A
renovation level of 0 means the building has never been
renovated before.

2) The building has not been renovated within the minimal
renovation interval (RI ) which is a configurable param-
eter of the simulation:

RY ≤ (CY −RI),

where RY indicates the last year of renovation for the
building and CY is current year.

2) Renovation Probability: The renovation probability RP

expresses the probability that a home-owner agent will ren-
ovate its building within the current simulation step. The
probability is composed of the global renovation rate of the
owner type (RT ), a redevelopment area multiplier (MRa) if
the building is located in a redevelopment area and the so
called neighborhood multiplier (MN ). The redevelopment area
multiplier (MRa) is determined by increasing the redevelop-
ment area level by 1. Accordingly, a value of 1 is obtained
for a non-existent redevelopment area. In the case of an area
with maximum redevelopment promotion, a multiplier of 4 is
obtained. The neighborhood multiplier as well as the according
neighborhood radius (NR) are configurable parameters of the
simulation. The neighborhood radius NR narrows the area that
is considered as the neighborhood of the building. This results

in the following renovation probability:

RP = RT ·MRa ·MN ,

with

MN =

{
1 if no renovated buildings within NR

γ min 1 renovated building within NR,

where γ is a configurable parameter of the simulation.
Figure 3 shows an extract from the map of Hamburg, where

redevelopment areas have been defined by the city in order to
stimulate the renovation of buildings in the district Billstedt.
In the case of the simulation, buildings within one of these
redevelopment areas have a higher probability to be renovated
than buildings outside these areas (compare equation above).

3) Renovation Behavior: The renovation behavior of the
building owner agents is determined by their type. As a sim-
plification for the sake of simulation, the renovation behavior
is realized by setting the owned building to the according
renovation level with the renovation probability calculated in
the previous step. Thereby, home-owner agents of the type of
Unreflecting Maintainer, Indifferent Reluctant and Dedicated
Residential Value Optimizer renovate their building accord-
ingly to the German Energy Saving Ordinance (renovation
level 1). Home-owner agents of the type of Convinced Energy
Saver and Open Sceptic renovate their building according to
the German Passive House Standard (renovation level 2). In
summary, the ratio and the renovation level of the different
owner types are shown in Table II. The original study [5] dis-
tinguishes between renovation as a simple act of maintenance
(e.g. repainting facades and fixing damages) and energetic
retrofitting (e.g. adding insulation materials or changing heat
supply systems), which different owner types are more or
less likely to undertake. For the simulation however, we only
consider renovations in terms of a energetic retrofitting with
two levels of quality.

D. Result Handling

Result handling is done by the Result Handler a specialized
agent responsible for collecting result data in each discrete
simulation step by observing the set of buildings. In each
step, it stores information about the renovation level and the
dependent heat demand of the buildings. These result series
are stored in the PostGIS database, so they can be linked to be
building tables where the corresponding geometries are stored
in order to visualize the results in form of a GIS. In addition,
the Result Handler agent creates an ESRI Shapefile that stores
the renovation level and heat demand for each building for
each year, making it possible to directly load the results to
a GIS tool such as QGIS7 where they can be processed and
visualized further (cf. Figure 2).

7Open Source Geographic Information System, https://www.qgis.org, ac-
cessed September 11, 2017
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Fig. 3. Map extract from Hamburg showing detached and terraced houses in different levels of redevelopment areas in the district Billstedt.

V. RESULTS

This section will describe first results of the simulation
system with regard to the advancement of building renovation
in Hamburg from 2016 to 2050 and depending on that, how the
simulated renovation behavior affects the overall heat demand
of residential buildings (detached and terraced houses) in the
city. Table III lists the simulation parameters for a default
reference scenario. It shows the global renovation rates of the
five renovator types according to [5], which were allocated
to the house owners according to the distribution shown in
Table II. The values for the renovation rates shown in the
table are estimated from the description in [5]. The minimal
renovation interval states the minimum age of a building so
that an owner would consider renovating it, while the vicinity
range narrows the area that is defined as the neighborhood
of the owner’s building and the vicinity factor states the
value the renovation rate is multiplied by, if a building in the
neighborhood has already been renovated (cf. Section IV-C).

All detached and terraced houses in Hamburg, as identified
by [7] were considered in the simulation. Thus, a home-owner
agent was created for each building and configured as one
of the five renovator types identified in [5] according to the
ratio depicted in Table II. This resulted in a total of 151.636
buildings8 respectively agents being simulated. The results of
the above-mentioned simulation parameter configuration is de-
picted in Figure 4. There the x-axis depicts the simulated year,
the primary y-axis on the left shows the overall heat demand in
GWh

a and the secondary y-axis on the right gives information

8This is more than half of all residential buildings in Hamburg.

TABLE III
SIMULATION PARAMETERS FOR THE default SCENARIO.

Parameter Value
Renovation Rates

Unreflecting Maintainer 3%
Indifferent Reluctant 1%
Dedicated Residential Value Optimizer 5%
Convinced Energy Saver 5%
Open Sceptic 2.5%

Minimal renovation Interval (year) 10
Vicinity

Range (m) 100
Factor (γ) 2

about the number of buildings in a specific renovation level.
The figure shows two aspects, first the development of the
overall heat demand (sum of the heat demand of all 151.636
buildings) is depicted by the orange bars, second the progres-
sion of the renovation level. Thereby, the black curve shows
the number of buildings that have not been renovated yet (ren-
ovation level 0), the blue curve shows the number of buildings
that have been renovated according to the German Energy
Saving Ordinance (renovation level 1) either by an Unreflect-
ing Maintainer, an Indifferent Reluctant or a Dedicated Res-
idential Value Optimizer. Finally, the green curve depicts the
number of buildings that have been renovated according to the
German Passive House Standard either by a Convinced Energy
Saver or an Open Sceptic. Figure 4 shows how the overall heat
demand of the considered buildings can be reduced by a third
from about 1500GWh

a in 2016 to about 1000GWh
a in 2050 if

the buildings would be renovated with the assumed rates.
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Fig. 4. Simulation results of the scenario depicted in Table III. The x-axis shows the simulated year, the primary y-axis on the left the overall heat demand
in GWh

a
and the secondary y-axis on the right the number of detached and terraced houses in a specific renovation level.

The figure also shows that in order to achieve such a
reduction of heat energy demand the number of non-renovated
buildings has to be reduced significantly from around 150.000
to around 20.000.

The Hamburg digital cadastre does not contain information
about construction materials or renovation status. Hence, all
buildings were assumed to be in their initial (baseline) condi-
tion without any refurbishments. Although most buildings do
not include the original windows or heating system from when
they were constructed, but more recent ones. Nevertheless
their overall efficiency is a lot lower than the EnEV 2014 or
German Passive House standards. Since some buildings with
better than baseline renovation level are most likely present,
the initial heat demand in the simulation might be higher than
the demand of the actual building stock. Different qualities
in regard to the buildings’ conditions and thermal insulation
are mapped by the construction year of the building and the
linked IWU-type (cf. Table I).

Figure 5 shows a cartographic representation of the calcu-
lated heat demand in 2050 as it would be provided by a GIS.
The gray buildings in the figure show either non-residential
buildings or residential buildings which are neither detached
nor terraced houses, so that no heat demand was calculated in
the simulation for these buildings. The calculated heat demand
is depicted as MWh

a . This means that the absolute heat demand
of the buildings is represented and not the heat demand per
square meter. Larger buildings therefore have a higher heat
demand than small buildings. In this representation, the heat
demand does not allow any conclusions on the state of the
thermal insulation of the building. In contrast, Figure 6 shows
the renovation level of the buildings in 2050. Thereby, it

becomes clear that only a few buildings remain in a non-
renovated state (see also Figure 4).

VI. CONCLUSION AND FUTURE WORK

In this paper we presented an agent-based simulation system
that aims at simulating the building stock development in
the city of Hamburg. In its current version it focuses on
simulating the renovation behavior of detached and terraced
house owners. Thereby, it implements different behaviors
for the five renovator types identified in a study about the
renovation behavior of detached and terraced house owners
in Germany [5] by mapping these types to different agents
and assigning them as home-owners to the building stock.
The resulting simulation system uses data about the buildings
and parcels from Hamburg’s digital cadastre and uses the
approach presented in [7] to assign an energetic building type
according to the IWU-typology about different buildings types
in Germany [20]. The IWU building typology also contains
information about the specific thermal energy consumption of
the different building types for different renovation levels. This
is used to calculate the heat energy demand of the buildings.
This paper leaves new construction, redensification, or change
in usage/mix-usage or rebound effects out of scope. This
would be required for a more realistic simulation of the heat
energy demand of residential buildings in the city of Hamburg.
Furthermore this work assumes fixed fractions of owner-types
(cf. Table II), a socioeconomic approach could use adjusted
fractions on the basis of the German microcensus [9].

The simulation system simulates in discrete steps the devel-
opment of the renovation levels of the buildings from 2016 to
2050 (one step equals one year). Thereby, it determines the

THOMAS PREISLER ET AL.: TOWARDS AN AGENT-BASED SIMULATION OF BUILDING STOCK DEVELOPMENT FOR THE CITY OF HAMBURG 323



100 0 100 200 300 400 m

Heat Demand [MWh/a]

0 - 5

5 - 10

10 - 15

15 -20

20 - 25

25 - 30

30 - 35

35 - 40

40 - 45

45 -

Fig. 5. Cartographic representation of the calculated heat demand for detached and terraced houses according to the IWU-typology in the district Othmarschen
for the year 2050 based on the simulation scenario depict in Table III.
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Fig. 6. Cartographic representation of the renovation level for detached and terraced houses in the district Othmarschen for the year 2050 based on the
simulation scenario depict in Table III.
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renovation probability for each building in each year by incor-
porating factors like the building’s age, possible redevelopment
zones, the renovation willingness of the owner type according
to the study from [5] and possible neighborhood effects,
where an owner is more willing to renovate his building,
if he witnesses a renovation in his neighborhood. Based on
this, first simulation results showed that the heat demand for
detached and terraced houses in Hamburg can be significantly
reduced if the owners behave according to the assumed
simulation parameters. However, these simulation parameters
still harbor a series of uncertainties and assumptions which
have a significant influence on the renovation behavior and
thus the resulting development of the heat demand. Therefore,
we want to provide an exploratory tool with the simulation
system to be used by interested stakeholders to investigate the
influence of different measures, parameters and assumptions
on the renovation behavior and thus the development of the
heat demand.

Future work will focus on two different aspects. The first
aspect considers the improvement of the simulation model.
Here it is planned to simulate the renovation behavior of other
types of building owners apart from the reviewed owners of
detached and terraced houses. This includes different owner
types for apartment houses, like residential building coop-
eratives that own multiple buildings and follow a non-profit
interest, housing societies also owning multiple buildings but
focusing on commercial profit or individual persons owning a
block of flats also with a commercial interest.

The second aspect considers the interoperability of the
proposed simulation system as well as the provision of a
web visualization and user interface. Here it is envisioned to
encapsulate the simulation system as a web-service following
the approach presented in [22]. This is to enable the simulation
system to be called from other systems in a standardized
way in order to possibly be integrated in the context of a
co-simulation system. Furthermore, it is planned to provide
the simulation system as a data-adaptive simulation service
following the concept described in [23]. Data-adaptivity in
this context means that the system is adaptive with regards to
its data, resulting in a data/knowledge space that is filled on
demand. If the required data for a simulation request already
exists it is returned directly, if not the required simulation
is performed and the data/knowledge space is enriched with
this information. Especially in the context of an exploratory
tool, this approach allows to build up an increasingly exten-
sive knowledge space, which allows repetitive queries to be
answered very quickly, which then allows to provide an inter-
active web-based user interface where interested stakeholders
can explore different simulation scenarios. For first-time sim-
ulation queries with no preexisting results, it is planned to
develop an asynchronous solution based on MQTT [24], [25],
which asynchronously sends intermediate simulation results to
the client so that it can visualize first partial results and thus
be more responsive.
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Abstract—In text mining, document clustering describes the
efforts to assign unstructured documents to clusters, which in
turn usually refer to topics. Clustering is widely used in science
for data retrieval and organisation. In this paper we present a
new graph theoretical approach to document clustering and its
application on a real-world data set. We will show that the well-
known graph partition to stable sets or cliques can be generalized
to pseudostable sets or pseudocliques. This allows to make a soft
clustering as well as a hard clustering. We will present an integer
linear programming and a greedy approach for this NP-complete
problem and discuss some results on random instances and some
real world data for different similarity measures.

I. INTRODUCTION

DOCUMENT Clustering is usually not perceived as a
graph problem. But following [1] we would like to

split the process in two steps. At first we need to define
a similarity measure appropriate to the data domain. Then
the technical clustering process can be done using a graph
theoretical approach. Jain et al. also suggested a last step called
"assessment of output" and we will show that this can also be
solved using graph theory and building the graph visualization
proposed in this paper.

We will now define the problem. For technical terms we
refer to [2]. The Cluster Hypotheses is essential: “Documents
in the same cluster behave similarly with respect to relevance
to information needs.” We are not trying to do K-Clustering,
where we have a given number of K clusters. Thus we define
the document clustering as follows:

Given a similarity function for the Document Space D as
sim : D × D → R+ and an ǫ ∈ R+. We search for a
minimal number of clusters, so that every two documents x, y
in one cluster have sim(x, y) ≥ ǫ. We will use this approach
as definition II.1.

A hard clustering defines, that every document belongs to
only one cluster, whereas soft clustering allows documents
to be belong to one or more clusters, even with a distinct
probability. We will introduce a novel new graph structure
that can also handle soft clustering.

A lot of research to the topic of document clustering in
the last years focused on methods and heuristics. The authors
of [3] for example try to cluster documents from MEDLINE
by using evolutionary algorithms, whereas [4] use machine
learning approaches. Only few authors like [5] use graph-based
approaches. Some authors, like [6] cover related problems like

clustering in the context of search queries, whereas [7] work
on the field of hierarchical clusterings.

This paper tries to use a novel reformulation of document
clustering as a graph partition problem to get new insights to
the problem itself. We hope that this leads to new heuristics
and a deeper understanding of the problem. Thus, after consid-
ering some preliminaries we will introduce pseudostable sets
and pseudocliques which are deeply related to graph coloring
and stable sets. We will reformulate soft document clustering
as a graph problem, where we seek a minimal partition in
pseudeostable sets. After introducing a greedy and integer
linear programming approach we will make a proof of concept
on some real world data.

II. PRELIMINARIES

A. Document Clustering

Using a Graph Partition for Clustering has been widely
discussed in literature. Schaeffer points out that “the field
of graph clustering has grown quite popular and the number
of published proposals for clustering algorithms as well as
reported applications is high” [8]. Usually directed or weighted
graphs are subject of research. But we would like to point out
that for problem complexity reasons it is suitable to focus on
simple graphs. The work reported in [9] explains that a graph
partition in cliques or stable sets is most common.

But we could also imagine – and find in literature –
approaches that discuss somehow defined subgraphs or other
partitions. As [8] points out unfortunately, “no single definition
of a cluster in graphs is universally accepted, and the variants
used the in literature are numerous”. We will start with this
definition:

Definition II.1. (Hard Document Clustering) Given a set of
documents D = {d1, ..., dN} and a similarity measure sim :
D × D → R+ as well as a bound ǫ ∈ R+. We search for a
minimal number of clusters, so that for every two documents
x, y sharing the same cluster sim(x, y) ≥ ǫ holds.

We would like to suggest a slightly different approach to
cover both hard as well as soft clustering. A graph partition
into stable sets or cliques can be generalized to be universal
in such a way that it can handle hard clustering as well as soft
clustering.

We argue that a simple graph for a representation of
documents for the purpose of document clustering is not a
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limitation. The graph does not need to be directed, since for
two documents di, dj always sim(di, dj) = sim(dj , di). Since
every clustering algorithm needs to decide, if two documents
are in one cluster there is no need to assign a weight to the
edge. If a previous measurement algorithm decides that two
documents cannot be in the same cluster, the value should be
set that way that there is an edge.

B. Graph Theory

Given a Graph G = (V,E) with nodes or vertices in a set
V and a set of edges E. Two nodes u, v ∈ V are adjacent,
if an edge (u, v) ∈ E exists. The graph coloring problem is
to assign a color to each node so that every two nodes that
are adjacent have a different color. The minimal number of
colors needed to color a graph is called chromatic number
and denoted with χ(G).

This problem has many applications and has been studied
extensively. It is on most graphs NP-complete, see [10].

For every feasible coloring of G all nodes sharing the same
color imply a stable set in G. S is a stable set in G if (u, v) /∈
E ∀u, v ∈ S. Thus we have a partition of G in stable sets.

But it is also possible to use a set covering approach, where
the set of vertices has to be covered by a minimum number
of stable sets, see [11]. This is very useful in the context of
linear programming. As Hansen et al. mentioned this approach
involves an exponential number of variables which makes the
problem complex. Many optimization problems on graphs can
be formulated as set covering problems.

III. PSEUDOSTABLE SETS AND PSEUDOCLIQUES

We will now discuss novel graph structures. Pseudostable
sets were first introduced in [12] as a graph partition problem
in the context of the Train Marshalling Problem covering the
rearrangement of cars of an incoming train in a hump yard.
They are still under research in several contexts. In this paper
we will apply pseudostable sets in a total new context and also
introduce pseudocliques and the corresponding graph covering
problem. Thus the whole approach presented in this paper is
novel.

We now consider a simple Graph G = (V,E) with a
subgraph B ⊂ G of so called blue nodes and edges. B can
be chosen absolutely arbitrary. For example it is also possible
that B = ∅ or B = G.

A. A set covering approach

At first we need to define two different subsets of the graph
G to create a set covering:

Definition III.1. (Pseudostable Tuple) T ⊂ G is a pseu-
dostable Tuple, if it is the union of two stable sets D1 and
D2 and a path p such that

T = D1 ∪ p ∪D2

The intersection of D1 and p as well as p and D2 consists
of one node. The set p is pairwise disjunct and consists of
three nodes and two edges in B. That means, pj ⊂ B(G),

|V (pj)| = 3 and pj is connected and circle-free. T can also
be stable if D1 is stable and p = D2 = ∅. Then the value of
T is ζ(T ) = 1, otherwise ζ(T ) = 2.

It is also possible to allow more than one path between D1

and D2, see figure 1 for an illustration.

Definition III.2. (Multiple pseudostable Tuple) M ⊂ G is a
Multiple pseudostable Tuple, if it is the union of two stable
sets D1 and D2 and paths p1, ..., pi such that

M = D1 ∪ p1 ∪ ... ∪ pi ∪D2

The intersection of D1 and pj as well as pj and D2 (j ∈
{1, ..., i} consists of one node. The sets pi are pairwise disjunct
and consist of three nodes and two edges in B. That means,
pj ⊂ B(G), |V (pj)| = 3 and pj connected and circle-free.
T can also be stable if D1 is stable and i = 0 and D2 = ∅.
Then the value of T is ζ(M) = 1, otherwise ζ(M) = 2.

Since we usually have more than one M or T we will use
indices to denote them. In the following, Mi or Ti are an
arbitrary chosen M or T . We denote for Mi or Ti both stable
sets with Di

1 or Di
2.

It is possible that Di
2 = ∅, but it is always Di

1 6= ∅. We
define that Pf(T ) or Pf(M) is the union of all paths in T
or M . Pf(Ti) = ∅ or Pf(Mi) = ∅ if, and only if Di

2 = ∅.
Every pseudostable Tuple is a multiple pseudostable Tuple.
We usually search for a minimal set cover S of G with S =
{T1, ..., Tn} or S = {M1, ...,Mn}. We define the weight w
as

w(S) =

n∑

i=1

ζ(Si) +

n∑

i=1

∑

j∈{1,...,n}\{i}
wi,j (EQ)

wi,j =

{
−1 Mi ∩ Sj = Di

1 = Dj
2

0 otherwise

The first condition ensures that two stable sets D in two
different tuples which are identical are not weighted two times.
All other cases can be ignored. This weight holds for multiple
pseudostable tuples as well as pseudostable tuples. With a
weight we can define a minimization problem.

For a given Graph G = (V,E) with a blue subgraph B ⊂ G
we define T = {T1, ..., Tn} as the subset of all pseudostable
tuples in G with B.

With P(T ) we denote all inner nodes of paths within T ,
which means

P(Ti) = Ti \ {Di
1 ∪Di

2}

Or, it is also possible to define it according to Pf(Ti) as
Pf(Ti) \ {Di

1 ∪Di
2} which is the same.
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2

...

Mi

(b)

Fig. 1: A pseudostable tuple Ti in (a) and a multiple pseudostable tuple Mi in (b). Both sets D1 and D2 are stable and some
blue paths of length 3 exist between both. The sets P(Ti) and P(Mi) consist of all blue nodes which are neither in D1 nor
in D2.

The Definition of the optimization problem can now be
written as:

minimize
n∑

i=1

tiζ(Ti)+
n∑

i=1

ti
n∑

j=1

tjwi,j

subject to
∑

T∈T:v∈Pf(T )

ti= 1, ∀v ∈ V

∑

T∈T:v∈T

ti ≥ 1, ∀v ∈ V

ti ∈ {0, 1}

(IP1)

The variable ti indicates, if set Ti is chosen for this set
covering. The minimization term refers to the weight given in
equation EQ. The next line ensures that every node v ∈ V is
assigned to exactly one node within a path of a pseudostable
tuple. The last condition ensures that every node v ∈ V is
covered by at least one set.

If we want to allow intersections between inner nodes of
paths p we can simply skip the second condition. Thus our
minimization problem is as follows:

minimize
n∑

i=1

tiζ(Ti)+
n∑

i=1

ti
n∑

j=1

tjwi,j

subject to
∑

T∈T:v∈T

ti ≥ 1, ∀v ∈ V

ti ∈ {0, 1}

(IP2)

Both IP1 and IP2 hold for pseudostable tuples T as well as
multiple pseudostable tuples M .

A set covering of a graph G = (V,E) with a subset B ⊂ G
of blue nodes and edges with a set of T or M also induces
the Graph of this set covering. In this graph every stable set
D within the covering of G induces a node and every path an
edge:

Definition III.3. (Graph of a set covering) Given a set
covering S = {S1, ..., Sn} of a graph G = (V,E) with a
subset B ⊂ G of blue nodes and edges with pseudostable
tuples T1, ..., Tn or multiple pseudostable tupels M1, ...,Mn.
Then we define GS = (V,E) as the Graph of the set covering
with

V = {D ⊂ S1, ..., Sn}
E = {(Di

1, D
i
2) i ∈ {1, ..., n} if Di

2 6= ∅}

Now we can define the minimization problem as follows.
We will continue using the naming introduced in [12].

Definition III.4. (minPS) We search for a minimal set cover-
ing S of the graph G = (V,E) with a subset B ⊂ G of blue
nodes and edges with pseudostable tuples T according to IP1
where Gs is acyclic and δ(v) ∈ {0, 1, 2} for all v ∈ V (GS).

Definition III.5. (minMPS) We search for a minimal set
covering S of the graph G = (V,E) with a subset B ⊂ G
of blue nodes and edges with multiple pseudostable tuples M
according to IP1 where Gs is acyclic and δ(v) ∈ {0, 1, 2} for
all v ∈ V (GS).

We denote minPS’ and minMPS’ as the corresponding min-
imization problem according to IP2. minPS-a and minMPS-a
are the corresponding minimization problems without restric-
tions on the graph GS . This means

Definition III.6. (minPS’-a) We search for a minimal set
covering S of the graph G = (V,E) with a subset B ⊂ G of
blue nodes and edges with pseudostable tuples T according
to IP2.

Definition III.7. (minMPS’-a) We search for a minimal set
covering S of the graph G = (V,E) with a subset B ⊂ G
of blue nodes and edges with multiple pseudostable tuples M
according to IP2.

Now we have a definition as set covering problem. This is
also useful to proof the NP-completeness of this problem. Now
we will make a definition using a graph partition approach.

B. A graph partition approach

The formulation of minPS or minMPS as graph partition
problem is very clear and concrete but it gets unhandy when
handling the variants minMPS-a or minMPS’. But since we
need to proof that our new approach using set covering is
equivalent to the work described in [12], we will introduce
the graph partition approach.

Given a simple Graph G = (V,E) and a subgraph B ⊂ G
of blue edges and nodes. We name a subset of G with i ∈ N+

as Pi ⊂ G. See figure 2 for an illustration of the following
definitions.
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...

D1 D2 Dm

p1,1 p2,1

pm−1,1

p3,1

D3
p1,2

p2,2

p2,3

Fig. 2: Example partition D1, p1,1, p1,2, D2, , p2,1, p2,2, p2,3, ..., pm−1, Dm in multiple pseudostable sets.

Definition III.8. Pi is called a pseudostable set if and only if
Pi = Di is stable or there exist stable sets Di

j so that Pi is
partitioned in

Di
1, p

i
1, D

i
2, p

i
2, D

i
3, ..., p

i
mi−1, D

i
mi

with mi ≥ 2. The intersection of following stable sets Dj and
sets pj+1 as well as pj and Dj+1 consist only of one node.
The sets pj are pairwise disjunct and consist of three nodes
and two edges in B. That means, pj ⊂ B(G), |V (pj)| = 3
and pj connected and circle-free. The value of this set Pi is
mi.

Now again we have some nodes that are not in stable sets,
but in pseudostable sets. This means, we allow documents
to lie in between clusters. To allow more than one node in
between stable sets, we define multiple pseudostable sets:

Definition III.9. Pi is called a multiple pseudostable set if
and only if Pi = Di is stable or there exist stable sets Di

j so
that Pi is partitioned in

Di
1, p

i
1,1, ..., p

i
1,n1

, Di
2, p

i
2,1, ..., p

i
2,n2

,

Di
3, ..., p

i
mi−1,1, ..., p

i
mi−1,nmi−1

, Di
mi

with mi ≥ 2. The intersection of following stable sets Dj and
sets pj+1 as well as pj and Dj+1,n consists only of one node.
The sets pj,n are pairwise disjunct and consist of three nodes
and two edges in B. That means, pj ⊂ B(G), |V (pj)| = 3
and pj is connected and circle-free. The value of this set Pi

is mi.

Without loss of generality it is of course possible to store
the possible paths in a list and not as a subset of the graph G.
Both formulations are equivalent and searching for a minimum
set covering of G will provide a minimum graph partition. We
will show exemplarily the following lemma. All other proofs
can be done the same way.

Lemma III.10. Every set covering S of a graph G = (V,E)
with a subgraph B ⊂ G of blue edges and notes with
multiple pseudostable tuples according to definition III.5 is
equivalent to a graph partition of G in multiple pseudostable
sets according to definition III.9.

Proof. "⇒" Given a minimal set covering S of the graph G =
(V,E) with a subset B ⊂ G of blue nodes and edges with
multiple pseudostable tuples M according to IP1 where Gs is
acyclic and δ(v) ∈ {0, 1, 2} for all v ∈ V (GS).

Since GS is acyclic we can handle each connected compo-
nent Z ⊂ GS . This either has only one node and is thus
equivalent to a stable set Di. We then create a stable set
D′i. Or it has at least two nodes v1 and vj with δ(v) = 1.
Then we consider each stable set in sequence v1 till vj .
Analogously we create stable sets (Di

1, D
i
2) i ∈ {1, ..., n}

if Di
2 6= ∅. This means D′1

1 , D
′1
2 , D

′2
1 , ..., D

′j
1 , D

′j
2 . But every

time D′i
2 = D′i+2

1 holds, since otherwise no edge would be
possible in GS . We adjust all paths according to that, see figure
3.

GS

G

...

...

Fig. 3: Illustration of G and GS according to the proof of
lemma III.10.

Every intersection of stable sets D′i and D′j is either empty
or we adjust all nodes according to definition III.9. Since
equation IP1 holds, this is true for all paths. All other nodes
can be arbitrarily assigned to one stable set that covers this
node. If we eliminate one stable set, this set covering was not
minimal.

"⇐" Since every graph partition is a graph covering we
have to show that every pseudostable set according to lemma
III.9 fulfils the definition III.5. It is obvious that two following
stable sets in a pseudostable set are a pseudostable tupel. Each
pseudostable set is a connected component of GS . The value
of this connected component is the same as in equation EQ.
We can do this successively for every pseudostable set in the
graph partition. Thus every partition holds the conditions for
III.5.

We will now introduce pseudocliques and show that they
will solve the same problem on the complementary graph.

C. Pseudocliques

It is also possible to define the problem on the complement
graph G. This graph is defined by G = (V,E) with G =
(V,E′) where e ∈ E′ ⇔ e 6∈ E. Since B ⊂ G now all blue
edges are not in G any more and B 6⊂ G.

Definition III.11. Qi is a Pseudoclique if and only if Qi = Ci

is a clique or there exist stable sets Ci
j so that Qi is partitioned

in
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Ci
1, p

i
1, C

i
2, p

i
2, C

i
3, ..., p

i
mi−1, C

i
mi

with the same conditions as mentioned above. For multiple
Pseudoclique this condition holds with several paths pij,k
between the stable sets.

A minimal Partition of G = (V,E) and a subgraph B ⊂ G
in multiple pseudostable sets (minMPS) has a value of ζ(G). A
minimal Partition of G with B 6⊂ G in multiple Pseudocliques
(minMPC) has the value ζ(G). We can conclude that both
approaches are polynomial equivalent:

Lemma III.12. Every minimal partition of a Graph G =
(V,E) with a subgraph B ⊂ G in multiple pseudostable sets
with value ζ(G) implies a partition of G with B 6⊂ G in
multiple Pseuoclique with the value ζ(G) and vice versa. This
implies

ζ(G) = ζ(G)

Both approaches can be converted in polynomial time and
have the same solutions and complexity. This is why we first
focus on pseudostable sets and try to get some improvements
by considering the problem on the complementary graph.

IV. A NEW CLUSTERING APPROACH WITH PSEUDOSTABLE
SETS

We will now create a Graph G = (V,E). Every document in
our document set is one node n ∈ V . We would like to follow
[8] and restrict our similarity measure on [0, 1], “where one
corresponds to a ’full’ edge, intermediate values to ’partial’
edges, and zero to there being no edge between two vertices.”
Now we can define a limit and define edges between nodes if
they are not similar enough.

Given a set of documents D = {d1, ..., dN}, a similarity
measure

sim : D ×D → R+

and an ǫ ∈ R+. The function is limited to [0, 1]. If not, we
normalize it as sim′ : D ×D → [0, 1] as

sim′(x, y) =
sim(x, y)

max sim(x, y)

Our graph G is now defined as

G = (V,E) V = D

E = {(di, dj) | sim(di, dj) ≤ ǫ}
Edges between documents exist only if they are less similar
than ǫ. A graph coloring approach would now create a graph
partition into stable sets. This would result in a hard clustering.
To achieve a soft clustering we can define another bound ι with
0 < ι < ǫ and another set of edges B = (V,E′) with

E′ = {(di, dj) | ι ≤ sim(di, dj) ≤ ǫ}
We can see that B ⊂ G. We have two kinds of edges, those
edges e ⊂ G but not in B. We call them black. These refer
to documents which are not similar. But those edges e ⊂ B

called blue refer to documents that are also not similar, but
less not similar then those edges not in B. If we set ι = ǫ
then B = ∅ and we have a hard clustering. If B 6= ∅ we have
a soft clustering if we use the following defintion:

Definition IV.1. (PS-Document Clustering) Given a graph G
with B ⊂ G according to the definition above. A solution
of minMPS’-a gives a Document Clustering in multiple pseu-
dostable sets with ζ(G) Cluster and Documents that are in
between those clusters D.

Before continuing, we will create the weighted Graph of the
clustering. This definition is highly related to definition III.3.
Every node refers to a document cluster and every edge refers
to the number of paths between both clusters.

Definition IV.2. The weighted Graph of the Clustering is a
Graph Gc = (Vc, Ec) with

Vc = {Di
j ∈ Pi}, d(Di

j) = |Di
j |

Ec = {(Di
j , D

i
k), d(D

i
j , D

i
k) > 0}

The weight d(Di
j , D

i
k) can be defined in multiple ways. The

easiest way is to sum all paths between both stable sets:

ds(D
i
j , D

i
k) = |P |with

P = {p | p ∩Di
j 6= ∅ and p ∩Di

k 6= ∅}

but more intuitive is the following weight:

d(Di
j , D

i
k) =

∑

p

|N(v) ∩Di
j |+ |N(v) ∩Di

k|
|Di

j |+ |Di
k|

/|p|

∀p = (u, v, w)with p ∩Di
j 6= ∅ and p ∩Di

k 6= ∅

This weight counts all inner nodes v within a path p =
(u, v, w) the number of neighbours in one of the stable sets.
We can use this as a measure for the similarity of this node
with the given stable set. If there is no edge from u to one
node in the set, it might also be assigned to that stable set.
Each such edge decreases this possibility. We normalize with
the number of paths and thus have a value in between [0, 1].

Example IV.3. Given three documents with some similarity,
see figure 4. We set ι = 2, 5 and ǫ = 5. Now we have a graph
with blue nodes and two blue edges. One edge is black. If we
partition into pseudostable sets, we find two clusters with one
document and one document in between both. The weighted
graph of this clustering is also shown in figure 4. Every cluster
is associated with a node in Gc.

If we precisely use the Definition of pseudostable sets given
by graph partition approach, this Graph needs to be acyclic.
But we will follow the definition given in the first chapter
and just notice that the definition by set covering approach
is more clear. This Graph is important for visualization and
assessment.
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Fig. 4: Figure explaining the example IV.3. It illustrates the documents D with their similarity, the resulting Graph G, its
partition into pseudostable sets D1, D2 and the weighted graph GC of that clustering.

V. NEW APPROACHES

The main problem is that minMPS’-a is NP-complete.
First of all, we will describe an Integer Linear Programming
approach for calculating optimal solutions. Afterwards, we
will discuss our Greedy-Approach for solving minMPS’-a. We
want to show a small example on how all approaches solve
the problem. Afterwards we will discuss some real-world data
and the output.

A. Integer Linear Program

Given a graph G = (V,E) with a subset B ⊂ G of blue
nodes and edges. T is the list of all paths with length three
within B.

yk denotes the variable, which indicates that a color k is
used. Is yk = 0 color k will not be used. xi,k indicates, if a
node i ∈ G is colored with color k. Color k = 0 will be used
for those nodes which are in a path p.

[minMPS’-a-IP] min
n∑

k=1

yk

n∑

k=1

xi,k = 1 ∀i = 0, ..., n

(1)
xi,k − yk ≤ 0 ∀i = 0, ..., n, ∀k = 1, ..., n

(2)
xi,k + xj,k ≤ 1 (i, j) ∈ E(G), ∀k = 1, ..., n

(3)
xi,0 ≤ 0 ∀i 6∈ B(G)

(4)
xi,k ≥ 0 (5)
yk ≤ 1 (6)

xi,k + xj,k + xv,0 − 2 ≤ 0 (i, v, j) ∈ T, ∀k = 1, ..., n
(7)

xi,0 + xj,0 + xv,0 ≤ 1 (i, v, j) ∈ T, ∀k = 1, ..., n
(8)

xi,k, yk ∈ Z

Condition 1 ensures that every node has a color or color
k = 0. For each node i and every color k xi,k − yk ≤ 0 is
necessary. Is node i not in color k, inequality 2 holds. But if

it is in color k, yk = 1 and thus the inequality holds. Two
connected nodes i, j must not share the same color k > 0.
Thus xi,k + xj,k ≤ 1, see condition 3. Condition 4 ensures
that no node which is not within B can be assigned to color
k = 0. The last conditions ensure that if a node v is within
color k = 0 all within B connected nodes to v have a different
color.

In practise we can only apply minMPS’-a-IP to small
instances because of the exponential runtime.

B. Greedy-Approach

Given a graph G = (V,E) with a subset B ⊂ G of blue
nodes and edges. We run on a (not necessary minimal) graph
coloring f : V → F with F ⊂ N and implement a greedy
algorithm that puts every possible path in between two stable
sets. Since we do not have perfect graphs for documents
clustering we need to use heuristics to get an approximate
graph coloring. Alternatively we can use the complement
graph G and use a partition into cliques which results in a
coloring of G.

We will iteratively try to eliminate stable sets D given by
the graph coloring heuristic and thus use the properties and
characterizations of pseudostable sets:

• For each color i we consider node u in it:
– Is this node not an endpoint of a path p (which ist

stored in ende) check if there exist two nodes v, w ∈
G which are connected by blue nodes with u and are
in different color classes.

– Is this true, remove u from i and create a new path
p = [v, u, w].

See algorithm 1 for pseudo code. We can not give an approx-
imation guarantee and we will show that this heuristic does
usually not provide an optimal solution.

We have used the following heuristics to start the graph
coloring:

• Coloring using the greedy independent sets (GIS) ap-
proach with a runtime in O(mn), see [13].

• Coloring using the SLF-Approach with a linear runtime
O((m+ n) log n) (see [13] and [14]).

• Clique Partition on G using the TSENG clique-
partitioning algorithm described in [15] with a worst case
runtime O(n3).

We assume to get a better solution by the third approach for
instances where we have a huge amount of edges and it might
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Algorithm 1 GREEDY-DC

Require: Graph G with a coloring f and a list T =
(t1, ..., ttC ) of all paths.

Ensure: Partition P of G in MPS’-a
1: Sort all color classes f1, ..., f|F | increasingly by size
2: for each color class fi in F do
3: Ti ← all t ∈ T with a middle node in fi
4: for each ti = (a, b, c) in Ti do
5: if f(a) 6= f(c) and ende(b) = false then
6: ende(a)← true
7: ende(c)← true
8: f(b) = 0
9: end if

10: end for
11: end for
12: return P , where f denotes the stable sets and f0 all

paths.

be less complex to solve the clique partition problem on the
complement graph.

We will generate some random instances using the model
of Gilbert, see [16]. This creates a simple undirected graph
G = (V,E) with (n(n − 1))/2 possible edges as a model
G (n, p). Edges will be added with probability 0 < p < 1.

Erdös and Rényi designed a similar approach G (n,m), were
all Graphs with exactly n nodes and 0 < m < (n(n − 1))/2
edges are equal probable, see [17].

Both algorithms have a quadratic runtime. For small p
Batagel and Brandes described a linear time approach with
a runtime in O(n + m), where m is the number of created
edges, see [18].

We will chose p = 0.75 and a second probability p′ = 0.2
which decides if edges are colored blue. This refers to the
instances we have seen on real world data.

We will show the results for different random instances with
15 nodes in figure 5 and with 100 nodes in figure 6. We have
also added the results of the integer linear program for small
instances.

As we can see in both figures, the clique approach gives
the worst partition into stable sets for large instances but the
greedy approach eliminates most stable sets. SLF gives in
general better results than GIS and also has a better runtime.

VI. DOCUMENT CLUSTERING ON MEDLINE

We apply this new approach to perform document clus-
tering over some subsets of MEDLINE data. MEDLINE
(Medical Literature Analysis and Retrieval System Online) is
a bibliographic database maintained by the National Center
for Biotechnology Information and covers a large number
of scientific publications from medicine, psychology, and
the health system. For the clustering use case, we study
MEDLINE abstracts and associated metadata that are pro-
cessed by ProMiner, a named entity recognition system ([19]),
and indexed by the semantic information retrieval platform
SCAIView ([20]). SCAIView also offers an API that allows

programmatic access to the data. Currently, we only use meta
information like title, journal, publishing year and the MeSH
terms for our experiments.

We extract subset D of MEDLINE documents from
SCAIView. Every document on MEDLINE should have a list
M of keywords, so called MeSH terms. We may use them
to calculate the Tanimoto similarity, also known as Jaccard
similarity

sim(a, b) =
|Ma ∩Mb|
|Ma ∪Mb|

∀a, b ∈ D

with sim : M×M → [0, 1]. This first approach is not suitable
for all applications as we will show in the next section. This
is why we postulate a distance model based on the vector of
weighted words using NLP techniques.

We then build a graph G according to the bounds ǫ and ι.
Following this, we create the directed graph of that partition by
applying the Greedy approach. We also store further metadata
like years and journals in nodes and edges.

We will now describe the result of one input set given
by [21] and discussed by [22]. In both publications the
first dataset consisted of 1660 documents obtained from two
different queries ‘escherichia AND pili’ and ‘cerevisiae AND
cdc*’. Both returned the same number of 830 documents.
We had a similar result with 1628 documents trying to
reproduce this query with data till 2001. This dataset covers
two different topics, whereas the second dataset is related to
the developmental axes of Drosophila. We will now discuss
several outputs of our new approach.

Consequently, we have n = 1628 nodes (documents).
The number of edges e and blue edges b depend on the
different values of ι and ǫ and the priorly used approach for
similarity. We will discuss the following three measures: First
an approach using a distance model dV based on the vector
of weighted words using NLP techniques for the abstracts.
In addition a distance according to the journal, which is
dJ(x, y) = {0, 1}. Thus we have

d1(x, y) =
dV (x, y) + dJ(x, y)

2

The second approach is the usage of d2 = dV . The third
approach uses only the Tanimoto similarity on MeSH terms
described above, thus d3 = sim.

We wanted to compare our results with those given by [21]
and [22]. We will show that the comparability of clusterings
with previous studies is highly dependent on the choice of
this distance measurement. Every clustering produces unique
details with the same heuristic running in the background.
Thus it is not totally clear to connect clusters to topics. But
first of all we want to proof our new approach and reproduce
the results of both [21] and [22] which we will discuss for
every distance measure.

Distance measure d1: The results of our clustering ap-
proach with distance measure d1 are shown in figure 7 and
table I. We got 13 clusters (Cluster 0 to 12) with documents
between 5 (Cluster 11) and 359 (Cluster 8) documents.
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Fig. 5: Results for random instances with n = 15 nodes.
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Fig. 6: Results for random instances with a node count n = 100

Fig. 7: The partition of the first dataset with distance d1. The
numbers identify the clusters. The size of a node is related
to the number of documents included. The edges and their
widths and color describe their weight. A darker blue edge
has a greater weight.

Our clustering heuristic is able to produce clusterings of
variable detail by choosing different values for ι and ǫ. We
have chosen values that visualize the benefit of the new graph
theoretical approach. Referring to figure 7 it is easy to see
that the first cluster is given by cluster 8. It has only weak
dependencies and relations to other clusters as can be seen
by the edges in the graph. Clusters 0, 9, 10, 11 are highly
dependent and thus form the second cluster agglomeration.
The MeSH terms that describe these clusters can be found in
table I. We can see a similar result to [22]: the terms of both
clusters describe the general concepts that are relevant to both
search queries. So our approach produces similar results with
this distance measure.

Those clusters which are in between the two main clusters
share topics with both. For example cluster 7 is related to
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Fig. 8: The partition of the first dataset with the distance
d2. This picture shows the weighted graph of the clustering.
The color of the nodes indicate a high rate of documents
from the respective queries (red: ‘escherichia AND pili’; green
‘cerevisiae AND cdc*’).

Fig. 9: The partition of the first dataset with the distance
d3. This picture shows the weighted graph of the clustering.
The color of the nodes indicate a high rate of documents
from the respective queries (red: ‘escherichia AND pili’; green
‘cerevisiae AND cdc*’).

Terms
Global Cluster 1 Global Cluster 2
Cluster [ 8 ] Cluster [ 0, 9, 10, 11]
Escherichia coli Saccharomyces cerevisiae
Fimbriae, Bacterial Saccharomyces cerevisiae

Prot.
Fimbriae Proteins Fungal Proteins
Bacterial Adhesion Mutation
Plasmids Cyclins
Fimbriae, Bacterial CDC28 Protein Kinase, S

cerevisiae
Amino Acid Sequence
Cell Cycle Proteins

TABLE I: The MeSH terms describing a selected set of global
topic clusters which consist of highly related clusters for
distance d1.

’Molecular Sequence Data’ and ’Escherichia coli’. The benefit
of our new graph theoretical approach is that we can visualize
how much these clusters have in common and how dependent
they are. We can also identify clusters that consist of different
small clusters, but are highly connected.

Distance measure d2: The results of our clustering ap-

proach with distance d2 are shown in figure 8. The weighted
graph of that clustering is now different. We got 14 clusters
(Cluster 0 to 13) with documents between 2 and 5 as well as
157 and 158 documents. We now have no isolated clusters.

In this clustering it is not easy to evaluate the different
topics given through the search query by evaluating the edges
within the weighted graph of the clustering. Thus we have
colored the graph according to the rate of documents from
each query. We would expect "clean" clusters, which means
the clusters should have a high fraction of documents from
only one query. We see a lot of relatively clean clusters, for
example 1 or 5, 2, 7 and 3. But those are not highly connected.
The documents in between are mostly related to clusters which
are not clearly assigned to one of both search queries. Thus
we could not clearly reproduce the results from [22] with this
distance measure.

Distance measure d3: The results of our clustering ap-
proach with distance d3 are shown in figure 9. We now have
one strongly connected set of clusters. It is no longer possible
to separate any of the topic clusters induced by the search
query. Thus again we have colored the graph according to
the fraction of documents from each query. We would expect
“pure” clusters, which means the clusters should have a high
fraction of documents from only one query. We get more pure
clusters than with d1 and d2 but they are small. Most of the
purest clusters are isolated and do not share documents with
other clusters. Thus the result observed with d2 gets clearer.
Only those clusters which cannot be clearly assigned to one
of the search queries have edges within the weighted graph of
the clustering.

Since all MeSH terms are weighted equally, those terms
which are not significant but shared by many of documents, are
scored higher, for example ’Animals’ or ’Microscopy’. And as
a result, most documents have these terms in common. This
explains the high connectivity of the resulting graph. Thus we
could again not clearly reproduce the results from [22] with
this distance measure.

VII. CONCLUSION AND FUTURE WORK

We have shown a novel approach for document clustering
considering hard clustering as well as soft clustering. We
defined pseudostable sets and used the minMPS’-a approach
to perform document clustering on a real-world example. We
have introduced a integer linear programming and a greedy
approach that gave valuable output on random instances as
well as real-world data. This paper underlines that pseu-
dostable sets have a broad application and can also be used to
generalize other problems like document clustering. Since the
problem is NP-complete, we could only produce and evaluate
approximate solutions. Further research has to be done on
evaluating the error given by the heuristics. Is it possible to
find restrictions on G and B so that a solution in polynomial
time is possible?

Because large graphs also increase the processing complex-
ity, we identify the handling of such big data as an additional
challenge. In the same course, it might be a good idea to
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focus also on novel strategies to implement an online algorithm
version of the greedy approach, which could significantly
improve the scalability.

We compared three simple similarity measures using textual
data given by the abstract as well as keywords. We have
shown that the clustering process itself is only valuable when
choosing the right similarity measure. Although we have
proven that the hard clustering and soft clustering approach
using pseudostable or stable sets is valid, we might need to
evaluate more similarity measures. Thus further research has
to be done on similarity measures. We are planning to improve
document management with this novel clustering approach and
do more empirical evaluation by using test sets.
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Abstract—Event relation knowledge is important for deep
language understanding and inference. Previous work has es-
tablished automatic acquisition methods of event relations that
focus on common sense knowledge acquisition from large-
scale unlabeled corpus. However, in the case of domain-specific
knowledge acquisition, such a method can not acquire much
knowledge due to the limited amount of available knowledge
sources. We propose an coverage-oriented acquisition method of
event relations. The proposed method utilizes various patterns
of dependency structures co-occurring with event relations than
the existing method relying only on direct dependency relations
between events. Experimental results show that the proposed
method can acquire a larger amount of positive relation instances
while keeping higher precision compared with the existing
method and the proposed method also performs well for small
sizes of corpora.

I. INTRODUCTION

SEMANTIC relations between events are important knowl-
edge for various NLP applications that require deep lan-

guage understanding and inference, such as question answer-
ing and future scenario planning. For example, happens-before
relation between events (e.g., get the flu causes have a fever)
is required to predict future events from observed events,
and entailment relation (e.g., send a mail to someone entails
contact someone) is crucial to recognize similarity of events
written with a different surface or in a different abstraction
level of expressions.

Many methods have been developed to acquire event rela-
tions automatically from unlabeled corpus [1], [2], [3], [4],
[5], [6], [7]. Knowledge acquisition methods can be evalu-
ated in terms of accuracy and coverage, and both measures
affect performance of downstream applications. In the case
of acquiring domain-specific knowledge, we believe that it
is important to acquire knowledge with high coverage rather
than high accuracy, since accuracy-oriented methods would not
acquire much knowledge from the limited amount of available
domain corpus. Although coverage-oriented methods extract
more incorrect knowledge, eliminating incorrect knowledge

† Present affiliation is National Institute of Infomation and Communications
Technology, Kyoto, Japan.

from candidates is much easier than creating knowledge not
acquired.

We categorize unsupervised or semi-supervised acquisition
methods of event relations into the following two types on
the basis of how they extract event pairs that correspond to
candidate event relations. Methods of the first type [1], [6],
[7] extract event pairs from a sentence. They acquire event
relations written in a sentence by using syntactic information
of the sentence (e.g. dependency relations) or lexical clues
indicating clause relations (e.g. expressions such as “because”
and “after”). Methods of the second type [2], [3], [4], [5]
extract event pairs from sentences in one or more documents.
They acquire event relations whose events distantly occur in
documents, by using distributional similarities of events or lex-
ical clues indicating sentence relations (e.g. expressions such
as “therefore” and “consequently”) 1. Methods of both types
usually filter or rank extracted candidates using association
measures among predicates and arguments composing a event
pair. Note that methods of both types can acquire different
relation instances and can be used complementarily 2. In this
work, we focus on event relation acquisition from a sentence.

The existing methods that target a sentence [1], [6], [7]
aim to acquire common sense knowledge from large-scale
knowledge sources with high accuracy. The methods relying
on lexical clues [1], [7] can not acquire relation instances
which explicitly occur without lexical expressions indicating
event relations. In contrast, Shibata and Kurohashi [6] pro-
posed a method relying almost only on syntax information
to extract candidates of happens-before-like relations. Their
method extracts event pairs that have dependency relation
and ranks those pairs by using pointwise mutual information
(PMI) between two events, which measures the degree of
co-occurrence. However, their method can not acquire event
relations which do not have direct dependency relation.

1Some lexical clues, such as discourse connectives, are in common used
to detect event relations occurring in a sentence and ones occurring in two
sentences.

2There is also research that acquires both relation instances occurring in
a sentence and ones occurring in two sentences, such as the work by Do et
al. [3].
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In this work, we propose a method that acquires event re-
lations with high coverage. We introduce various dependency
patterns into the calculation approach of association between
events by Shibata and Kurohashi. The main differences to that
work are as follows:
• Our method detects various dependency patterns between

related events and uses the acquired patterns to extract
candidate event relations.

• Our method measures the strength of association between
two events on the basis of our co-occurrence statistics,
namely, the weighted association score. The score is
weighted by the confidence of dependency patterns in
order to rank instances effectively and obtain high preci-
sion.

We performed experiments on Japanese corpora and com-
pared the proposed method with the baseline method that
corresponds to the method by Shibata and Kurohashi. The
results show that our method efficiently acquires a larger
amount of positive relation instances. In addition, our method
suppresses decrease of precision against decrease of corpus
size and acquires reliable relation instances efficiently from
limited sizes of corpora.

II. RELATED WORK

Over the past two decades, many efforts have been focused
on automatic acquisition of event relations such as entailment
and causality. In particular, unsupervised or semi-supervised
methods that target unlabeled corpora have been actively
researched.

Torisawa [7], Abe et al. [1], and Shibata and Kurohashi
[6] proposed acquisition methods that extract two events co-
occurring in a sentence. Torisawa [7] extracts two predicates
co-occurring in coordinated sentences to acquire happens-
before-like relations. Using a bootstrapping strategy, Abe et
al. [1] extract lexico-syntactic patterns co-occurring with given
seed relation instances to acquire event relations of the given
type, Shibata and Kurohashi [6] use co-occurrence statistics
of predicate-argument (PA) pairs, which measures association
among all predicates and arguments composing a PA pair,
to acquire happens-before-like relations. These methods rely
on lexical clues and/or limited syntactic information, and
therefore they can acquire limited instances of event relations.

In contrast, acquisition methods that extract two events
from multiple sentences have also been proposed. In or-
der to to discover paraphrase-like relations, Lin and Pantel
[5] proposed DIRT algorithm, which measures distributional
similarity of predicate phrases that are represented by path
in dependency tree. Chklovski and Pantel [2] use manually
created patterns to classify predicate pairs, which are extracted
by DIRT algorithm, into fine-grained relation types such
as happens-before and entailment. Hashimoto et al. [4] use
distributional similarities between predicates on the basis of
common shared arguments to acquire entailment relations.
Do et al. [3] use discourse markers and three kinds of
associations between predicate-predicate, predicate-argument,
and argument-argument to detect causality relations. Do et al.

Yougisha-wa / byouin-ni / (P1) nyuuin-shi-te-ita-ga, / 

youdai-ga / (P2) kaifuku-shi-ta-toiu / koto-de, / (P3) taiho-shi-ta.

(Although the suspect had been in hospital,)

((his) physical condition became good, then) ((the police) arrested (him).)

Fig. 1. A dependency tree of a Japanese sentence. Chunks in the sentence
are separated by “/”. Dependency relations between chunks are denoted by
directed edges that are drawn by solid or dotted line. Predicate chunks P1,
P2, and P3 are denoted by underline. Predicates are denoted in bold. The
smallest subgraph contains P1 and P2, which consists of three solid line edges,
indicates the dependency pattern co-occurring with pair of P1 and P2.

extract event pairs occurring not only in two sentences but also
in a sentence. Unlike the work by Do et al., our work targets
broader type of relations including entailment and happens-
before.

In recent years, supervised learning methods have also
been applied to learn event relations. Weisman et al. [8]
combine various semantic and syntactic features that indicate
verb co-occurrence at the sentence, document, and corpus
levels to learn entailment relations. Hashimoto et al. [9] use
features based on noun relations, such as causality and made-
of, between arguments and features based on the associa-
tion measures of predicates and arguments to learn causality
relations. Kloetzer et al. [10] use features based on the
transitivity property of entailment to learn entailment relations.
These approaches are effective in terms of enlarging existing
knowledge base, but they sometimes require a large amount of
training instances (e.g., more than tens of thousands of positive
instances).

There is a line of research on statistical script models
started by Chambers and Jurafsky [11] whereby stereotypical
sequences of events (e.g., a visit to a restaurant) is learned.
The first model by Chambers and Jurafsky learns statistical
scripts involving single participants (e.g., accuse X , X claim,
X argue, etc.) on the basis of association between events
co-referring to the same protagonist. Chambers and Juraf-
sky [12] and Pichotta and Mooney [13] extended the first
model to handle scripts with multiple protagonists. Recently,
embedding-based approaches that can learn script models
from large unlabeled corpora have been applied, such as
the compositional neural network model by Granroth-Wilding
and Clark [14] and the LSTM-based model by Pichotta and
Mooney [15]. Unlike our work, these works on script models
focus on prediction of missing events in a sequence of events
rather than construction of static knowledge.

III. EVENT RELATION ACQUISITION WITH HIGH
COVERAGE

As shown in Fig. 1, a dependency tree of a Japanese
sentence is expressed as a directed tree where a node rep-
resents a chunk and a directed edge represents a dependency
relation between chunks 3. Among all possible combinations

3In traditional Japanese dependency parsing, a sentence is divided into
chunks, each of which contains one content word and zero or more function
words, and then the dependent chunk of each chunk are specified.
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Fig. 2. A dependency pattern between two predicates. Any pattern is
expressed as either (i) a serial or (ii) a parallel dependency structure. Serial
patterns consist of two predicate chunks P and zero or more chunks N .
Parallel patterns consist of two predicate chunks P and one or more chunks
N . Patterns with the different number of nodes are distinguished from each
other.

of two predicates in the sentence, predicate pair 〈nyuuin-
suru::kaifuku-suru〉 (〈be in hospital::become good〉), which
comes from chunk pair of P1 and P2, can be interpreted as a
happens-before relation instance.

To extract such relation instances, it is necessary to extract
not only direct dependency relations but also various patterns
of dependency structures. Here, we assume that every chunk
except the root in a parsed sentence has one dependent chunk.
In other words, chunks and dependency relations between
them constitute a directed tree. Therefore, a dependency
relation between any two predicates in a sentence can be
expressed as the smallest subgraph that contains the nodes of
the two predicate chunks. Since two predicates in a sentence
correspond to two leaves in a directed tree, the smallest
subgraph that contains the two predicates is equal to either
a serial or a parallel dependency pattern as shown in Fig.
2. For example, the dependency pattern that co-occurs with
pair of P1 and P2 in Fig. 1 is represented by parallel pattern
〈P → N ← N ← P 〉, where two P denote the slots of
the predicate chunks in interest and the rest N denote the
slots of the other chunks in between the predicate chunks.
Note that serial pattern with no N nodes corresponds to direct
dependency relation and we call other patterns as indirect
dependency relations.

In order to improve extraction coverage of various relations
instances, we propose an acquisition method that targets both
direct and indirect dependency relations between events. An
overview of the framework of our system is given in Fig. 3.
The system follows three steps below. We assume that input
text is dependency-parsed and annotated with dependency
relations between chunks, and the parsed text is passed to
both pattern acquisition and event pair extraction as input.

1. Pattern extraction
The system takes parsed text and a small number of
seed instances of event relations as input. Then it
extracts dependency patterns between events. After
that, it calculates the confidence scores of extracted
patterns and selects them on the basis of the scores.

2. Event pair extraction
The system takes parsed text and the extracted

Extracted
patterns

Pattern
extraction

Event pair
extraction

Event pair
ranking

Parsed
text 

Event pairs Event
relations

Seed event
relations

Fig. 3. Framework of proposed system

patterns as input and then extracts event pairs co-
occurring with the patterns.

3. Event pair ranking
The system calculates the association scores of the
extracted event pairs. Event pairs with higher scores
are regarded as more reliable event relation instances.

We describe both of the pattern extraction step and the
event pair extraction step in Section III-A and the event pair
ranking step in Section III-B. We also explain the differences
between our method and previous methods. In Section III-C,
we describe the weighted association score, which are used in
the event pair ranking step, aiming to rank event pairs so that
more reliable instances have higher scores.

A. Dependency pattern extraction and event pair extraction

In the pattern extraction and event pair extraction steps, we
apply the method by Abe et al. [1]. In this step, unlike the
lexico-syntactic patterns in that work, which patterns consist-
ing of word surfaces in directed dependency paths between two
predicate chunks, we detect our dependency patterns described
above.

a) Pattern extraction step: In the pattern extraction step,
our method takes seed relation instances and extracts co-
occurrence patterns from input text. Then it calculates con-
fidence scores of patterns so as to enhance the confidence of
patterns co-occurring with high-confidence relation instances.
From given seed relation instances, confidence score rπ(p) for
pattern p is calculated as follows:

rπ(p) =
1

Zπ

∑

i

PMI(i, p) · rι(i) , (1)

where confidence score rι(i) for positive or negative seed
instance i is respectively 1 or −1, PMI(i, p) = P (i,p)

P (i)P (p) is
pointwise mutual information between i and p, and Zπ denotes
the absolute value of the maximum value of pattern confidence
values to normalize the values to [−1, 1] 4. Unlike the work by
Abe et al. taking logarithm of the PMI, we define the PMI as
above so that confidence of patterns take positive value only
when associations with positive instances are stronger than
ones with negative instances. The method selects patterns with
positive confidence.

4We use the normalization similarly to Abe et al. [16] that describes a
minor extension of their original work [1].
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b) Event pair extraction step: In the event pair extraction
step, our method extracts event pairs from input text by
using the extracted patterns. At the time, it extracts not only
predicates but also arguments depended by the predicates.

In addition, the method also calculates confidence scores rι
of event pairs defined as follows:

rι(i) =
1

Zι

∑

p

PMI(i, p) · rπ(p) , (2)

where Zι is the coefficient value for normalization defined
similarly to Zπ. By using the confidence scores of event
relation instances, the method can iterate both extraction steps
of patterns and event pairs in a bootstrap manner. These
iterations are optional procedures to increase new patterns and
event pairs gradually. Then extracted event pairs at the event
pair extraction step are passed to the event pair ranking step.

Note that we do not adopt the confidence score of event
pairs based on co-occurrence patterns in Eq. (2) unlike Abe
et al. Instead, we calculate scores of event pairs on the basis
of the direct associations between the events in a similar way
to Shibata and Kurohashi.

B. Event pair ranking

In the event pair ranking step, we extend the method by
Shibata and Kurohashi.

Our method takes event pairs co-occurring with one or more
patterns from the event pair extraction step, and it calculates
the PMI between two events as the association score, which
we define later. It calculates not only the score of the original
event pair but also the scores of any sub-pairs, that is, event
pairs comprising two predicates and zero or more arguments
of the original event pair. Then the sub-pairs with the highest
scores are selected from among any sub-pairs including the
original event pair. In the example below, the method also
generates event pairs (b), (c), (d) and so on from event pair
(a), and it calculates their association scores. Then it selects
the pairs with highest scores, which in this case is expected
to be pair (b).

(a) 〈kodomo-ga kaze-wo hiku::netsu-ga deru〉 (〈child
catch a cold::have a fever〉)

(b) 〈kaze-wo hiku::netsu-ga deru〉 (〈catch a cold::have a
fever〉)

(c) 〈kodomo-ga hiku::netsu-ga deru〉 (〈child catch::have
a fever〉)

(d) 〈hiku::deru〉 (〈catch::have〉)
In order to handle event pairs co-occurring with multiple

dependency patterns in a sentence, we define frequency c(e; s)
of event e and frequency c(e, e′; s) of event pair (e, e′) in
sentence s so that they take 1 or 0 depending on whether or
not it occurs in the sentence, as below:

c(e; s) =

{
1 (e occurs in s)
0 (otherwise)

c(e, e′; s) =





1 ((e, e′) co-occurs in s
with at least one pattern)

0 (otherwise) .

Consequently, even if an event occurring once in a sentence
co-occurs with multiple patterns, the event is not counted
redundantly. The association score of event pair (e, e′) is
calculated from the total frequency C(e) of each event and
the total frequency C(e, e′) of the event pair in given corpus
C, as below:

score(e, e′) = PMI(e, e′) =
C(e,e′)

N
C(e)
N

C(e′)
N

(3)

C(e) =
∑

s∈C
c(e; s) , C(e, e′) =

∑

s∈C
c(e, e′; s) ,

N =
∑

e

C(e) .

In addition, we use the discounting factor defined by Pantel
and Ravichandran [17] in order to relieve the problem of the
PMI being biased towards infrequent elements.

To calculate the PMI of a huge amount of sub-pairs ef-
ficiently, we apply Apriori, an association rule mining al-
gorithm, similarly to the work by Shibata and Kurohashi.
Association rule mining methods extract subsets of items with
strong association from given sets of items as association
rules. By pruning unnecessary candidates, Apriori algorithm
efficiently calculates several association measures, including
the PMI 5, to select strongly-associated rules. We apply the
algorithm to event relation acquisition, regarding each event
pair (e, e′) as a set of predicates and zero or more arguments.

Note that it sometimes happens that extracted instances lack
a part of the necessary arguments due to arguments being
omitted in text. In addition to the ranking of event pairs,
Shibata and Kurohashi make up for lacking arguments of
acquired relation instances by using case frames. In this work,
we focus on extracting and scoring reliable event relations as
the main part of event relation acquisition rather than post-
processing to compensate lacking arguments. The extension to
compensate arguments in our method remains as future work.

C. Event pair ranking utilizing pattern confidence

In this section, we describe a more sophisticated association
score, the weighted association score, between events. The
scoring function gives higher scores to event pairs that often
co-occur with more reliable patterns and do not often co-occur
with more unreliable patterns.

Now, we define weighted frequency cw(e, e
′; s) of an event

pair in sentence s as

cw(e, e
′; s) =





maxp∈Pe,e′;s rπ(p) (∃p ∈ Pe,e′;s

s.t. rπ(p) > 0)
0 (otherwise) ,

where Pe,e′ ;s denotes the set of patterns co-occurring with
event pair (e, e′) in sentence s. Consequence of the normalized
value of pattern confidence, weighted frequency cw(e, e

′; s)
takes at most 1 and does not exceed frequencies of contained
events e and e′. Then we define the weighted association score

5The association measure corresponding to the PMI is called “lift” in
association rule mining.
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between event e and e′ on the basis of the total weighted
frequency Cw of an event pair in given corpus C as follows:

scorew(e, e
′) =

Cw(e,e′)
N

C(e)
N

C(e′)
N

(4)

Cw(e, e
′) =

∑

s∈C
cw(e, e

′; s) . (5)

As a result of event pair frequencies being weighted by the
confidence of the pattern whose confidence is the highest
among co-occurring patterns, the weighted association score
provides relatively larger values for event pairs co-occurring
with higher-confidence patterns. Therefore it is assumed that
the score can rank effectively reliable event pairs.

IV. EXPERIMENTS

We conducted two experiments to evaluate the proposed
method in terms of precision and the amount of acquirable
knowledge. First, we compared performance of the baseline
method and some versions of the proposed method by using
a corpus consisting of 1M documents. The baseline method
is the method relying only on direct dependency pattern in
the event extraction step of our method, and it corresponds
to the method by Shibata and Kurohashi 6. Second, we also
evaluate performance of our method using several smaller sizes
of corpora.

A. Experimental Settings

a) Dataset: We use Mainichi newspaper articles (MNA)
from 1991 to 2007, which contain about 1.8M documents 7, as
input corpus for event relation extraction. In order to compare
the performance of methods for a fixed size of input corpus,
we use a subset of the corpus in each experiment.

Sentences in the corpus were parsed by CaboCha [18]
(version 0.69), a Japanese dependency parser, and then each
sentence was divided into chunks and annotated with depen-
dency relations between chunks 8. From every parsed sentence,
we extract verbs as predicates and noun phrases with a case
marker ga (NOM), wo (ACC), or ni (DAT) as arguments.
However, we eliminated about 20 verbs that are too abstract to
be interpreted as meaningful events, such as “omou (think)”,
“shiru (know)” and “motozuku (be based on)”, by choosing
among the most frequent verbs in the corpus manually.

6Compared with the baseline method in our experiment, the method by
Shibata and Kurohashi additionally utilize case frames for the argument
alignment and a word class dictionary for the argument generalization in their
work. However, both methods are essentially equivalent in terms of extraction
coverage.

7We use Mainichi Shimbun CD-ROM (1991-2007) provided by Mainichi
Newspapers Co., Ltd. The substantive amount of MNA is actually less because
it contains empty documents whose contents have been removed on account
of copyright. We eliminated those documents in our experiments.

8Although we target dependency relation between chunks in a sentence, our
method can be applied to extract dependency relation between words, which
is widely used across many languages. However, it should be also examined
whether effective patterns to capture event relations are extracted because
(typed) word-based dependency patterns between predicates would tend to be
longer and more complicated.

b) Parameter settings: For all the compared methods
including the baseline and proposed method, we use the below
thresholds to filter meaningless instances.

• Threshold of word frequency: Words, either predicate
or argument, that occur less than 50 times in a given
corpus are cut off. This is because infrequent words are
sometimes almost meaningless due to tokenization errors,
etc.

• Threshold of event pair frequency: Candidate event rela-
tions that occur less than five times in a given corpus are
cut off. This is because infrequent elements tend to have
a large PMI value but they are not usually reliable.

The proposed method has some additional settings related
to pattern extraction.

• Seed relation instances: We manually created five positive
instances and five negative instances as seed instances.
We chose them from automatically extracted instances
from a tiny subset of MNA by the baseline method, which
does not require any seed instances.

• Maximum length of patterns: We define the length of a
dependency pattern as the length of the corresponding
undirected path. On the basis of preliminary experiments
with changing the maximum length of extracted patterns,
we confirmed that patterns with the larger length tend to
have lower confidence. We decided to use at most five-
length patterns because negative confidence patterns are
extracted when we set five as the maximum length.

• Number of iterations: The pattern extraction and event
pair extraction steps can be executed iteratively in a
bootstrapping manner. We execute it only once because
all possible patterns for each max length constraints were
extracted in the first iteration of preliminary experiments.

c) Evaluation Method: Evaluation of the compared
methods is done manually by two annotators. Every event pair
(e1, e2) generated by each method is categorized into three
relations by the annotators: happens-before (e2 often occurs
after e1 occurrs), entailment (e2 often occurs at the same time
as e1 occurrs), and precondition (e2 have often occurred before
e1 occurrs).

Some event pairs can not be regarded as positive instances
by themselves due to absence of a part of arguments. In
case that such event pairs are assumed to have a relation if
annotators have compensated suitable additional arguments to
them, we allow them as positive instances. In the examples
below, pair (a) can be interpreted as a happens-before re-
lation instance by itself. Although pair (b) has a somewhat
ambiguous meaning, it can also be regarded as a happens-
before relation instance if arguments such as “Website-ni (to
a Website)” have been compensated for the former predicate.
Therefore both examples are expected to be judged as correct.

(a) 〈kuuki-ni fureru::sanka-suru〉 (〈be exposed to air::get
oxidized〉)

(b) 〈access-suru::page-wo hiraku〉 (〈access::open a
page〉)
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TABLE I
PRECISIONS OF EVENT RELATION ACQUISITION FROM THE CORPUS OF 1M

DOCUMENTS. PRECISION FOR EACH SECTION AND FOR OVERALL
SECTIONS ARE LISTED. DP AND MP INDICATE THE METHOD THAT USE
ONLY THE DIRECT PATTERN AND MULTIPLE PATTERNS RESPECTIVELY.
MPW IS THE METHOD THAT USE WEIGHTED ASSOCIATION SCORE IN

ADDITION TO MULTIPLE PATTERNS.

Method
Precision for each section

1-10k 10k-
30k

30k-
70k

70k-
150k

150k-
310k

310k-
495k

Overall

DP 0.56 0.46 0.18 0.10 − − 0.231
MP 0.62 0.54 0.52 0.32 0.16 0.10 0.217
MPW 0.72 0.54 0.36 0.24 0.08 0.10 0.167

TABLE II
THE ESTIMATED AMOUNT OF ACQUIRABLE POSITIVE INSTANCES AND THE

TOTAL NUMBER OF OUTPUT INSTANCES FROM THE CORPUS OF 1M
DOCUMENTS. THE AMOUNT OF POSITIVE INSTANCES INCLUDED IN TOP N
INSTANCES (N = 10K, 30K, 70K, 150K, 310K, 495K) IS ESTIMATED FROM

THE PRECISION IN TABLE I.

Method No. of positive instances in top N instances No. of
∼10k ∼30k ∼70k ∼150k ∼310k ∼495k outputs

DP 5.6k 14.8k 22.0k 26.4k − − 114k
MP 6.2k 17.0k 37.8k 63.4k 89.0k 107.4k 495k
MPW 7.2k 18.0k 32.4k 51.6k 64.4k 82.8k 495k

We used the Cohen’s kappa coefficient to measure the
inter-annotator agreement, resulting in 0.55 (“moderate” agree-
ment). We adopt each event pair as a positive instance only if
two annotators judged it as correct.

B. Experiment 1: Comparison of performance among methods
using fixed size of input corpus

In this experiment, we compare the following methods using
the subcorpus of MNA consisting of 1M documents. Two ver-
sions of our method using multiple dependency patterns, MP
and MPW, differ on scoring functions for ranking candidate
event relations.
• DP: The baseline method using only direct dependency

pattern, which corresponds to the method by Shibata and
Kurohashi.

• MP: The proposed method using the ordinal association
score in Eq. (3).

• MPW: The proposed method using the weighted associ-
ation score in Eq. (4).

To estimate precision of each system, we divided relation
instances output by each system into sections on the basis
of their rank, that is, sections of 1st-10kth, 10kth-30kth,
30kth-70kth, 70kth-150kth, 150kth-310kth, and 310kth-last
instances. Then, from each section, 50 relation instances were
randomly sampled and judged by annotators. We show the
precision for each method for each section in Table I.

The number of output instances from DP is 114k and those
of MP and MPW are both 495k (These numbers are also
shown in Table II). This result shows that higher ranked in-
stances have higher precision in common among all methods.
If we look at the precision of each system, both MP and MPW
consistently outperform DP in all sections. In contrast, the
overall precisions, which are estimated from all sections, of the

proposed methods are lower than that of DP. For the practical
purpose of obtaining positive relation instances from among
automatically acquired instances by systems, we assume that
high rank instances keeping high precision are selected, and
then those instances are cleaned by human check to be used for
applications. From this point of view, more desirable method
should keep higher precision in a wider range of ranked
instances, and in that sense the proposed methods are more
effective. Besides, in terms of score functions in the proposed
methods, MPW performs best in the section of highest-rank
instances although MP has the same or higher precision in
the rest of the sections. From these results, we confirmed that
weighted association score is effective to detect specifically
reliable instances but does not maintain robust performance
against all acquirable instances.

We also show in Table II the amounts of acquirable positive
relation instances from each method, as estimated by the preci-
sion in each section and the total numbers of output instances.
The results show that MP and MPW can acquire more than
three times the amount of positive instances than DP due to
use of patterns associated with seed relation instances. Note
that, although the two proposed methods only differ on scoring
functions, the numbers of acquirable positive instances by the
methods are different. This difference, which corresponds to
an error rate of about 5% against the total number of outputs,
is caused by biases of the random samples.

C. Experiment 2: Validation of performance using different
size of input corpus

In order to validate our method perform effectively if only a
small size of corpus is available, we perform an evaluation us-
ing subcorpora consisting of 500k, 250k, and 100k documents
of MNA. We evaluate precision of the top 20% instances for
each method, assuming it provides just about the upper bound
of precision of each method. The precision of each method
and each subcorpus is calculated from 50 random samples
similarly to the first experiment.

Table III shows the total number of output instances and
the precision of the top 20% instances acquired by each
method. Due to the difference between the numbers of output
instances by the baseline method and those of the proposed
methods, we can not directly compare the precisions between
them. However, it is considered to be easier to acquire a
larger amount of positive relation instances by the proposed
methods because of the increased numbers of output instances
compared to those of the baseline method.

Similarly to the first experiment, MPW outperformed MP
for all input corpora. The results also show that the precisions
of the proposed methods for the smaller size of corpora
does not substantially decrease compared with ones for the
larger size of corpora. Namely, our methods suppress decrease
of precision against decrease of corpus size. Therefore we
conclude that our methods can be applied to a limited size
of domain corpus for efficient acquisition of reliable relation
instances. We plan to acquire domain-specific knowledge by
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TABLE III
THE TOTAL NUMBER OF OUTPUT INSTANCES AND PRECISION OF THE TOP
20% INSTANCES ACQUIRED BY EACH METHOD FROM EACH CORPUS OF

500K, 250K, AND 100K DOCUMENTS

Method 500k-docs 250k-docs 100k-docs
No. of DP 49.6k 21.7k 5.9k
outputs MP/MPW 222.1k 101.4k 27.5k
Precision DP 0.70 0.76 0.66
(top 20%) MP 0.44 0.46 0.46

MPW 0.56 0.60 0.48

applying the methods to various domain corpora in future
work.

V. CONCLUSION

We have described our method to acquire event relations
with high coverage even from a limited size of knowledge
sources. We extended the existing baseline method that relies
only on direct dependency relation between events and pro-
posed the method that leverages various dependency patterns
co-occurring with event relations. We evaluated our method
on a general newspaper corpus in Japanese and found that
our method can acquire a larger amount of event relations
while keeping higher precision compared with the baseline
method. The results also show that our method suppresses
decrease of precision against decrease of corpus size and it
can acquire reliable relation instances efficiently from a limited
size of corpus. In future work, we plan to apply the method to
various domain corpora and demonstrate the effectiveness of
the acquired knowledge for applications such as probabilistic
inference.
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Abstract—This paper reports comparative authorship attribu-
tion results obtained on the Internet comments of the morpho-
logically complex Lithuanian language. We have explored the
impact of machine learning and similarity-based approaches on
the different author set sizes (containing 10, 100, and 1,000
candidate authors), feature types (lexical, morphological, and
character), and feature selection techniques (feature ranking,
random selection). The authorship attribution task was compli-
cated due to the used Lithuanian language characteristics, non-
normative texts, an extreme shortness of these texts, and a large
number of candidate authors. The best results were achieved with
the machine learning approaches. On the larger author sets the
entire feature set composed of word-level character tetra-grams
demonstrated the best performance.

I. INTRODUCTION

MOST comments or forum posts on the Internet are
written anonymously. Due to anonymity people can

freely share their thoughts, but cannot feel protected from
the negative behavior or cybercrimes. Protective mechanisms
(monitoring IP addresses or requesting to register and submit
personal data) are not always reliable enough: perpetrators
change their IP addresses, use different pseudonyms, or route
WebPages through proxy servers. However, even in such com-
plicated situations, the identity can still be disclosed from the
existing “stilometric fingerprint” unique to each individual [1].

Apart from the handwriting analysis [2], the textual au-
thorship analysis covers very different applications: author
profiling, authorship verification, plagiarism detection, etc.
However, in this research we are focusing on the Authorship
Attribution (AA) problem which has to detect who of the
candidate authors is a real author of some anonymous text doc-
ument. AA is one of the earliest problems in Computational
Linguistic: the oldest attempts were restricted to attributing
of the disputed long and homogeneous literary texts to one
of few known authors. In the recent decades AA drifted
towards practical applications: it copes with the huge number
of candidate authors, extremely short texts, limited training
data and for all these reasons AA is often called “needle-in-
a-haystack” problem [3].

In this research we are solving the AA task using a corpus
composed of the Lithuanian Internet comments. Although the
corpus does not contain texts produced by convicted cyber
criminals, it can perfectly serve for various experiments aimed

at detecting authors’ style characteristics. The aim of the
paper is to determine the best approaches (in terms of the
attribution paradigm, the feature type, and the feature selection
technique) for the different author set sizes, containing 10,
100, or 1,000 candidate authors. The problem is complicated
due to several reasons: 1) very short texts, covering a wide
range of topics; 2) the morphologically and vocabulary rich
Lithuanian language; 3) non-normative texts; 4) there are no
recommendations what could work the best for our solving
task. Consequently this research aims at finding the best
solutions for the Lithuanian language. Moreover, we anticipate
that these solutions could be also useful for the other Baltic
or Slavic languages, sharing similar characteristics.

II. RELATED WORK

The statistical methods used to tackle AA tasks can be
grouped into two main paradigms: machine learning and
similarity-based1. The comprehensive review of these methods
and various feature types is presented in [4].

The majority of AA research works are carried out on
a small number of candidate authors (up to few dozens)
and even findings obtained from comparative experiments are
very controversial due to the different experimental conditions
(languages, datasets, author sets, etc.). Whereas, the compara-
tive experiments tackling “needle-in-the-haystack” problems
often claim the superiority of similarity-based approaches
(e.g., [5], [6]). However, such experiments are rather rare:
i.e., most often methods are chosen and applied without
any considerations. Further we will focus on the influential
research works dealing with at least one thousand candidate
authors.

The experiments described in [7] are carried out on the
Twitter corpus: the introduced “flexible patterns” (taking into
account the surrounding information around function words)
significantly outperform other feature types based solely on
word or character n-grams with SVM. The work in [8] is
addressing the open-class issue and deals with the blog dataset
of 10,000 authors. It tests a combined similarity-based and
machine learning technique on 3 text representation types: tf-
idf on content words, tf-idf on various stylistic features, and

1Despite by the nature similarity-based approaches are the part of machine
learning, they are distinguished and discussed separately in many AA works.
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idf on content words. The similarity-based part of this hybrid
approach ranks authors according to the cosine values and
afterwards the top-rank pair (composed of the anonymous text
and the most likely author) is tested on the meta-learning SVM
classifier. The high precision in [9], [10], [11] is achieved using
the cosine similarity-based technique aggregating several attri-
bution decisions, taken on the different randomly selected sub-
sets of character tetra-grams. These researchers, experimenting
with 10,000 blog writers, are also addressing the open-class
issue. The research in [12] solves the AA task on the Japanese
microblogs of 10,000 authors with the cosine similarity-based
approach and character-level n-grams (with n equal to 1, 2, and
3). Adopted three new techniques –in particular, the combined
selection for the training dataset, the biased weighting scheme
for n-grams, and the part-of-speech tag combined n-grams–
assure both the relatively high precision and the short execu-
tion time. Another task of 19,000 blog writers is successfully
tackled with the Latent Dirichlet Allocation (LDA) technique
by measuring the distances between the LDA-based represen-
tations (as mixtures of topics) in the anonymous text and in
training text samples. The authors of this research [13] claim
that offered similarity-based technique applied on the author
profiles with enough training data even yields state-of-the-art
performance. The authors in [6] are dealing with 100,000
blog writers. They explored 3 different classifiers (SVMs,
Naïve Bayes, and Regularized Least Squares Classification)
and, in addition, estimated the confidence of their outputs –
in particular, measured the difference between the best two
matching classes, ran several classifiers, and presented the final
AA decision only if they agreed.

Unfortunately the surveyed research works offer no
research-based recommendations for the morphologically
rich, highly inflective, derivationally complex non-normative
Lithuanian language. Despite for the Lithuanian language there
are done: 1) lots of descriptive research works (e.g., [14], [15]);
2) some experiments with machine learning (carried out on
parliamentary transcripts or forum posts of only 100 candi-
date authors) [16] or similarity-based approaches (using very
limited training data) [17]; these findings do not guarantee the
best results for our solving AA task. Our aim is at performing
the comparative investigation and at finding the best method,
feature type, and feature selection technique for our AA task
(with 10, 100, and 1,000 candidate authors) on the corpus of
the Lithuanian Internet comments.

III. THE CORPUS

The created corpus2 is composed of the Lithuanian Internet
comments.

The texts of authors were selected in the way not to get the
topic-per-author distribution. Some author was included into
the corpus only if all his/her comments were written under
the same unique pseudonym and IP address (both considered
as a single unit), but not included if 1) his/her pseudonym

2The corpus can be downloaded from http://dangus.vdu.lt/~jkd/wp-content/
uploads/2015/04/INT_KOMENTARAI_INDV2.7z.

was used under several IP addresses; 2) more pseudonyms
were used under the same IP address. The aim was to reduce
the risk of disputed authorship and to get as clean corpus as
possible. Although some exceptions (when the same author
is writing under several separate IP addresses using different
pseudonyms) may still occur, we anticipate they are rare
enough to have the significant impact.

During pre-processing all recognized non-Lithuanian char-
acters and reply messages were filtered out, meta information
about the author and his/her posts was also eliminated, com-
ments shorter than 30 symbols were excluded.

The most important characteristics about the composed
corpus, depending on the different author set sizes (exper-
imentally investigated in this paper) are given in Table I.
The authors with the largest number of texts were selected
to form the author sets of 10 and 100 candidate authors. The
average texts/per author distribution is ∼155, but the corpus is
unbalanced: i.e., text samples per author varies from only 39
to 2,837. 13 authors have more than 1,000 texts, 575 authors
have less than 100, and only 12 authors have the least number
of texts. The random (

∑
j P

2(cj)) and majority (max(P (cj))
baselines (where P (cj) is the probability of some author cj
obtained by dividing a number of texts written by particular
cj from all number of texts in the corpus) must be exceeded
that the AA method could be considered appropriate.

There is no consensus about the minimal text length appro-
priate for the AA tasks: some researchers claim 2,500 words is
optimal [18], others achieve reasonable results with ∼60 [19].
In our task we have to deal with extremely short texts where an
average length ranges from ∼20 to ∼26 tokens. Besides we
are dealing with the sparse non-normative texts full of out-
of-vocabulary words, abbreviations, missing diacritics (where
Lithuanian letters having the diacritic marks are replaced with
the corresponding Latin equivalents), diminutives, etc.

TABLE I
CHARACTERISTICS OF THE LITHUANIAN INTERNET COMMENT CORPUS.

Number of authors 10 100 1,000
Number of texts 14,443 63,131 155,078
Number of tokens (letters & digits) 289,462 1,511,823 4,068,231
Average text length (in tokens) 20.042 23.947 26.233
Classification accuracy baselines
Random baseline 0.001 0.002 0.003
Majority baseline 0.018 0.018 0.018

IV. CLASSIFICATION APPROACHES

In this research we have explored the following approaches:

• Support Vector Machine (SVM) (introduced in [20]),
which efficiently handles the high dimensional feature
spaces, the sparseness of the feature vectors, and does
not perform an aggressive feature selection. In our ex-
periments we selected Sequential Minimal Optimization
(SMO) algorithm with the polynomial kernel implemen-
tation in WEKA, version 3.8 [21] and all remaining
parameters were set to their default values.
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• Naïve Bayes Multinomial (NBM) (introduced in [22])
which is often selected due to simplicity, low data storage
resources, the fast processing, robustness to cope with
the large number of features having equal significance.
We used implementation in WEKA with the default
parameter values.

• Similarity-based approach (SB) with cosine mea-
sure [23]. In this paper we explore a simple similarity-
based approach with the top N ranked features (SB-
TopN) and the approach based on the randomized feature
sets (introduced in [9]) (SB-RFS). The SB-RFS technique
is adjusted to cope with very concise texts; performs
especially well on a small number of features, because
the final attribution decision incorporates the generalized
results of several decisions obtained during a few itera-
tions. In our experiments we used SB-TopN and SB-RFS
implementations presented in [17].

V. FEATURE EXTRACTION

In our research we have investigated the impact of the most
popular and the most accurate feature types (for the statistics
see Table II):

• lex – a bag-of-words. In our corpus we do not have topic-
per-author distribution, therefore this feature type can be
used without any risk to get topic classification instead
of AA.

• lem – a morphological feature type based on the word
lemmas. This type is usually recommended for the highly
inflective languages. The texts were lemmatized using
“Lemuoklis” [24].

• chr4 – a character feature type based on the word-
level tetra-grams. This type was superior to the other
types in the topic classification task for the Lithuanian
language [25].

Lemmas and character features decrease the sparseness of
the feature vectors (see Table II): the lower the sparseness is,
the more robust classifier is created. The sparseness can also
be reduced with the selection of the most relevant features,
therefore in our experiments we investigated the following
feature selection techniques:

• Whole set of features – i.e., we used the entire set of all N
available features (presented in Table II). This technique
was tested with SVM, NBM, and SB-TopN methods.

• Feature ranking and selection of top N. All features
were ranked according to their chi-square values and
afterwards the top N were chosen to form the new set.
In our experiments we have investigated N = 30, 000,
because this value was proved to be minimum but optimal
in the similar AA experiments [17]. We have explored this
technique with SVM, NBM, and SB-TopN.

• Random selection of features with a fixed size N. The
N features (with N = 30, 000) were randomly selected
from the whole feature set. The random selection was
done in K = 20 iterations with SB-RFS method. The
final attribution decision was based on the majority vote
of attribution decisions obtained in all K iterations.

TABLE II
FEATURE TYPES IN THE CORPUS OF THE LITHUANIAN INTERNET

COMMENTS.

Number of features
Feature type 10 authors 100 authors 1,000 authors

lex 56,064 172,257 315,590
lem 39,498 109,935 201,469
chr4 40,855 78,773 119,008

VI. EXPERIMENTAL SET-UP AND RESULTS

The experiments were carried out on the stratified corpus
(described in Section III). Instances were selected for the
training (of 80%) and testing (of 20%) sets. The same train-
ing/testing sets were used in all our experiments exploring
different methods (see Section IV), feature types, and feature
selection techniques (see Section V).

The experiments were evaluated using accuracy and f-score
(averaged over different classes) performance measures. We
also performed the McNemar test (with the significance level
of 95%) to check if the differences between observed results
are statistically significant.

The results obtained on the datasets with 10, 100, 1000
candidate authors are presented in Fig. 1, Fig. 2, Fig. 3,
respectively. Accuracy and f-score values are presented in
white and gray columns, respectively. The first two columns
of the accuracy and the f-score present the results achieved
on the entire feature set, the second two – on 30,000 features
(with SB-RFS all results are obtained with 30,000 features).
The dashed line indicates the higher one of the random and
majority baselines.

VII. DISCUSSION

Not all results are reasonable: i.e., the accuracy on the token
lemmas (lem) with SB-RFS is below the majority baseline
(equal to 0.018).

The similarity-based approaches are outperformed with ma-
chine learning in all our datasets of 10, 100, 1,000 candidate
authors. The differences between lex + SB-RFS and 30,000
lem + NBM on 10 candidate authors and the differences
between entire chr4 + SB-TopN and 30,000 lem + NBM
on 100 candidate authors are statistically significant with
the probability density function p ≪ 0.05. Whereas, the
difference between entire chr4 + SB-TopN and 30,000 lem
+ NBM on 1,000 candidate authors is not statistically signif-
icant with marginal p = 0.05. Since the NBM method and
the similarity-based approaches maintain similar performance
levels on the largest dataset, SVM is obviously superior to
any similarity-based technique in any dataset (p ≪ 0.05).
However, similarity-based approaches can still be suitable with
the larger author sets. The superiority of SVM compared to
the similarity-based methods with the increase of the candidate
authors is declining and probably some breaking point can be
reached. These investigations are already in our future plans.

If SVM is obviously superior to NBM, the similarity-based
approaches produce very controversial results: lex + SB-RFS,
entire lex + SB-TopN, entire chr4 + SB-TopN are the best
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Fig. 1. The influence of the selected approach on the results with 10 candidate authors.

Fig. 2. The influence of the selected approach on the results with 100 candidate authors.

Fig. 3. The influence of the selected approach on the results with 1,000 candidate authors.
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approaches on the datasets containing 10, 100, and 1,000
candidate authors, respectively. Due to these findings is hard
to say which similarity-based method is actually the best.

The important findings lie in the analysis of the various
feature representation types. lem and chr4 types give the
best results with NBM; with SVM is difficult to determine
the best type (because differences in the accuracies between
different feature types are not statistically significant); lex is
the best type with the similarity-based methods on the dataset
of 10 candidate authors. chr4 type gives the best results with
NBM and SVM; with the similarity-based methods is difficult
to determine the best type on the dataset of 100 candidate
authors. lex and chr4 types are the best with NBM; chr4 type is
the best with SVM; and marginally the best with the similarity-
based approaches on the dataset with 1,000 candidate authors.
Thus, summarizing all these findings it can be concluded that
the best feature type (especially on the larger author sets) is
character tetra-grams (chr4). Morphological tools are helpless
on the non-normative texts, but character features are robust to
deal with the morphologically complex languages by capturing
the patterns of complex inflection morphology intrinsically.

The restriction of the feature set size to 30,000 features
speeds up the calculation time, but, statistically significant
degrades the accuracy, except with the SB-RFS method.

VIII. CONCLUSIONS AND FUTURE WORK

The main contribution of this research is a comparative
study of AA approaches (machine learning, similarity-based),
feature types (lexical, morphological, character), feature selec-
tion techniques (whole set, feature ranking, random selection)
and the author set sizes (of 10, 100, and 1,000 candidate
authors) on non-normative Internet comments using the mor-
phologically complex Lithuanian language.

The best results were achieved with the machine learning
approaches; on the larger author sets the word-level character
tetra-grams with the whole set of features demonstrated the
best performance.

The obtained authorship attribution results are low enough
to encourage us to continue seeking for the better solutions. In
the future research we also plan to experiment with the larger
authors sets and with the other types of non-normative texts.
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[14] G. Žalkauskaitė. Idiolekto požymiai elektroniniuose laiškuose. [Idiolect
signs in e-mails], Vilnius University, Lithuania. PhD thesis, 2012 (in
Lithuanian).
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Abstract—Correct identity recognition based on a voice sample
must deal with many problems such as too big or small distance
from the microphone, noise or abnormal voice. Hoarseness,
coughing or even stuttering can also be encountered as dis-
turbance of the voice. Research on new aspects of intelligent
processing for voice brings possibilities to use intelligent methods
to increase efficiency in processing and quality of record. In this
paper, a spectrogram analysis for the detection of specific data
and remove these distortions in the sample is presented. The
proposed solution has been tested and discussed for real use in
identity verification systems.

I. INTRODUCTION

VOICE and sound are present in digital form which is used
in multimedia systems and various aspects of computer

processing. Sound signal analysis finds many uses in practical
applications such as identity verification or even analysis of
specific commands used for controlling different hardware.
This is the main motor for signal research to allow quick
and accurate signal analysis and good data extraction. For
this purpose, different tools are used like statistical artificial
intelligence techniques. Sound analysis is very often associated
with the processing of sound files or even images. In [1],
the idea of using heuristic algorithms in conjunction with the
neural classifier has been introduced as a tool for identity
verification process. Again in [2], the authors presented the use
of modified mellin transform for detection of selected voice
disorders.

Processing sound samples is not only a distortion analysis
or identity verification, but also analysis of information, for
example in the form of singing. It is important to distinguish
the singing from other forms of speaking [3]. Moreover, there
is an algorithm to check if a recorded sound can be classified as
a spoken form [4]. All these techniques and applications find
their place in different systems where voice is an important
element. In [5], smartphone user identity was presented where
gait characterization was used and the same idea can be used
with voice analysis. Again in [6], voice-based authentication
for the purpose of application in mobile phones was discussed.
Large systems need huge databases where samples and data
will be kept. During using the data contained in the database, it
is often necessary to select a variety of them by using search
and sort algorithms [7], [8]. Of course, algorithm is needed
in the construction of large systems but also programming

language are very important. In [9], [10], the development of
human-friendly notation was shown.

In this paper, the algorithm for simple detection of sound
samples distortion is presented. The main use of this algorithm
is based on the analysis of samples in identity verification
systems.

II. VOICE DEFECT DETECTION

The ideal voice-based user verification system should almost
always handle verification. The work of the system shall be
possibly independent, that means we can expect the system
to work despite distortion, noise, and sample size. Unfor-
tunately, the number of different problems from detection
methods, analysis to classification that this type of tool must
handle is large therefore it must be continuously developed
and improved for practical use. Let us think about practical
implementation in a company to grant access to workers. In
case of a large company, an employee i.e. coming to work
must declare the name to the voice receiver. In order not to
cause queues and unnecessary problems, the software should
verify the person in spite of any possible voice transformations
such as hoarseness or cough.

A. Algorithm for detecting selected distortion of the voice
sample

The proposed solution is based on creating a collection of
voice samples with the same information from one person.
For these, implemented system is trained to evaluate input
signals. In the process we can distinguish two stages - pattern
preparation and pattern analysis. In the methodology SURF
method described in [11] is used to extract key-points from
recorded spectrograms. The process is presented in Algorithm
1.

B. Pattern preparation

At the beginning of processing, a spectrogram is created
for each sample. The spectrogram is a graph of the amplitude
spectrum, which is formed by the use of a short-time Fourier
transform (STFT). The process of creating spectrograms is
based on the principle of calculating the short-time fast
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Algorithm 1 Pattern creation process

1: Start,
2: Define the radius r and limit value φ,
3: Load all audio samples,
4: for each audio sample do
5: Create spectrogram,
6: Find key-points using SURF algorithm,
7: Create white bitmap called pattern,
8: for each key-point do
9: Set key-point,

10: Draw and fill the circle with radius r with key-point
as center,

11: end for
12: Save pattern,
13: end for
14: Create an array filled with 0,
15: for each pattern do
16: for each pixel on the pattern do
17: if pixel is black then
18: Increase the corresponding value in the array by 1,
19: end if
20: end for
21: end for
22: Create white bitmap which will be called a general pattern,
23: for each value in the array do
24: if value ≥ φ then
25: Set black pixel,
26: else
27: Set white pixel,
28: end if
29: end for
30: Return a general pattern,
31: Stop.

Fourier transform. According to [12] these are most usefuly
represented by the following equation

STFT{x[n]}(m,ω) ≡ X(m,ω)

=

∞∑

n=−∞
x[n]w(n−m) exp(−jωn),

(1)

where x[n] is the discrete signal and function w is the Hann
window defined as

w(n) = 0.5

(
1− cos

(
2πn

N − 1

))
. (2)

In this way, the defined transformation allows the spectrogram
to be calculated by

spectogram{x(t)}(θ, ω) ≡ |X(θ, ω)|2. (3)

In the next step, we find key points in these images using
SURF (Speeded Up Robust Features) algorithm [11]. It uses a

Hessian to find points of interest and indicates local changes
around the area. It is defined as

H(x, ω) =

[
Lxx(x, ω) Lxy(x, ω)
Lxy(x, ω) Lyy(x, ω)

]
, (4)

where Lxx(x, ω) is the convolution of the image with the
second derivative of the Gaussian and can be calculated as

Lxx(x, ω) = I(x)
∂2

∂x2
g(ω), (5)

Lyy(x, ω) = I(x)
∂2

∂y2
g(ω), (6)

Lxy(x, ω) = I(x)
∂2

∂xy
g(ω), (7)

where g(ω) is the Gaussian kernel. I(x) is an integral image
where x is the point that stores the sum value of all pixels in
the neighborhood calculated by

I(x) =

i≤x∑

i=0

j≤y∑

j=0

I(x, y). (8)

The whole detection algorithm is based on non-maximal-
suppression of determinant of Hessian matrix defined in (4)
Then, the extremes are found, which can be considered as key-
points. The next step of SURF is the description which is based
on Haar wavelet. Mentioned determinant can be calculated as

det(Happroximate) = DxxDxy − (wDxy)
2, (9)

where w is the weight, and Dxx refers to Lxx(x, ω).
Having key-points of all the samples, a pattern can be

created for each of them. For each spectrogram, we create
a new image, where we transfer the key-points. Further, for
each point, a neighborhood is created in the form of circle -
key-point is a center and r is a radius.

C. Pattern analysis

The next step in proposed methodology is creation of a
general pattern and then comparison of this pattern to extract
only interesting information. Such extraction will allow us
to remove unnecessary areas for instance distortions such as
coughing.

In the first step, we create an array corresponding to the
image size n ×m. Each cell is equal to 0. For each pattern,
the pixel value is checked - if it is black, the corresponding
cell in the array is incremented by 1. After checking all the
images, we define the minimum value φ which will represent
the limit value in the general pattern creation process.

New bitmap of size n × m is created. If the value of the
cell in the array is greater or equal φ, a black pixel is set.
Otherwise, the pixel is white. The effect of this algorithm
is shown in the Fig. 1, and the whole idea is described in
Algorithm 1.

Analysis is understood as fitting a new sample to the general
pattern. Once the pattern is matched, the rest of the samples
can be removed because it contains noises or other misleading
information for the verification process. If the sample is larger
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(a)

(b)

(c)

(d)

Fig. 1: In the figures we can: (a) original spectrogram, (b)
spectrogram with key-points found by SURF algorithm, (c)
pattern created on the basis of key points, (d) pattern created
on the basis of all the spectrograms.

than the pattern, it is shifted from left to right to find at
least 80% of the key-points within the general pattern. If it
is smaller, the sample is resized to the pattern size and the
position of key-points are verified. The example of the action
is shown in Fig. 3.

Fig. 2: Data extraction results due to selected voice imperfec-
tions.

III. EXPERIMENTS

A small database of 100 different samples of Han Solo
sentences was created. 40 samples were recorded without any
voice defect to create the original pattern matching the person.

The remaining samples, for test purposes, were divided into
four groups of 15 samples, namely: cough, scream, stutter and
hoarseness.

Tests were performed because of the different parameter
values r ∈ 〈1, 40〉 and φ ∈ 〈5, k〉 where k is the number
of samples without any defect. In the case of a radius, too
little value caused no pattern matching. On the other hand,
too big value caused the pattern to cover the sample. It turns
out that the value of the radius should be matched by the
size of the sample – for samples of 940x300. The best results
were obtained with a radius of 20 pixels. Adjusting φ value
is much simpler. The greater the value, the less points will be
transferred to the general pattern. The tests showed that the
number of points should not be too high, because the voice
may have different distortions, such as the distance from the
microphone. The best results were obtained for φ = 10.

For such selected parameters, the proposed technique was
tested for each voice sample with a defect. The results are
shown in Fig. 2. Extraction of the name in most samples
labeled as stuttering failed what can be caused by wrong
choice of parameters. In other cases, extraction was successful
for almost every sample. For such data, the efficiency of the
method is 80%, which is not the best result. However, a greater
number of samples as well as a better selection of values could
improve the performance index.

IV. CONCLUSIONS

In the paper, the application of graphic processing for
removing unnecessary data from the verification sample of
a voice spectrogram has been demonstrated. The proposed
solution is intended for identity verification systems based
on a short audio sample containing only the name of the
person. Technique was tested on a small database of sound
samples, resulting in 80% efficiency in extraction of these
specific information. Of course, such a solution would reduce
the amount of calculations for classifiers because the sample
will not only be smaller but contain only needed information.
Unfortunately, there are also some imperfections that affect the
percentage efficiency of the method, that is, manually adjusting
the value of the parameters that significantly affect the process
of matching a sample to the pattern.

In future research, adjustment of parameter values will be
analyzed for the best adjustment for many people in the
database and others datasets. The method will be subjected
to more analysis in order to increase efficiency. Furthermore,
the removed imperfections in the samples may be subjected
to a certain classification for analysis.
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Abstract—This work presents a method of classification of text
documents using deep neural network with LSTM (long short-
term memory) units. We have tested different approaches to build
feature vectors, which represent documents to be classified: we
used feature vectors constructed as sequences of words included
in the documents, or, alternatively, we first converted words into
vector representations using word2vec tool and used sequences
of these vector representations as features of documents. We
evaluated feasibility of this approach for the task of subject
classification of documents using a collection of Wikipedia articles
representing 7 subject categories. Our experiments show that
the approach based on an LSTM network with documents
represented as sequences of words coded into word2vec vectors
outperformed a standard, bag-of-word approach with documents
represented as frequency-of-words feature vectors.

I. INTRODUCTION

THE problem of automated classification of text docu-
ments is one of important tasks solved by text mining

methods. A number of diverse applications of text classifica-
tion were reported in literature, ranging from subject catego-
rization [3], analysis of sentiment of reviews or opinions, to
authorship recognition of documents [4], [8], [9], etc.

Standard methods of text classification consist in represent-
ing documents with usually high-dimensional feature vectors
and then training classifiers such as SVM, Naive Bayes, k-
NN, etc. [7], [5], [6]. Although several ways of representing
documents with feature vectors were proposed (see e.g. [1]),
a commonly used approach consists in constructing feature
vectors which represent (possibly weighted) frequencies of
selected words or collections of words (bigrams, n-grams,
phrases) that appear in subsequent documents. These ap-
proaches can be broadly named as bag-of-words methods.

In this work, we want to investigate feasibility of a concep-
tually different approach to (i) representing documents with
feature vectors, and (ii) training classifiers. The key difference
is that rather than using feature vectors which are based on
frequencies of words, we use feature vectors that rely on
sequences of words in documents. As a consequence of this,
we also need to change the type of classifier used: we use in
this study a neural network with the long short-term memory
(LSTM) [15] element, which allows to learn sequences from
the training data. We use two different ways to of representing
sequences of words for training the LSTM network: with

simple encoding of words, and with word2vec method which
represents words in vector space [10].

We provide empirical verification of this approach based on
a collection of Wikipedia articles which represent 7 subject
categories (arts, history, law, medicine, religion, sports and
technology), with 1000 articles per category. As this corpus
was also used in our previous study [2], where subject classifi-
cation was based on bag-of-words approach, we have a chance
to compare performance of these two methods.

Technically, the presented approach to classification was
implemented using the Keras with Tensorflow library for deep
neural networks with the models trained on a GPU. We also
provide some technical details regarding implementation of
the classifiers, as this may be of use to the interested readers.
Keras is a wrapper to Tensorflow that gives ability to construct
neural networks layers in just few lines of code, which defines
the layers that the model consist of. Figures included in this
paper present what network architectures were developed (Fig.
1-4).

The idea behind this paper, was to show how to build
effective text classifier using state-of-the-art Deep Learning
methods and tools and show what issues can appear during
this procedure.

II. STANDARD (BOW) APPROACH TO CLASSIFICATION

In traditional Bag-of-Words approach the key-words are
filtered from training data. Usually, some Natural Language
Processing methods can be involved such as: Segmentation,
Tokenization, PoS Tagging, Entity Detection, Relation Detec-
tion [12]. Creating such objects from text can give a lot of
information about its content. The appearance and frequencies
of specific tokens, entities are used as a basis for Bag-of-
Words model. However, the number of this kind of object can
be very large. Therefore, methods to reduce dimensionality
of data are needed, for instance TF-IDF, PCA, LDA, SVD,
t-SNE etc. [11], [20] to take only the most important words
for classification.

A. Related work

In this work, we used NLTK (Natural Language Processing
Toolkit) algorithms for tokenization. However, we adopted a
different approach to feature selection: rather than encoding
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the frequencies of key-words, the words from sentences were
directly transformed into sequences of encoding vectors and
were used for training deep learning methods such as Long
Short-Term Memory Network (LSTM). This approach has a
common factor with probabilistic models such as n-grams,
conditional random fields and other Markov-models, which
also use sequences and are based on appearance probability
of specific words.

LSTM neural networks are considered as state-of-the-art
approaches offering very high accuracy results in several
Natural Language Processing tasks such as: Bi-directional
LSTM-CRF [18] for Part of Speech Tagging and Tree-LSTMs
for sentiment analysis [19]. Also, simpler versions of LSTMs,
referred to as Gated Recurrent Units (GRUs) [16] are used
as key parts of larger systems like state-of-the-art Dynamic
Memory Networks, developing more complicated tasks such
as questions-answering systems [17].

B. Sample data for empirical verification of the methods

The dataset used for this work has been introduced in [2].
It is based on English Wikipedia articles. Each article has at
least 400 characters. The corpus consists of 7 categories such
as arts, history, law, medicine, religion, sports and technology
with 1000 articles in each category. The data was split ran-
domly into 800 training and 200 testing articles. Also, later
in the tests k-fold validation was performed. The test was
performed for 2, 3 and 7 categories independently.

Prior to feature selection and model development, we pre-
processed the text data using standard NLP methods (with
NLTK library) – the first step was to tokenize the text
documents. This approach was similar to previous work [2]
and is a part of traditional NLP processing chain. We used
English Punkt as sentence tokenizer for segmentation task.
Next, the sentences were split to words by RegexpTokenizer
over white spaces and punctuation was removed from the text.
After that, all letters where changed to lowercase. Finally, all
stopwords where removed from data.

The corpus used in this study was very diversified. Each
article had on average 520 words with standard deviation of
902. The largest article had 14591 words, however, for training
purpose each of the articles was cropped to 500 or 1000 words
in length.

C. Results of BOW method for this dataset in previous work

This work is an extension of the previous research [2],
where subject classification was done using standard Machine
Learning such as Decision Trees, Naive Bayes classifier etc.,
with the focus on distributed implementation, in order to
manage large volumes of data. The best results in the previous
work was obtained using Bag-of-Words model with TF-IDF
and Naive Bayes, where recognition of three categories: His-
tory, Arts and Law was done with ca 75.28% accuracy on the
testing corpus.

III. PROPOSED APPROACH TO REPRESENTATION OF TEXT
DOCS FOR CLASSIFICATION

The goal of this work was to apply the new Deep Learning
approach to problem of subject classification and compare
this with the results of the study solved previously. During
this research, two approaches to feature selection were tested.
In order to use Deep Recurrent Neural Network (i.e. deep
networks with the LSTM component), all the data had to be
used as vectors of sequences. The first approach to obtaining
such vectors was based on a very simple vocabulary encoding.
It worked well for binary classification, however its accuracy
deteriorated when the number of classes (subject categories)
increased. The second approach was based on more sophis-
ticated word2vec method, which was more stable and elastic
solution.

A. Method 1 – Simple encoding of word sequences

The first idea presented in this paper came from Kaggle
challenge called ”Sentiment Analysis on Movie Reviews” [21],
in which was provided IMBD Movies reviews dataset was
provided for sentiment classification, which is a quite close
related problem to subject classification. This dataset is also
available in Keras. Based on this approach, also the Wikipedia
tokenized corpus used in this work was encoded.

The simplest idea to encode words is to enumerate them.
In this approach, the words are encoded using the following
mapping: word_from_dictionary: number. The dictionary is
ordered from most frequent words in learning set to the least
frequent ones, with the conventions: 1 - denotes the start of
the sentence, 2 - means word out-of-vocabulary, 0 - is padding
if the vector is shorter. This padding is done in front of the
vector and the start of the vector is truncated if the sequences
are longer than 1000 words. The vocabulary size was 10 000
tokens. Larger number of tokens would provide computational
difficulties and this was the reason why this method has limited
application. Example vector, which represents sentence can
have a form [0, 0, 0, 1, 3565, 2, 3214, ...]. This method worked
with 91.52% accuracy on two classes, but on three classes it
decreased to 76.53% and 58.93% on seven classes (table I).

B. Method 2 – word2vec - based encoding

Word2vec is a method of representation of words in multi-
dimensional vector space, recently proposed by Mikolov et
al. [10]. Vector representations of words created (trained)
on sufficiently large text corpus exhibit interesting linguistic
regularities, e.g. distance between vector representations of
words is an indicator of semantic similarity between the words.
Due to these properties, vector representations of text have
been used as features in many tasks related to natural language
processing, such as word clustering, machine translation etc. In
this work we want to investigate if word2vec representations
of sequences of words can yield successful features for subject
classification of documents.

In case of this work, the word2vec was calculated on a small
number of words from training set with the dimensionality
of the vector space equal 100. These first results show that
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the training corpus was too small to properly calculate this
vector values, because fraction of out-of-vocabulary words was
almost 69% in binary classification and decreased to 67% in
seven category multinational classification. This lead to 78%
and 14% accuracy in classification tasks, respectively.

The problem that emerged here was to gather more data.
However, it was not feasible to get the required volume of
training data (articles) from Wikipedia. Also, artificial text
augmentation wouldn’t be easy. The solution in order to
overcome these limitations which we chose was to use a
technique commonly applied in image classification called
transfer learning. In Natural Language Processing this is
usually done by using pretrained word vectors. One of the
easily accessible vectors where available at the Google News
word2vec official site [13]. It is worth to mention, that the
Wikipedia is a domain specific set of texts, rather different than
Google News. The fraction of out-of-vocabulary words was
almost equal both for two and seven categories and was 53%
comparing to previously mentioned 69% and 67% training set
Word2vec. As a result, the efficiency was 92.25% for binary
and 86.21% for seven category multinomial classification
(table I). It has shown that even the Google News vectors
had less corresponding words in the training data, it is enough
general, that the LSTM Network can be effectively trained
and it works even better than word vectors created from the
training data. However, to fit a model with this type of vectors
on a single GPU the length of sequences had to be shortened
from 1000 to 500. Using the same size of length for simple
vectorizer resulted that, it wasn’t possible to fit this model.
The reason was that Google News Word2vec had 300 vector
length per word.

IV. ARCHITECTURE OF THE PROPOSED RECURRENT DEEP
NETWORK

The idea in this paper was to use a standard LSTM network.
This network has an advantage over standard Recurrent Neural
Network that it doesn’t have problems with vanishing gradients
[14]. Simpler version of LSTM is GRU (Gated Recurrent
Unit), that is almost as effective as LSTM, but it can be trained
faster. However, the corpus used in this work had only 40 MB,
therefore this wasn’t necessary. The number of cells in LSTM
was 500.

For each type of approach and number of categories slightly
different network was used. In the simple vectorization ap-
proach an Embedding Layer was used. This layer encoded
each token into 32 dense vectors. This is needed for proper
LSTM training. In Word2vec approach this can be omitted.
Other differences are in the last, dense, fully-connected layer.
The number of units in this layer depends on the number of
categories that each network is supporting (Fig. 1-4).

V. EMPIRICAL VERIFICATION

The results were obtained using Keras framework with
Tensorflow backend (table I). All the experiments were done
on NVIDIA 1080 Ti GPU with 11GB of RAM. The maximum
number of epochs used in training was 50. The duration of

Fig. 1. Neural network used with simple vectorizer for binary classification.
The simple encoded vectors with 1000 length are transformed into dense
1000x32 embeddings. LSTM has 500 units and dense layer has 1 unit.

Fig. 2. Neural network used with simple vectorizer for multinomial classi-
fication. The simple encoded vectors with 1000 length are transformed into
dense 1000x32 embeddings. LSTM has 500 units and dense layer used for
classification has 7 units.

Fig. 3. Neural network used with Word2vec vectorizer for binary classifica-
tion. The 500 length sequences with 300-length word vectors are put into 500
units LSTM. The dense layer used for classification has 1 unit.

Fig. 4. Neural network used with Word2vec vectorizer for multinomial
classification. The 500 length sequences with 300-length word vectors are
put into 500 units LSTM. The dense layer used for classification has 7 units.
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TABLE I
DEEP NEURAL NETWORKS ACCURACCY

Nr of classes Simple Vectorizer Word2vec
2 91.52 % 92.25 %
3 76.53 % 89.52 %
7 58.93 % 86.21 %

Class Arts History Law Medicine Religion Sports Technology Avg.
LSTM Prec. 89.5 79.5 92.5 87.5 82.0 90.5 82.0 86.21
CNN Prec. 82.5 62.0 88.0 85.5 83.0 89.5 83.5 82.07

each epoch was from 5 seconds with Google News word2vec
to 30 seconds for simple vectorizer multinomial classifica-
tion. Batch size was 200. For binary classification binary
crosstentropy was used, and for multinomial - sparse categorial
crossentropy as a loss function. The optimizer was Adam with
default parameters, for instance learning rate was 0.001. The
activation function was traditional sigmoid.

Also, the result for seven category classification with Google
News word2vec for LSTM was compared with Convolutional
Neural Network with architecture similar to [22], but without
dropout regularization and it achieved ca 82% accuracy (table
I). In this table we can also see that LSTM has better precision
then CNN in most cases. Therefore CNN was less effective,
but it could be trained an order of magnitude faster.

VI. CONCLUSIONS

In this work we demonstrated a method of subject classifi-
cation of text documents with the documents represented by
sequences of words, which were used for training an LSTM
neural network. We tried several ways of coding words appear-
ing in the sequences, and found that the most promising results
of classification were obtained with words represented in the
word2vec vector space. We used word2vec models trained on a
large Google news corpus and found that application of models
trained on small corpora does not yield successful features
for classification. We evaluated the method based on a sample
corpus of Wikipedia articles, and obtained accuracy of ca 86%
(accuracy of model trained to recognize one out of 7 subject
categories). This best performance was realized with LSTM
models trained with word2vec-coded sequences of words;
these models outperfomed a standard bag-of-words approach
reported in our previous work. Although training deep neural
networks is commonly regarded as resource-demanding, we
found that training deep LSTM neural models as presented
in this case study is now feasible using robust libraries such
as Keras with Tensorflow and using mid-range GPU devices
(system with 11GB of RAM was used). We also provide some
technical hints regarding how such tasks can be solved with
deep-learning approach.

The research can be continued in future work in order
to increase the accuracy. The idea here would be to create
better word vectors on larger corpora then Google News or
using other word vector representation such as GloVe (Global
Vectors) [23]. Also, some updates of network architectures
with regularization method can be considered. However, the
results show, that generalization of vector representation is a
fundamental part in creating effective Deep Neural Network
models for NLP and this vectors can be effectively used for
texts that was not their main target.
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Abstract—Today, large scale companies are receiving tens of
thousands of feedback from their customers every day, which
makes it impossible for them to evaluate the feedbacks manually.
As sentiments expressed by the customers are vitally important
for companies, an accurate and swift analysis is needed. In this
paper, a hierarchical approach is proposed for sentiment analysis
and further categorization of Turkish written customer feedback
to a private airline company. First, the word embeddings of
customer feedbacks are computed by using Word2Vec then
averaged in proportion with the inverse of their frequency in
the document. For binary sentiment analysis, i.e determination of
’positive’ and ’negative’ sentiments, an extreme gradient boosting
(xgboost) classifier is trained on averaged review vectors and an
overall accuracy of 92.5% is obtained which is 16.8% higher
than that of the baseline model. For further categorization of
negative sentiments in one of twelve pre determined classes,
an xgboost classifier is trained upon document embeddings
of negatively classified comments, which were calculated using
Doc2Vec. An overall accuracy of 71.16% is obtained for the
task of categorization of 12 different classes using the Doc2Vec
approach, thereby yielding a classification accuracy 19.1% higher
than that of the baseline model.

Index Terms—customer relationship management, word2vec,
doc2vec, classification, sentiment analysis, xgboost

I. INTRODUCTION

CUSTOMER Relationship Management (CRM) has
gained importance with the advent of the big data phe-

nomenon. Millions of customers are sharing their opinions
about the products they use every day. According to [1],
77% of customers care about other people’s comments, while
75% of customers trust comments on social media rather
than personal recommendations. CRM enables companies to
focus on their customers’ needs: e.g., what do they want
and what needs to be fixed [2]. When a problem occurs,
swift action needs to be taken by companies according to
customer feedback to prevent any sort of damage. But, without
an automated system, swift evaluation of tens of thousands
customer feedback is impossible.

Advances in natural language processing (NLP) algorithms
have enabled the development of automated CRM systems.

Companies are using these algorithms to determine their
marketing strategies by observing their customers opinion
about their products [3], [4]. However, sentiment analysis
has not been widely investigated for agglutinative languages,
such as Turkish. In [5] sentiment polarities of Turkish written
movie critics data set were analyzed using an N-gram language
model. Kaya et. al. [6] applied a maximum entropy and N-
gram language model to classify sentiments of political news
from several Turkish news sites . In some studies, a lexicon
based approach is applied to conduct sentiment analysis on a
movie critics data set [7] [8]. Lately, algorithmic innovations
on NLP has enabled the emergence of various word embedding
algorithms, among which the most popular is Word2Vec [9].
To the best of our knowledge, as of yet the performance of
Word2vec for sentiment analysis in Turkish written text has
not yet been investigated.

This paper proposes the use of unsupervised word/document
embedding methods for sentiment analysis of Turkish written
customer reviews and their further categorization to one of
twelve classes. Word2vec is used to capture semantics of
words from unlabeled large corpora of customer reviews. After
which, a classifier is trained upon word embeddings of labeled
training samples for the binary sentiment analysis task, where
each word is proportioned by their tf-idf values, then averaged
in order to have an averaged review vector for each customer
review. Then, a document embedding algorithm, Doc2Vec
[10] is trained on negatively classified customer reviews to
extract document embeddings for customer reviews. Lastly,
a classifier is trained upon document embeddings for the
discrimination of the 12 pre-determined categories. Results
of both sentiment analysis and categorization are compared
with a baseline model: an xgboost classifier trained upon a
bag of words vectors. The justification of not choosing a deep
neural network approach is that we do not have enough labeled
samples to feed the deep neural network. Neural networks
are required huge amounts of data in order to yield a good
generalization [11]. Also, the usage of transfer learning [12]
is not possible since there are no models that have been trained
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with a Turkish written data set.
The paper is structured as follows: In Section II, details

about the evaluated data set is presented. In section III details
for the proposed method is given. Finally, in Section IV, results
of both sentiment analysis and categorization are shared and
discussed.

II. DATA SET

The data set evaluated in this work was collected by
a private airline company. The company directly asked its
customers about their opinions of their journey in overall,
from airport to final destination. The data set contains a
total of 14000 customer reviews (≈ 532000 words after pre-
processing) written in Turkish, where 1070 of them are la-
beled. The labeled part of the data set consist of labels for both
sentiments and specific categories of reviews. The number of
reviews and their average length for each sentiment are shown
in Table I. There are 12 specific categories namely, flight crew,
customer loyalty program, pantry, overall satisfaction, seat,
baggage, boarding, in-flight entertainment (IFE), catering, time
performance, lounge, check-in. Positive reviews are assigned
to only one category: overall satisfaction. While positive
reviews are made up of short sentences in general, negative
reviews are complex and long. In addition, the distribution of
negative reviews by category is disproportionate, as can be
seen from Table II. Examples of customer reviews are given
in Table III, translated to English for the benefit of readers.

III. METHODOLOGY

The methodology used in this paper is summarized in Figure
1. First, the customer reviews are pre-processed in order to
reduce the data complexity for word embedding methods.
Then, word embeddings are calculated by using Word2Vec
[9] [13] on unlabeled corpus. Furthermore, the word vectors
are proportioned by their tf-idf values and then averaged in
order to have a single review vector for each review. Then, an
extreme gradient boosting (Xgboost) [14] classifier is trained
on [15] review vectors of labeled customer reviews for the task
of binary sentiment analysis, i.e. classification of positive and
negative sentiments. The trained model is then used to classify
all the CRM data in order to subtract positive sentiments from
the data set. After the sentiment analysis, further categorization
of negative sentiments are analyzed. Compared to the binary
sentiment task, categorization of reviews is more challenging
as the class complexity is higher as well as the labeled
samples are being imbalanced. For the categorization of the
negative comments, a paragraph embedding method Doc2Vec
is employed [10], but only on the reviews which are indexed
as negative by the first classifier. Since the labeled data set is
imbalanced, the Synthetic Minority Oversampling Technique
(SMOTE) [16] is applied to the negative reviews to solve the
imbalanced learning problem. Then another Xgboost classifier
is trained on document vectors for the categorization task.
10 fold cross validation is applied in training of models.
Aforementioned steps are explained in detail in the following
subsections.

Fig. 1. Flow diagram of the proposed algorithm

A. Pre Processing

To obtain proper word embeddings, a pre-processing stage
is essential. Thus, the data set cleansed from numbers, punc-
tuations and stop words. Lemmatization and tokenization is
also applied.

Tokenization) Tokenization is an operation which splits
a given sentence into individual words. However, Turkish
contains several non-ascii letters, namely, ’ı’, ’ç’, ’ğ’, ’ş’, ’ö’,
’ü’, which makes this problematic for standard tokenizers. In
this study, Zemberek, an open source tokenization and deasci-
ification library specifically developed for Turkish language is
used [17].

Elimination of Stopwords, Punctuations and Numbers)
Stop words are referring to the frequently used words. In
this work, 165 words such as ’fakat, de, da, ama, en, ki, ve’
are considered stop words of which holds conjunctions and
pronouns. These are removed from the data set but adjectives,
such as good, nice etc. are kept as they are related to the
subject of interest. Punctuations are fairly irrelevant in the data
set. For example, exclamation mark is both used in negative
and positive sentiments nearly the same amount. Therefore, all
punctuations are discarded. Numbers also contain very little
or no information considering the objective of this work.

Lemmatization) Lemmatization is an important operation in
order to reduce the word complexity. As mentioned, Turkish is
a agglutinative language, which makes stemming/lemmatizing
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TABLE I
DISTRIBUTION OF LABELED DATA ACCORDING TO THE POSITIVE AND NEGATIVE SENTIMENTS AND THEIR AVERAGE LENGTH

Sentiments Number of Reviews Average Length After Pre Processing (in terms of words)

Positive 406 21.7

Negative 664 48.9

TABLE II
NUMBER OF LABELED REVIEWS FOR EACH NEGATIVE SENTIMENT CATEGORY

Class Flight
Crew

Customer
Loyalty

Program
Pantry Overall

Satisfaction Seat Baggage Boarding Ife Catering Time
Performance Lounge Check-in

Sample
Size 120 112 80 80 47 42 39 32 35 29 26 23

TABLE III
SOME EXAMPLE REVIEWS (TRANSLATED TO ENGLISH)

Feedback Category Sentiment

Everything was great, thank you. Keep on going! Overall
Satisfaction Positive

The call centre I contacted about my luggage delay were extremely unhelpful. They misinformed me about where
to file my complaint, took 17 days to reply to my email and most importantly, they did not solve my problem.

Baggage Negative

difficult. In this work, an open source lemmatization library
turkish-lemmatizer, which is specifically designed for Turkish
language, is employed [18]. The library uses longest matched
stemming algorithm for lemmatization .

B. Feature Extraction

In this paper, unsupervised word/document embedding
methods are employed, such as Word2Vec and Doc2Vec, for
feature extraction. The word vectors created by Word2vec are
averaged by their TF-IDF values to have a ’review vector’ for
each customer review. Also, for baseline model the bag of
words technique is used for feature extraction.

Word2Vec) Word2Vec is a word embedding method that
has been shown [9] to be useful as it preserves the semantics
of words in unsupervised manner. Word2Vec is a shallow
neural network in general, which has one input, one hidden
and one output layers. There are two Word2Vec models
available; Continuous Bag of Words (CBOW) and Skip-Gram.
In CBOW, model predicting a word from its surrounding
words, thus the order of words are ignored. In Skip-Gram,
which is the opposite of CBOW, the model is predicting the
context from the given word. In this paper, the Skip-Gram
approach is used as it takes into account the order of the words.
For detailed mathematical explanation of Skip-Gram approach,
authors recommend reading [19] and references therein. A
simplified explanation can be given as follows: Let w denote
the corpus of words and let c be the context of words for a
given data set D. The skip-gram model is trying to maximize
the conditional probability p(c|w) by optimizing its parameters
θ. Thus the objective function can be given given as:

argmax
θ

∏

(w,c)∈D

p(c|w; θ) (1)

Each word in corpus needs to be encoded into one hot vectors
in order to be used in the model. Let vc and vw be the encoded
versions of c and w respectively and let C represent the whole
context. To maximize Equation 1, the softmax function is
employed:

p(c|w; θ) = evc.vw

∑
(c′∈C) e

vc′.vw
(2)

Nominator of Equation 2 is the dot product between an
encoded word vector vw and its context vc. Intuitively, the
related words, i.e. the words in the same context, should
yield a higher dot product value compared to the unrelated
words. On denominator, c′ refers to all contexts for a given
corpus. It is computationally very expensive to calculate all
word pairs, therefore an approximation is needed. In order to
prevent this bottleneck, the authors of Word2Vec developed
a method called negative-sampling. Negative sampling states
that, if some unrelated w, c pairs are added to the network
by creating D′ from random w, c pairs, the network learns a
unique representation for each word.

Gensim has a popular Word2Vec implementation of which
we have used in this work [20]. Word2Vec implementation
of Gensim requires some hyperparameters to be tuned. In
this work, hyperparameters are determined empirically where
vector dimensionality for each word is selected as 200, context
size of 10 and downsampling factor of 10−3 is used. In
order to observe the quality of the word embeddings, we
have investigated some of the key words. For example, the
word ’koltuk’ (’seat’ in English) is most similar (yields a high
dot product value) to the words; dar(narrow), geniş(wide),
boy(size/length). The word eğlence (entertainment) is most
similar to the words altyazı (subtitle), Türkçe (Turkish) and
sistem (system).
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Bag of Words) Bag of words algorithm is based on creating
a document vector by word counts [21]. The algorithm creates
a histogram-like document vector based on word count i.e. by
counting each word that appears more than the given threshold
for a given document. In this work, threshold value is selected
as 4000, which indicates that we use the most frequent 4000
words. The value of threshold is determined empirically.

Tf-idf) TF-IDF is the abbreviation of the term frequency
inverse document frequency. Term frequency measures the
frequency of terms occurring in the document. Inverse doc-
ument frequency measures the importance of words. The IDF
coefficients are often very useful for weighting frequent words.
Because, some words might occur more than others which
might impact the vectorization quality of customer reviews.
Thus, instead of directly averaging word embeddings of each
word in a customer review, it is beneficial to calculate review
vectors by proportioning each word embedding with their idf
value.

Doc2Vec) Doc2Vec is an unsupervised learning algorithm,
which aims to find the embeddings of documents. The
Doc2Vec algorithm, is implemented by adding a paragraph
vector to the aforementioned Word2Vec algorithm. Similar to
Word2Vec, there are two Doc2Vec models, namely, Distributed
Memory (similar to CBOW) model and Distributed Bag of
Words (similar to Skip-Gram) model. While the latter ignores
word ordering, the former keeps it by concatenating the
paragraph vector and word vectors in order to predict the
next word in the given context. Doc2Vec algorithm has two
advantages; first, it preserves word order and second, it is
an unsupervised learning algorithm. Keeping the word order
is seen to be essential in categorization task as it is much
more complicated compared to the binary sentiment analysis
task. Also, being an unsupervised learning algorithm makes
Doc2Vec suitable for this task as we have a large corpus of
unlabeled comments, where Doc2Vec can learn semantics of
customer comments without in need of the labels. Gensim also
has an implementation of Doc2Vec of which we have used in
this work where document dimensionality is selected as 200,
context size of 10 is used and downsampling factor of 10−3

is used.

C. Post Processing
As mentioned previously, the review categories are some-

what imbalanced. In order to prevent imbalanced learning
SMOTE is employed. SMOTE creates synthetic samples in
the local neighbors of features by subtracting the feature
vector from its nearest neighbor then multiplies the result by
a random number between 0 and 1 and adds it to the feature
vector. In order to prevent overfitting, SMOTE is applied only
to the training data.

D. Classification Model
The extreme gradient boosting (Xgboost) algorithm is se-

lected for the classification task. Xgboost is a supervised tree
boosting algorithm which combines many weak learners to
produce a strong learner. For the given training samples xi

and their labels yi, Xgboost algorithm uses K weak learners
to predict the output ȳi:

ȳi =
K∑

k=1

fk(xi) (3)

Here fk denotes a tree structure which contains a continuous
score wi on its ith leaf. The score of each tree is calculated
by minimizing the following objective function

L(t) =
n∑

i=1

l(yi, ȳi
(t−1) + ft(xi)) + Ω(ft) (4)

where l denotes a convex loss function which can be
differentiated in order to measure the difference between
yi and ȳi

(t). Here ȳi
(t) denotes the prediction of the ith

sample at tth iteration. Ω is the regularization term where
Ω(ft) =

1
2λ||w||2. The regularization term prevents leaf scores

to have large values. ft(xi))’s of which decreases the Equation
4 are greedily added to the tree to obtain the final classification
tree. Detailed explanation of Xgboost algorithm is given in
[14].

IV. RESULTS

Even though the labeled data set is not very large, the usage
of unsupervised techniques such as Word2Vec and Doc2Vec
made it possible for us to utilize the large unlabeled corpus that
we have. The confusion matrices of both the categorization
task and the sentiment analysis are given on Table-IV and
Table-V where classification accuracies are reported as 71.16%
and 92.5% respectively. For both tasks, our approach surpasses
the baseline model by a great margin, where we have obtained
75.7% accuracy for sentiment analysis and 52.1% accuracy
for categorization by utilizing a bag of words approach. It is
important to note that, the baseline method is implemented in
a non-hierarchical way as we considered sentiment analysis
and categorization separately.

By analyzing the results of the sentiment analysis, we
report that the confusion between sentiments is caused by
the reviews that are comprised of ’neutral’ emotion of which
we have not investigated in this work. Furthermore, most of
the confusions between classes in the categorization task are
dependent upon two main reasons: First and foremost, we
assumed that a customer feedback is only related to a certain
category, however some reviews contain multiple categories.
For example, feedback related to the lounge are confused with
the customer loyalty program, which is intuitive as in most
of the feedback many customers have mentioned that they
need to be given better rights at lounge when utilizing the
customer loyalty program. Same phenomena applies for some
other classes as well. Secondly, the classes with high error are
seen to have the classes that have small number of training
samples where SMOTE is failed to generate proper samples.
Authors conclude that, instead of multi-class classification the
categorization task can be thought as a multi-label classifica-
tion, where a single feedback can be comprised of multiple
labels.
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TABLE IV
CONFUSION MATRIX FOR THE CATEGORIZATION OF NEGATIVE REVIEWS

Overall
Satisfaction Boarding Check

In Pantry Seat Baggage Flight
Crew Ife Catering Time

Performance Lounge
Customer
Loyalty
Program

Overall
Satisfaction 0.75 0.09 0 0.03 0.02 0.05 0 0 0.04 0.01 0 0.01

Boarding 0.06 0.67 0.01 0 0.1 0.01 0.06 0.07 0.01 0 0.01 0
Check

In 0.03 0.02 0.74 0 0.04 0 0.03 0.06 0 0 0.05 0.03

Pantry 0 0.03 0 0.88 0.01 0 0.03 0 0 0.05 0 0
Seat 0.01 0.04 0.06 0 0.53 0.06 0.02 0.02 0.09 0.04 0.06 0.07

Baggage 0 0 0.03 0.01 0.05 0.78 0 0.01 0.03 0 0.09 0
Flight
Crew 0 0.03 0 0 0.03 0 0.82 0 0.01 0.06 0.05 0

Ife 0.01 0.01 0 0.01 0.01 0.01 0.01 0.73 0.04 0.1 0.07 0
Catering 0.01 0 0 0 0.01 0 0.01 0.03 0.83 0.04 0.03 0.04

Time
Performance 0.05 0 0.05 0 0.07 0.03 0.04 0.12 0.03 0.49 0.12 0

Lounge 0.02 0 0.01 0.01 0.07 0.06 0.04 0.07 0.06 0.04 0.52 0.1
Customer
Loyalty
Program

0 0.01 0.01 0 0.03 0.01 0.01 0.03 0.05 0.03 0.02 0.8

TABLE V
CONFUSION MATRIX FOR SENTIMENT ANALYSIS

Positive Negative

Positive 0.885 0.115

Negative 0.035 0.965
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

Abstract—The  sheer  usage  of  social  media  presents  an

opportunity for an automated analysis of a social media user

based on his/her information, activities, or status updates. This

opportunity  is  due  to  the  abundant  amount  of  information

shared by the user.  This  fact  is  especially  true  for  countries

with  high  number  of  active  social  media  users  such  as

Indonesia.  Extraction  of  information  from  social  media  can

yield insightful  results if  done correctly.  Recent studies have

managed  to  leverage  associations  between  language  and

personality and build a personality prediction system based on

those  associations.  The  current  study  attempts  to  build  a

personality  prediction  system  based  on  a  Twitter  user’s

information  for  Bahasa  Indonesia,  the  native  language  of

Indonesia.  The  personality  prediction  system  is  built  on

Support  Vector  Machine  and  XGBoost  trained  with  329

instances  (users).  Evaluation  results  using  10-fold  cross

validation  shows  that  the  system  managed  to  reach  highest

average accuracy of 76.2310% with Support Vector Machine

and 97.9962% with XGBoost.

I. INTRODUCTION

TATISTICS show that 1 in every 3 minutes of Internet

usage is spent on social media  [1]. The sheer usage of

social media means that a lot of information are shared by

users  during their  social  media usage.  Information  can be

shared explicitly or implicitly. One of the information that

can  be  analyzed  from  social  media  usage  is  user’s

personality.

S

Recent  studies  on  automated  personality  assessment

(hereinafter personality prediction) have been conducted in

the past on several social medias. The current study focuses

on  Twitter.  Twitter  has  gained  high  popularity  over  the

years.  Statistics  show that  the  number  of  active  users  on

Twitter are constantly rising each quarter and reaching up to

313 million active Twitter users as of June 2016 [2], [3].

Unlike  other  studies  which  focuses  on  English  as  the

prediction  system’s  main  language,  this  study  focuses  on

Bahasa Indonesia, the mother tongue of Indonesia. There are

several statistics which show that Indonesia has high Twitter

usage. The first among them is a study by [4], in which they

mentioned  that  2.4%  of  worldwide  tweets  are  posted  by

users  of  Jakarta,  the  capital  city  of  Indonesia.  Mr.  Roy

This  work  was  supported  by  grant  from  Ministry  of  Research,

Technology and Higher Education of the Republic of Indonesia.

Simangunsong, Indonesia’s Twitter Country Head, reported

that 77% of Indonesians are active on Twitter every day [5].

An observation by eMarketer on November 2015 also shows

the rise of Twitter users in Indonesia from year 2014-2015

and is predicted to keep rising until 2019 [6].

Fig.  1 Number of Twitter users in Indonesia per year 2014 – 2019 in

millions

The personality prediction system for this study is built to

classify  a  user’s  personality  based  on  The  Five  Factor

Model,  a  personality  model  by  McCrae  and Costa,  which

divides  an  individual’s  personality  into  5  traits,  namely

Agreeableness,  Conscientiousness,  Emotional  Stability,

Extraversion, and Openness. The contributions of this paper

are  the personality  prediction  system built  for  the Bahasa

Indonesia language, set of scenarios which contribute to the

system’s  accuracy,  and  the  comparison  of  2  machine

learning algorithms implemented into the prediction model.

II.RELATED WORKS

Previous studies have attempted to implement personality

prediction  on  Twitter.  [7] and  [8] built  a  personality

prediction system for The Five Factor Model. A personality

prediction  system  was  also  built  for  the  Dark  Triad

personality  model  in  [9].  [7],  [8],  and  [9] built  the

personality prediction system for English using tools such as

LIWC  (Linguistic  Inquiry  and  Word  Count)  and  MRC

Psycholinguistic Database. Another study by [10] also used

LIWC to build a personality prediction system on Facebook.

These tools are predefined categories of words which can be
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used to assess the tendency of a user to talk about a certain

category.  Such  tools  have  also  been  utilized  to  create  a

prediction system in non-English languages such as Spanish,

Dutch, Italian [11], and Chinese [12].

A  literature  review  on  personality  prediction  by  [13]

states that among the literatures  that they examined,  more

than  half  utilized  such  tools  to  build  their  personality

prediction system. Despite its usefulness, LIWC and MRC

have language limitations—it doesn’t support all languages.

The tools are not supported in Bahasa Indonesia, so another

approach must be applied to this study.

Other recent studies have come up with another approach

by assessing the tendency of a user’s choice of words. This

is done by counting the usage frequency of a certain n-gram

by a user.  This method has been implemented in the past

with data from various social platforms such as blogs  [14]

[15] and  Facebook  [16][17].  Said  method  has  also  been

applied for non-English languages such as Chinese [18] and

Bahasa Indonesia [19].

In  [19],  they managed to build a personality prediction

system  for  The  Five  Factor  Model  using  myPersonality,

which is a  corpus consisting of  status updates  from users

which  have  been  labelled  with  The  Five  Factor  Model

personality  traits.  The  dataset  is  translated  into  Bahasa

Indonesia  to  build  a  prediction  system  in  said  language.

Therefore,  this  study  attempts  to  apply  the  personality

prediction  task  on  an  original,  non-translated  Bahasa

Indonesia corpus.

III. THE FIVE FACTOR MODEL

Personality is regarded as the main factor of what causes

an individual to act a certain way in online interactions [20].

The  Five  Factor  Model  is  one  of  the  most  widely  used

concepts  in  studies  observing  the  association  between

personality  and  social  media  use  [21][22][20][23][24].

Results from these studies show that the Five Factor Model

can indeed act as a predictor in social media use.

The  Five  Factor  Model  is  a  hierarchical  structure  of

personality  traits  which  consist  of  5  main  dimensions:

Extraversion,  Agreeableness,  Conscientiousness,

Neuroticism, and Openness to Experience  [25]. In fact, the

Five Factor Model is commonly used among psychologists

to  comprehensively  describe  personality.  The  naming  of

personality  traits  is  done  through  a  series  of  literature

reviews  and studies.  One of  the examples  is  Neuroticism,

which corresponds to low scores of Emotional Stability [25].

The  neuroticism trait  cannot  be  viewed  as  someone  with

psychopathological  characteristics,  but  someone  who  is

unsatisfied with his/her life [26] or an individual who tends

to experience psychological  distress  [20]. Individuals with

low Extraversion (Introversion) are viewed as reserved, not

unfriendly, and independent individuals. They also prefer to

be  alone  without  having  social  anxiety  [26].  Extraverted

people are interpreted as individuals who tend to be sociable

and experience positive emotions [20]. Individuals with high

Openness scores are individuals who are open to new ideas

while  cautiously  implementing  them.  On  the  other  hand,

individuals with low Openness scores have smaller scope of

interest [26].  People with Agreeableness trait are trusting of

others, sympathetic, and cooperative  [20]. Individuals with

high  scores  on  the  Conscientiousness  trait  are  active  in

planning and organizing their activities, while an individual

with a  low Conscientiousness  score  is  usually  more  laid-

back in their work [26].

The  previous  study  between  Facebook  and  the  Five

Factor Model shows that individuals with Extraversion trait

have  higher  number  of  friends  [20][24].  Introverted

individuals  tend  to  present  more  personal  information  on

their social media  [20]. Individuals with high Neuroticism

show  the  tendency  to  post  photos  of  themselves  more

compared to those with low scores [20]. This study however

contradicts  results  from  a  previous  study  by  [24].

Individuals with high Openness score are known to be more

expressive on their Facebook profiles [20]. People with high

Conscientiousness  trait  have  more  friends  and  have

tendency to post pictures compared to individuals with low

Conscientiousness  [20].  This  result  too,  contradicts  the

results  from  [24]'s  study.  Finally,  more  observation  is

required  regarding  the  correlation  between  Agreeableness

trait individuals towards their social media usage [20].

IV. METHODOLOGY

This  study  consists  of  3  main  tasks:  data  collection,

preprocessing, and building the prediction model. Figure 2

shows an overview of the method applied in this study.

A. Data Collection

Preparation  of  dataset  is  done  to  obtain  the  training

dataset  and  testing  dataset.  The  dataset  acquired  contains

Twitter  user  information  and  a  maximum  of  100  of  the

user’s latest tweets. Users are chosen based on the following

criteria:

 

Fig.  2 Overview of methodology
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1. User posts on Twitter at least once a month.

2. User uses Bahasa Indonesia as their main language.

The user information extracted covers 12 features:

1. Number of tweets

2. Number of followers

3. Number of following

4. Number of favorites

5. Number of retweets from extracted tweets

6. Number of retweeted tweets from extracted tweets

7. Number of quote tweets from extracted tweets

8. Number of mentions from extracted tweets

9. Number of replies from extracted tweets

10. Number of hashtags from extracted tweets

11. Number of URLs from extracted tweets

12. Average time difference between each tweet

A  total  of  359  data  were  collected,  where  1  data

represents Twitter data from 1 user. 329 data were utilized

as training data, and the remaining 30 data as testing data.

The dataset was then annotated with “high” or “low” label

for each personality trait by 3 psychology experts. A “high”

label  indicates  that  the user  has  a high  level  of  a  certain

personality trait, while “low” label represents that the user

has a low level of a certain personality trait. Thus, each user

consists of 5 labels, each label representing the level (high

or low) of each personality.

Table  1  shows  the  distribution  of  the  training  dataset,

while table 2 shows the distribution of the testing dataset.

B. Preprocessing

To preprocess the extracted information from Twitter, a

series of automated and manual removal of elements were

applied.  Automatic  element  removal  involves  omitting

retweets,  replacing  mentions  with  “[UNAME]”  token,

replacing  hashtag  with  “[HASHTAG]”  token,  removing

hyperlinks/URLs,  and  removing  emoji.  After  applying

automatic  element  removal,  several  manual  element

removals  were applied to reduce the noise in the training

data  (e.g.  non-Bahasa  Indonesia  content,  non-Twitter

content).

Next, tokenization is applied to the resulting dataset from

the previous step, which produces a series of unigram and

bigram.  The  occurrence  of  each  unigram  and  bigram  is

counted.  Each  n-gram  goes  through  a  series  of  n-gram

normalization  functions  to  reduce  the  occurrence  of

unrecognized words (e.g. misspelled or slang words). The n-

gram  normalization  functions  applied  were  adapted  from

[27] and [28].

Omission  of  stop  words  was  also  applied  in  scenarios

which  require  said  action.  The  scenarios  are  further

explained in section 4.3. The list of stop words was adapted

from [29].

Finally,  the  system also  utilized  LDA (Latent  Dirichlet

Allocation) generated topics. Topics were generated using a

Bahasa  Indonesia  Wikipedia  dump  file.  The  dump  file

contains the content of every article available on the Bahasa

Indonesia version of Wikipedia. This file is loaded into the

LDA algorithm with  Gensim  [30] to  produce  100  topics,

where each topic consists of 20 words.

The final output of the dataset consists of the 13 features

presented in section 4.1 representing the user information,

and the frequency of each n-gram.

C. Build Prediction Model

The personality prediction system consists of 5 classifiers.

Each classifier is tasked with the prediction of 1 personality

trait. The system is trained with 329 instances of the output

from the preprocessing step. Classifiers built on the Support

Vector  Machine  and  XGBoost  are  trained  with  the  same

dataset. The Support Vector Machine classifier was run on

Weka, while XGBoost was run on R.

After the training process, the system is evaluated using

10-fold cross validation and loading the 30-instance testing

dataset  into  the  system.  The  evaluation  measure  used  for

evaluation is accuracy.

The personality  prediction  system is  tested on different

scenarios with the following actions: 

1. Minimum  occurrence  of  n-gram  (minimum

occurrence=1 or minimum occurrence=2)

TABLE I.
TRAINING DATASET DISTRIBUTION

Agreeableness Conscientiousn

ess

Emotional

Stability

Extraversion Openness

High 134 92 150 202 163

Low 195 237 179 127 166

TABLE II.
TESTING DATASET DISTRIBUTION

Agreeableness Conscientiousn

ess

Emotional

Stability

Extraversion Openness

High 19 16 21 24 16

Low 11 14 9 6 14
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Refers to the number of times an n-gram appears in

the list of extracted tweets. 

If minimum occurrence is set to 1 for a scenario,

then the system will take all the user’s existing n-

grams into consideration for the prediction.

If the scenario’s  minimum occurrence is set to 2,

then the system will only take n-grams that appear

at least twice into consideration for the prediction.

2. n-gram  weighting  scheme  (Boolean  or  TF

weighting)

Refers to how an n-gram’s weight is calculated. 

If the weighting scheme for a scenario is Boolean,

then the n-gram’s weight is set to 1 if it appears in

the list of tweets, and 0 if otherwise.

However, if the weighting scheme for a scenario is

TF, then the n-gram’s weight is set to the number

of times it appears in the list of tweets.

3. LDA  topic  features  (use  LDA  topic  features  or

don’t use LDA topic features)

Refers to whether LDA-generated topic features are

used in a scenario.

4. Stop  words  omission  (omit  stop  words  or  don’t

omit stop words).

Refers to whether stop words are omitted from the

list of n-grams in a scenario.

Combining these actions results in a total of 16 scenarios,

which are shown in table 3.  Each row represents a single

scenario.  The  checked  cells  on  said  table  are  the  actions

used in the row of the corresponding scenario.

V.RESULT AND DISCUSSION

The system is evaluated with a held-out test set of 30 data

and  10-fold  cross  validation.  A  test  set  evaluation  is

included to make sure  the system still  performs the same

way as when evaluated with 10-fold cross validation.

The evaluation results are shown on Figures 3 to 6. Due

to  the  large  number  of  scenarios  tested,  only  the  top  5

average accuracies for each evaluation are presented in the

figures below.

The results from Figure 3 show that the highest average

accuracies are dominated by scenarios 6, 5, 13, and 14. The

4  scenarios  have  2  things  in  common:  the  usage  of  TF

weighting  scheme  and  LDA  topic  features.  The  highest

average  accuracy  is  79.9392%,  which  is  achieved  on  the

Extraversion personality trait with scenario 5.

The results from Figure 4 are dominated by scenarios 14

and 13. The common feature shared by both scenarios are

that  they  utilize  TF  weighting  scheme  and  LDA  topic

features.  Evaluation  on  test  set  with  Support  Vector

Machine managed to achieve 90%, the highest accuracy for

the  Agreeableness  trait  with  scenario  6,  and  Extraversion

trait with scenarios 13 and 14.

Figure 5 presents the results from 10-fold cross validation

with XGBoost, which are dominated by scenarios 6, 5, 14,

and 13. The mentioned scenarios also have the same thing in

common as the previous evaluations: usage of TF weighting

scheme  and  LDA  topic  features.  In  this  evaluation,

Emotional  Stability  with  scenarios  5  and  6  managed  to

achieve highest accuracy, which is 98.7900%. 

TABLE II.
SCENARIOS FOR EVALUATION

Scenario Minimum occurrence of

n-gram

n-gram weighting scheme LDA topic features Stop words omission

1 2 Boolean TF Use LDA Don’t use LDA Omit Don’t omit

1    

2    

3    

4    

5    

6    

7    

8    

9    

10    

11    

12    

13    

14    

15    

16    
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Figure 6 presents the accuracy of the XGBoost classifier

when  evaluated  with  a  30-instance  test  dataset.  The

evaluation  results  are  dominated  by  scenarios  13  and  14,

where both scenarios utilize TF weighting scheme and LDA

topic features. 100% accuracy is achieved on the Emotional

Stability and Extraversion personality trait with scenario 13,

and on Openness with scenario 14.

Fig.  3 Accuracy of Support Vector Machine using 10-fold cross validation

Fig.  4 Accuracy of Support Vector Machine using test dataset

The  TF  weighting  scheme  managed  to  achieve  higher

accuracy as it provides the system with information of how

many times the word occurs from a user with a particular

type of personality. The Boolean weighting scheme doesn’t

contain this information since the values only show whether

a particular word is used by the user.

The LDA topic features also contributed to the system’s

accuracy because it does not restrict the system to assess by

the user’s choice of words, but also by the user’s choice of

topics.

Results  from  XGBoost  show  a  significant  increase  in

accuracy compared to Support Vector Machine, even when

evaluated on 10-fold cross validation or a prepared test set.

This is also consistent with other literatures which claim that

XGBoost  managed  to  achieve  the  best  prediction  when

compared to other  algorithms  [31][32][33]. The creator  of

XGBoost also reports that XGBoost was used by the top 10

winning teams in KDD Cup 2015 [34]. 

VI. CONCLUSIONS AND IMPROVEMENTS

In this study, we have presented a personality prediction

system  for  Bahasa  Indonesia  based  on  a  Twitter  user’s

information.  Results  of  this  study  show  that  personality

prediction  in  Bahasa  Indonesia  is  indeed  possible without

using a tool with predefined words (LIWC, MRC), but by

assessing  a  user’s  choice  of  words.  The  current  study

compares  2  different  classifiers:  Support  Vector  Machine

and  XGBoost.  Both  classifiers  are  tested  under  different

scenarios which involve minimum occurrence of n-gram, n-

gram weighting scheme, usage of LDA topic features, and

omission  of  stop  words.  Evaluation  using  10-fold  cross

validation  showed  that  the  personality  prediction  system

built  on  Support  Vector  Machine  managed  to  achieve  a

highest  average  accuracy  of  76.2310%,  while  XGBoost

achieved 97.9962%.

Evaluation results using 10-fold cross validation and 30-

instance test dataset also showed that usage of LDA topic

features  and  TF  frequency  weighting  scheme  contributed

greatly to the personality prediction system’s accuracy.

The results also showed that even when tested under the

same scenario and same dataset, the personality prediction

system built on XGBoost managed to perform significantly

better than on Support Vector Machine.

Fig.  5 Accuracy of XGBoost classifier using 10-fold cross validation

Fig.  6 Accuracy of XGBoost classifier using test dataset
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Future  developments  of  this  study  may  utilize  a  larger

training and testing dataset, which will allow the system to

immerse  itself  in a  wider  variety of  tweets.  Improving  n-

gram  normalization  functions  may  also  increase  the

system’s accuracy since it  allows the system to recognize

and assess more words.
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Abstract—Internet can be misused by cyber criminals as a plat-
form to conduct illegitimate activities (such as harassment, cyber
bullying, and incitement of hate or violence) anonymously. As a
result, authorship analysis of anonymous texts in Internet (such
as emails, forum comments) has attracted significant attention
in the digital forensic and text mining communities. The main
problem is a large number of possible of authors, which hinders
the effective identification of a true author. We interpret open
class author attribution as a process of expert recommendation
where the decision support system returns a list of suspected
authors for further analysis by forensics experts rather than a
single prediction result, thus reducing the scale of the problem.
We describe the task formally and present algorithms for
constructing the suspected author list. For evaluation we propose
using a simple Winner-Takes-All (WTA) metric as well as a set of
gain-discount model based metrics from the information retrieval
domain (mean reciprocal rank, discounted cumulative gain and
rank-biased precision). We also propose the List Precision (LP)
metric as an extension of WTA for evaluating the usability of the
suspected author list. For experiments, we use our own dataset
of Internet comments in Lithuanian language and consider the
use of language-specific (Lithuanian) lexical features together
with general lexical features derived from English language. For
classification we use one-class Support Vector Machine (SVM)
classifier. The results of experiments show that the usability of
open class author attribution can be improved considerably by
using a set of language-specific lexical features together with
general lexical features, while the proposed method can be used
to reduce the number of suspected authors thus alleviating the
work of forensic linguists.

I. INTRODUCTION

THE Internet has become a critical enabling factor of
economic and social transformations, affecting how gov-

ernments, businesses and citizens interact and offering new,
often unforeseen, ways of addressing challenges of sustainable
development. Building trust in online services is essential to
the continued growth and development of the Internet, while
cybersecurity is vital for supporting sustainability and stability
of the Internet. People need to have confidence that their data
are secure, and networks and services they use are secure and
reliable, while the societies and the state need to be sure that

the tools of the Internet are not misused for criminal activities.
The growth in extent and complexity of cybercrime combined
with the lack of time and resources in addressing cybercrime,
and the need to confront cybercrime in near real time raises
a need to process available digital evidences on the Internet
using computational intelligence techniques such as Natural
Language Processing (NLP) [1].

Currently, web-based communication platforms and social
sites (such as Facebook, Twitter, blogs, discussion forums,
online knowledge portals, and chatting tools) allow users to
publicly express their views and share information online. In-
formation spread using such platforms and websites becomes
readily available to a large number of people. A large audience
of readers is a great medium for radical extremists to declare
their views and try to influence public opinion, organize
information attacks against individual groups of society or
the whole countries. Public cyberspace and social networks
can become channels of information to apply black public
relations technologies for propaganda of violence and hate.
The individuals who tend to spread ethnic, racial hatred,
extremism and inciting war, or threatening public or national
security often exploit the openness of social media by trying
to hide behind nicknames or using other opportunities to stay
anonymous. Establishing the authorship of an anonymous text
based on the characteristics of the text only is a tedious
and laborious task, which can be performed only by skilled
forensics linguistics experts.

Manual work of experts who carry out monitoring is ac-
curate, but ineffective: carried out in real time and round the
clock, it would require having huge human resources in case
of emergencies (information war, hybrid war, riots, armed con-
flict). Because of these limitations, currently forensic linguists
are only asked to analyse texts of only a small number of
authors (usually, a maximum of four or five). Any tools and
methods that could help to reduce the amount of work and
allow to expand the number of analyzed suspects in order to
establish the true author (such as, e.g., by reducing the number
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of suspected authors) are needed by the forensics community.
The results of such automated (or software-generated) analysis
can play a role in criminal investigations and trials [2].

The forensic analysis of electronic web-based texts for
solving their authorship problem is called authorship anal-
ysis [3]. It involves analyzing the writing styles or stylometric
features from the document content. As writing style varies
from one author to another, the aim of authorship attribu-
tion is the correct classification of texts into classes based
on the style of their authors. Besides author identification
where the style of individual authors is examined, author
profiling can also distinguish between categories of authors
such as gender, age, or native language. Authorship verification
checks whether a target document was written or not by a
specific individual. In authorship attribution, the actual author
is known to be included in the set of candidates (closed
case) [4]. In open class authorship attribution, the analyzed
text might not have been written by the candidate authors
(open case). Given the examples of the writing of a single
author the task is to determine if given texts were or were
not written by this author [5], therefore, it provides a more
realistic interpretation of the task since it approximates better
what forensic linguistics experts do. Authorship attribution
can be performed using stylometric techniques through the
analysis of linguistic styles and writing characteristics of the
authors [6]. Applications include email analysis [7] and spam
filtering [8], computer forensics [9], plagiarism detection [10],
cyberpredator identification in online chats [11], tagging of
online texts [12] and news media analysis [13]. In all of these
domains, the goal is to confirm or reject the authorship hypoth-
esis for documents with respect to a set of candidate authors,
given sample documents written by the considered authors.
A close problem is plagiarism detection, where usually two
texts are compared to find similarities between them [10]. The
practice is also relevant for developing sustainable research
and science. In many cases of plagiarism, the misconducting
authors attempt to diffuse responsibility across many (perhaps
innocent) co-authors [14]. So the question of establishing the
true culprit is appropriate. As noted in [15], when dealing
with more than twenty candidates, it is beneficial to identify
a smaller subset of candidates using other scalable methods.
The aim of this paper is 1) to propose a method of open class
authorship attribution aimed at producing the list of suspected
authors rather than a single prediction result, 2) to discuss
the measures for evaluating the usability of the proposed
method, and 3) to consider language-specific (we focus on the
Lithuanian language) text features to improve the accuracy of
authorship attribution.

The structure of the paper is as follows. We describe the
problem formally in Section II. We discuss the language-
specific text features in Section III. We describe the proposed
method in Section IV. We discuss the evaluation metrics in
Section V. Finally, the results are provided and discussed in
Section VI, and conclusions are given in Section VII.

II. PROBLEM OF AUTHORSHIP ATTRIBUTION

The main element of authorship analysis process is text
classification, i.e., the process of assigning predefined category
labels to new documents. The formal description of our task
is given below.

Let t ∈ T be a text message, which belongs to a text space
T . Let A be a finite set of authors: A = {a1, a2, ..., aN}.

Let TL be a training set and TK be a testing set of text
messages, containing instances I of text feature vectors v ∈ V
which belong to a feature space V (where each v corresponds
to a text message t) with their appropriate class labels: IL =
〈v, a〉, IK = 〈v, a〉.

The text message t represented by the feature vector v is
linked to exactly one author a ∈ A.

Let function ξ be a function that generates instances I from
text messages t based on the feature space V : ξ : T ×V → I
.

Feature space V can be partitioned into a number of non-
overlapping feature subspaces Vk as follows: V =

⋃
1≤k≤M

Vk,
⋂

1≤k≤M

Vk = ∅, here M is the number of features.

Let V1 be a set of text features representing general text
features used independently of text language, and Vk, k ≥ 2
are sets of language-specific text features.

Let function γ be an authorship attribution function mapping
a text message t to an ordered set of authors A′, γ : T → A′,
where A′ = 〈A, r〉 and r is a binary relation of authors ai
and aj that is equal to 1, if ai is more likely to be the author
of the message than aj , and 0, if otherwise. A is a sorted list
with the most likely authors on top.

Authorship attribution of text consists of associating a real
value p, 0 ≤ p ≤ 1 to each pair (tj , ai) ∈ T ×A, where T is
the set of text messages, A is the set of authors, and p reaches
its maximum for a true author of the text.

Let Γ denote a supervised learning method, which given
a set of instances I as the input, returns a learned mapping
function γ as the output: Γ : I → γ.

Let π be an evaluation metric (function) mapping from a
testing set of texts TK to a real value q, 0 ≤ q ≤ 1 that
evaluates the quality of author attribution: π : TK → R.

We attempt to find a best feature subspace Vk that given
a text space T would maximize the authorship attribution
function γ′. We define the best authorship attribution function
with regard to Vk, k ≥ 2 as the function γ′ = max

γ
π(γ(TK)),

where γ = Γ(ζ(TL, V1

⋃
Vk)).

Further we employ the one-class learning approach for
authorship attribution of language-specific texts, which has
been introduced first by Koppel and Shler in [16]. One-
class classifier defines a boundary around the target class that
leaves out the outliers. The reference author is assigned to
the target class and all other authors are attributed to the
outlier class [17]. For each author, we have sample documents
written by her/him. Sample documents for the author under
consideration are considered as positive examples, whereas
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sample documents for other authors are considered as neg-
ative examples. Features are extracted from documents and a
classification model is built for the author. For a large number
of features, Principal Component Analysis (PCA) can be used
to derive a reduced number of ’effective’ features, which retain
most of information [18].

III. LANGUAGE SPECIFIC FEATURES

Establishing features that work as effective discriminators of
texts is one of critical issues in research on authorship analysis.
The problem so far is that most research in the area of author-
ship identification is focused on the English texts (with a few
notable exceptions such as Greek [19], Portuguese [20], and
Croatian [21], while applications for other languages usually
focus on the application and adaptation of the text features
and methods adopted from English (e.g., using n-grams [22]).
In case of a language-specific discourse, two approaches are
prevalent: one approach ignores the specifics of a national
alphabet by transliterating language-specific alphabet letters to
standard Latin or English alphabet letters. The other approach
leaves language-specific letters in feature space for further
analysis.

Typically, the same or a similar set of features are used
and consequently the use of language-specific letters does
not lead to significant improvement of author identification
results. New language specific features (such as variable-
length language-specific syllables instead of fixed-length n-
grams [23]) are required to capture the specifics of the
national language (i.e., a language that has unique syntactical
features such as special letters, which are not present in other
languages).

In text classification almost all words contain some infor-
mation. Rudman [24] finds that more than 1,000 different
style markers have been proposed. Different feature ranking
methods can be applied to reduce the feature set, however,
as Joachims [25] has demonstrated, even the features ranked
lowest still contain considerable information and are relevant
for classification. There is a significant amount of research still
to be done in formulating and studying the language-specific
features on all levels (syntactical, semantic, prosodic, etc.)
such as the frequency of language-specific letters, frequency
of n-grams with language-specific letters, forbidden n-grams,
etc. [26]. Hereinafter we analyze the specific features of
Lithuanian language texts.

The Lithuanian language is spoken by approximately 3.2
million people and is subject to numerous linguistic studies.
It belongs to the Baltic group of the Indo-European family
of languages. Lithuanian is considered an archaic language
because it has preserved a lot of features otherwise found only
in the ancient languages, such as Greek, Latin, and Sanskrit
but which have disappeared in other modern languages. Such
features are the preservation of Indo-European vowels and
consonants, richness of inflection, preservation of old endings,
and wide use of participial forms. The Lithuanian alphabet
consists of the Latin alphabet letters (excluding Q, q, W, w, X,
x) with eighteen extra letters with diacritics (nine capital and

nine small). The Lithuanian language has thirty two letters, of
which twelve are vowels (a, ą, e, ę, ė, i, į, y, o, u, ų, ū), six are
semivowels (v, j, l, m, n, r) and 14 are consonants (b, c, č, d,
f, g, h, k, p, s, š, t, z, ž). However, in electronic discourse, the
letters with diacritics are very often replaced with matching
Latin letters (e.g.: ą → a, č → c, ę → e, ž → z, etc.) or
pairs of letters expressing the same sounds as in English (e.g.:
č [tS] → ch, š [S] → sh, etc.). There are nine diphthongs:
ai, au, ei, eu, oi, ou, ui, ie, and uo. The principal feature of
the Lithuanian language is the fact that the language has very
many forms. Nearly all the inflectional parts of the language
have 24–28 forms. E.g., the English word “two” has five forms
in the nominative case alone, while there are thirty forms of
the Lithuanian word “du” (= two) alone [27]. The Lithuanian
language is particularly characterized by unusual richness in
suffixes: there are 615 nominal suffixes, while in modern
English there are only 113 nominal suffixes. On the other
hand, the number of prefixes is not large: in Lithuanian there
are only thirty six prefixes [28], while modern English has fifty
seven prefixes. Lithuanian is highly inflective, ambiguous (47
per cent of words are ambiguous), has rich vocabulary (0.5
million headwords) and has complex word derivation system
(e.g., seventy eight suffixes for diminutives) [29]. Verbs have
3 conjugations, and are inflected by four tenses, three persons,
two numbers, and three moods. Non-conjugative forms of
verbs retain the same root, but have different suffixes and
endings in different inflection forms. There is a significant
difference between frequency of unigrams in Lithuanian and in
other (English, Polish, Serbian) languages (see Table I). Previ-
ous experiments in authorship identification using Lithuanian
texts have demonstrated that content-features are more useful
compared with function words or POS tags [29], while best
results were obtained with word-level character tetra-grams
and a set of lexical, morphological, and character features [30].

The promising directions of research are the use of unique
character combinations in national languages, e.g., “eux” in
French, “ery” in English, and “lj” in Serbo-Croatian [31], the
use of language-specific function words such as “ale”, “i”,
“nie”, “to”, “w”, “z”, “że”, “za”, “na” in Polish [32] and
“neden-why”, “ayrıca-furthermore”, “belki-maybe”, “daima-
always” in Turkish [33], and the use of non-standard words
such as abbreviations, acronyms [34].

Function words are words which serve to express gram-
matical relationships with other words within a sentence or
to specify the attitude or mood of the speaker but do not
have a specific lexical meaning. They can signify structural
relationships between different words in a sentence. Func-
tion words might be prepositions, pronouns, auxiliary verbs,
conjunctions, grammatical articles or particles. The frequency
statistics for several languages is presented in Table II.
Further we have analyzed and performed experiments with
two subsets of textual features: one subset contains sets of
language-independent stylometric features, which have been
commonly used for authorship analysis of English texts as
follows: number of words, number of lines, ratio of uppercase
letters, frequency of numbers, frequency of white characters,
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TABLE I
FREQUENCY STATISTICS (PERCENTAGE) (BASED ON DATA FROM HTTP://WWW.CRYPTOGRAM.ORG AND HTTP://MOFOBURRELL.LIVEJOURNAL.COM) OF

TOP 5 UNIGRAMS IN 4 LANGUAGES

Order English Lithuanian Polish Serbian
1 e / 12.70 i / 15.25 e / 9.17 à / 10.99
2 t / 9.06 a / 10.43 o / 8.99 è / 8.43
3 a / 8.17 s / 9.34 i / 6.79 î / 8.15
4 o / 7.51 t / 6.75 a / 6.76 å / 8.03
5 i / 6.97 e / 5.55 y / 6.04 í / 4.64

TABLE II
FREQUENCY STATISTICS (PERCENTAGE) (BASED ON DATA FROM HTTPS://EN.WIKTIONARY.ORG AND HTTP://WWW.LEXITERIA.COM/) OF TOP 5

FUNCTION WORDS IN 4 LANGUAGES

Order English Lithuanian Polish Serbian
1 the / 4.90 ir - and / 3.32 w / 6.34 je - is / 4.23
2 be / 2.79 kad - that / 0.90 i - and / 2.56 ó - near / 3.43
3 and / 2.39 į - to / 0.85 na - on / 2.03 è - and / 3.27
4 of / 2.30 iš - from / 0.67 z - from / 2.00 öå - me /1.64
5 a / 2.25 su - with / 0.60 ię - themselves / 1.47 íà - at /1.45

TABLE III
LEXICAL AND MORPHOSYNTACTIC FEATURES OF LITHUANIAN LANGUAGE

No. Feature types Examples of features and description
1

Function words
Frequency of each Lithuanian function word. Examples: “ant” (= on),
“apie” (= about), “ar” (= whether), “arba” (= or), “aš” (= I), “be” (=
without)

2 All function Cumulative frequency of all Lithuanian function wordswords
3 Stop words Frequency of each Lithuanian stop word. Examples: “į” (= into),

“šalia” (= near), “šįjį” (= this, masc.), “šiąją” (= this, fem.)
4 All stop words Cumulative frequency of all Lithuanian stop words

5 Word endings Frequency of each Lithuanian language specific word ending. Exam-
ples: “a”, “ai”, “ajam”, “ame”, “ams”, “ant”

6 Uncommon Frequency of each bigram uncommon to Lithuanian language. Exam-
ples: “qu”, “sh”, “zh”, “ch”, “ux”, “xu”bigrams

7 All uncommon
bigrams

Cumulative frequency of all uncommon bigrams

8 Prefix “ne” Frequency of words with prefix “ne” (= not)

9 Letters Frequency of each Lithuanian language specific letter. Examples: “ą”,
“č”, “ę”, “ė”, “į”, “š”

10 All letters Cumulative frequency of all Lithuanian language specific letters

11 Abbrevia- Frequency of each Lithuanian language specific abbreviation. Exam-
ples: “gyd.” (= medical doctor), “kun.” (= priest), “tūkst.” (= thousand),
“vyr.”(= senior)

tions

12 All Cumulative frequency of all Lithuanian language specific abbreviationabbreviations
13 Similes Frequency of each Lithuanian simile. Examples: “pavyzdžiui” (= for

example), “kaip” (= like), “tarkim” (= say)
14 All similes Cumulative frequency of all Lithuanian similes.
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frequency of letters, ratio of short (less than four letters) words,
mean word length, number of sentences, mean sentence length,
ratio of unique words, frequency of the most frequent word,
ratio of delimiters, number of paragraphs, mean line length,
frequency of endings, frequency of bigrams, ratio of unique
bigrams, ratio of abbreviations, ratio of similes. Another
one contains lexical features that are specific to Lithuanian
language texts. The types of features used to calculate lexical
features are summarized in Table III.

IV. METHOD

We perform authorship attribution using one-class classifi-
cation. The one-class classification problem is the problem of
distinguishing one class of objects from all others, given train-
ing data only for the target class. It has been introduced by [35]
to handle training using only positive class information. As
opposed to binary classification problems, here a boundary
in the space of the objects of interest has to be inferred only
from samples of positive class. One-class classification is often
used for outlier or novelty detection because it attempts to
differentiate between data that appears normal and data that
appears abnormal with respect to training data.

We have selected Support Vector Machine (SVM) [36]
based on comparative research indicating that SVM classifiers
perform best on a variety of text classification experiments in
the text analysis domain [25]. The One-Class SVM separates
all the data points from the origin (in feature space V ) and
maximizes the distance from this hyper-plane to the origin.
This results in a binary function which captures regions in
the input space where the probability density of the data lives.
Thus the function returns +1 in a region capturing the training
data points and −1 elsewhere.

The classifier constructs a decision function F using the
following Decision function construction algorithm:

ALGORITHM: constructDecisionFunction
INPUT: feature space V , training text set TK

OUTPUT: decision function F
BEGIN

FOREACH feature v IN feature space V of TK

IF value of feature v
is predicted to arise from the

distribution which generated
the training samples of TK

THEN
LET F (v) = 1

ELSE
LET F (v) = −1

END IF
END FOREACH
RETURN F

END

For classification, we use the Sequential Minimal Optimization
(SMO) algorithm [37] based implementation of one-class
SVM classifier from DLIB C++ Library [38]. The classifier
uses Radial Basis Function (RBF) kernel with default parame-
ter values. The decision function F is used to create a ranked

list of authors for each unknown text t as follows (see the
following Suspected author list construction algorithm). Note
that Heaviside function H is used to calculate the number of
positive values of the decision function F .

ALGORITHM: createSuspectedAuthorList
INPUT: decision function F, testing text set TL,

list of authors A, number of suspects L
OUTPUT: ranked list of authors RL
BEGIN

FOREACH a IN A
FOREACH feature v IN feature space V of TL

LET LIST (a) = sum(H(F (v)))
% H is the Heaviside function

END FOREACH
END FOREACH
LET RL = sort(LIST )

% return a ranked list of authors RL
RETURN RL(1 : L)

END

V. EVALUATION

We treat the author attribution system as the recommender
system that using training data outputs a ranking order for the
authors based on their predicted authorship relevance values.
This approach known as Learning-to-rank is widely used in
commercial search engines and recommender systems [39].
The evaluation of the authorship attribution system is not a
trivial task. Commonly, such systems are evaluated using hard
classification accuracy metrics such as precision and recall,
which are often combined into a single measure such as F-
score. These are set-based measures: authors in the ranking
list are treated as unique and the ordering of results is ignored.
We however claim that hard classification measures do not fit
for the authorship attribution problem as they imply a strong
oversimplification of reality. Therefore, we use soft classifica-
tion measures based on the membership of a true author in a
ranked list rather than direct match. When testing, the rank of
the true author (which should be equal to equation (1) is to
be compared with the predicted rank of the true author.

The simplest precision measure is to assume that we are
only interested in the first suspected author and calculate the
average probability of predicting the true author as the first
author directly (Winner-Takes-All, WTA) [40] as follows:

WTA =
1

|TK |
∑

TK

H(rank(atrue) = 1) (1)

where rank(atrue) is the rank of the true author atrue, H is
the Heaviside function, and TK is the testing set of texts.

A more relaxed measure is to calculate if the list of the
suspected authors contains the true author regardless of the
position of the author within the suspected list. We call this
metric List Precision (LP) and define in equation (2):

LP (L) =
1

|TK |
∑

TK

H(rank(atrue) ≤ L) (2)
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where L is the length of the list of suspected authors. Note
that LP (1) = WTA.

Other measures used are based on evaluating ranked results,
where importance is placed on returning a true author higher
in the ranked list of suspected authors. These measures can be
expressed using the gain-discount based model as a sum over
authors in a ranked list as follows:

π ←
K∑

k=1

gain(k) · discount(k) (3)

where the gain function represents the gain associated with
the true author appearing at rank k, and the discount function
represents a discount associated with rank k, which is inde-
pendent of the author, and K is the length of the suspected
author list.

Equation (3) can be interpreted in terms of a simple model
that simulates the work of a forensics expert: the expert starts
with the first author and works his way down the list, eventu-
ally stopping [41]. The discount value indicates the probability
that the expert continues his/her work at rank k, and the
gain value represents the benefit (usability) to the expert of
analyzing the author at rank k. Thus, the sum in equation (3)
can be understood as expected total benefit experienced by
the expert, with various gain values and discount formula
corresponding to different assumptions about complexity of
the expert’s work.

Several different gain and discount functions have been
proposed in the literature, which results in mean reciprocal
rank [42], normalized discounted cumulative gain [43] and
rank-biased precision [44] metrics. We describe the measures
in brief below.

Mean reciprocal rank (MRR) is a statistic measure for evalu-
ating any process that produces a list of possible responses to a
sample of queries, ordered by probability of correctness. Here
it is interpreted as the average of the inverse of the rank of the
true author for a sample of test text dataset as in equation (4):

MRR =
1

|TK |
∑

TK

1

rank(atrue)
(4)

Discounted cumulative gain (DCG) computes a value for
the number of correctly recognized authors that includes
a logarithmic discount function to progressively reduce the
importance of authors placed further down the ranked list.
This simulates the assumption that the experts will prefer the
results which place the true author higher in the ranked list.
The measure also makes the assumption that highly relevant
authors are more useful than partially relevant authors, which
in turn are more useful than non-relevant authors. DCG is
defined in equation (5):

DCG =
1

|TK |
∑

TK

1

log2(rank(atrue) + 1)
(5)

Rank-Biased Precision (RBP) (in equation (6)) assigns an
effectiveness score to a ranking by computing a geomet-
rically weighted sum of author relevance values, with the

monotonically decreasing weights in the geometric distribution
determined via a persistence p, 0 ≤ p < 1, where a smaller p
value places greater emphasis on authors that appear early in
the ranking, and a larger p spreads the weight further down
the author ranking, but in both cases all authors in the ranking
contribute to the final score.

RPB =
1

|TK |
∑

TK

prank(atrue)−1 (6)

where p is an abstraction of the expert’s searching persistence,
expressed as a parameter between 0 and 1. Previous studies
suggest that for web search a p value of 0.8 is an appropri-
ate value, however, in practice, values as high as 0.95 are
used [45].

VI. RESULTS AND DISCUSSION

The dataset was composed of Internet comments harvested
from the Lithuanian news portal DELFI (http://www.delfi.lt)
and covers the period of 8 months, from January, 2015 to
August, 2015.

These comments were posted by anonymous users express-
ing their opinions about articles. Internet comments cover wide
range of topics, are single units, do not necessary refer to each
other; moreover, authors, hiding behind the anonymity curtain
when expressing their opinions, have no reasons to pretend
“better”, therefore usually make no efforts to modify their
writing style. But as the result of it, Internet comments are
full of non-normative vocabulary words, include diminutives,
hypocoristic words, and words with missing diacritics.

The authorship of the Internet comments was established
based on an assumption that the identity of some author can
be revealed, if his/her texts are written under the unique IP
address and the unique pseudonym (taking both together as a
single unit). Although some exceptions (when the same author
is writing under several different IP addresses using different
pseudonyms) may still occur, we anticipate they are too rare
to make the significant influence on the overall authorship
identification results.

Text fragments containing non-Lithuanian alphabet letters
(except punctuation marks and digits) were eliminated; replies
to comments and meta-information were discarded out as well
leaving just plain texts. Besides, the texts shorter than thirty
symbols (excluding white-space characters) were not included.
Finally, all texts by the same author were concatenated, yield-
ing the texts consisting of between 3,543 and 119,169 symbols.
The composed corpus contains the texts of 200 authors. While
the corpus is not very large, it is leger than datasets commonly
used in the authorship forensics domain, e.g., [46] use only
300-word texts of three authors. The characteristics of the
dataset (length of the longest, mean, and shortest text message
in characters and words) are summarized in Table IV.

In our experiment, we have randomly selected 80 per cent
of each author texts for training, while the remaining 20 per
cent of texts together with texts of other authors were used
for testing. The results of one-class classification were used
for constructing a list of suspected authors. First, we ranked
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TABLE IV
CHARACTERISTICS OF THE DATASET

Characteristic Value
Number of authors 200

Number of texts 200
Length of shortest text, characters 3,543

Length of shortest text, words 504
Length of longest text, characters 119,169

Length of longest text, words 15,874
Average length of text, characters 15,866

Average length of text, words 2,267

authors based on author attribution using general features only.
Next, we added the language-specific (Lithuanian, LT) features
and to see if there was an improvement of the position of the
true author in the rank of the suspected authors. For evaluation,
the process was repeated for each of 200 authors.

Fig. 1 presents the results of experiments (in terms of List
Precision) using only general text features as well as general
and language-specific features. The results demonstrate a
marked improvement in precision when Lithuanian language-
specific lexical features have been added for classification. For
comparison, a random baseline, which represents the proba-
bility that the true author will be assigned to the suspected
author list, is also shown.

The evaluation of experimental results using the gain-
discount model based rank evaluation metrics is given in
Table V (mean values are given). To demonstrate the effi-
ciency of the one-class classification approach for ranking
we compare the values of metrics with the random guess
baseline, which shows the lowest accuracy threshold which
that be exceeded that the applied approach could be considered
as effective and reasonable enough for author attribution
tasks. An improvement of accuracy achieved using language-
specific lexical features is given with 95 percent statistical
confidence interval (mean ± 1.96 · standard deviation). The
paired t-Student confirmed (at 0.05 level) that the differences
between the obtained results were statistically different for all
considered metrics (p < 10−8).

Finally, we present the evaluation of language-specific sub-
sets of lexical features by calculating the average improvement
in the rank position of the true author (see Fig. 2).

The results obtained (see Fig. 2) show that the best im-
provement is achieved using language-specific function words
(column 1), word endings (column 5) and stop words (col-
umn 3).

These results are consistent with the findings of authors
using function words as a reliable base for textual comparison,
which are not strongly affected by a text’s topic or genre, or
an author’s conscious control while writing [47].

Word endings have been noted to contribute to the success
of character n-grams in stylometric analysis [48], however, in
Lithuanian language the word endings are typically longer than
bigrams or trigrams commonly used as general features (we
used bi-grams only), thus a separate feature type of Lithuanian

word endings seems to be useful.
Stop words are a very strong indication of writing style that

convey very little semantic meaning in a sentence but serve to
add details to it. Stop words on the other hand are inevitable in
the output of any author and hence a generalizable technique
cannot but tap their properties. Moreover stop words are result
of a subconscious process of constructing sentences and thus
may serve as a writeprint of the authors [49].

The use of features based on language-specific letters of
alphabet (column 9) yielded negative results due to the non-
normative use of such letters in the electronic space, e.g., re-
placement with similar Latin alphabet letters without diacritics
or with similarly sounding English bigrams.

VII. CONCLUSIONS

In this paper we have presented a one-class classifica-
tion based method for open-class authorship attribution. The
method produces the list of suspected authors rather than a
single predicted author, therefore, reducing the problem from
being on a large scale to smaller scale. The method could
be used by the forensic linguistics expert community to help
identify the list of suspects to be analyzed further using manual
methods. The proposed method allows to reduce the number
of suspected authors by fourfold (from 200 to 50) with a
probability of 0.90 and eightfold (from 200 to 25) with a
probability of 0.80 that the true author is listed as the suspected
author.

We have discussed the metrics for evaluation of the result
and suggested using rank correlation based metrics. We have
proposed the List Precision metric to evaluate the usability of
the derived suspected author list based on the length of the
list. We also have identified language-specific lexical features.

The experimental results using the online Lithuanian lan-
guage texts (dataset of online forum comments) classified
using one-class SVM classifier show that Lithuanian function
words together with Lithuanian word endings and stop words
are the ones which contribute most towards the improvement
of the classification results (0.13-0.17, based on different
evaluation metrics).

The results were evaluated statistically using paired t-
Student test showing that the improvement in the value of
usability metrics was statistically significant.

In future research we are planning to increase the number
of authors in the datasets; to analyze different domains (e.g.
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Fig. 1. Accuracy of general and language-specific features using List Precision measure

TABLE V
EVALUATION RESULTS USING RANK CORRELATION BASED METRICS

Metric Random
baseline

Without language-
specific (LT) fea-
tures

With language-
specific (LT)
features

Improvement in accuracy
(with 95% stat. confidence
limits)

WTA 0.005 0.145 0.280 0.135±0.054
LP (L=10) 0.055 0.435 0.610 0.175±0.068

MRR 0.025 0.237 0.391 0.154±0.042
DCG 0.169 0.385 0.513 0.131±0.034

RPB (p=0.8) 0.016 0.288 0.455 0.167±0.043

blogs, tweets, etc.) and language types as well as to focus on
sentiment-related lexical features, and analyze novel semantic
feature descriptors such as Holomorphic Chebyshev Projec-
tors [50].
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Abstract - This study aimed to aid the enormous effort required 

to analyze phraseological writing competence by developing an 

automatic evaluation tool for texts. We attempted to measure both 

second language (L2) writing proficiency and text quality. In our 

research, we adapted the CollGram technique that searches a 

reference corpus to determine the frequency of each pair of tokens 

(bi-grams) and calculates the t-score and related information. We 

used the Level 3 Corpus of Contemporary American English as a 

reference corpus. Our solution performed well in writing 

evaluation and is freely available as a web service or as source for 

other researchers. 

I. INTRODUCTION 

A person's second language, or L2, is a language that is not 

the native language of the speaker but is used in the locale of 

that person. In contrast, a foreign language is a language that is 

learned in an area where that language is not generally spoken. 

Some languages, often called auxiliary languages, are used 

primarily as second languages, or lingua francas. More 

informally, a second language can be said to be any language 

learned in addition to one's native language, especially in the 

context of second language acquisition, (that is, learning a new 

foreign language) [1]. A person's first language is not 

necessarily their dominant language, the one they use most or 

with which they are most comfortable. For example, the 

Canadian census defines first language for its purposes as "the 

first language learned in childhood and still spoken," 

recognizing that for some, the earliest language may be lost, a 

process known as language attrition. This can happen when 

young children move, with or without their family (because of 

immigration or international adoption), to a new language 

environment [2].  

In the process of language development, lexical indices are 

not as popular as the utilization of syntactic procedures. In the 

area of foreign linguistics, there has been a constant 

lexicalization of the teaching curriculum, which has a 

phraseological basis. Moreover, it is also recognized that the 

process of language production is affected by the pre-pattern 

segments described by [3]. Corpus language methods have 

highlighted the broad range of word combinations that were 

previously analyzed.  

It is important to analyze the role of corpus linguistic studies 

in the grading of L2 writing. In such grading, it is essential to 

analyze the writing based on functional skills and the 

independent construction of written text to communicate in a 

purposeful context. A human writer cannot be used to 

demonstrate the requirements of the standards, as this does not 

meet the requirement for independence. In writing assessment, 

we should consider whether or not information and ideas were 

presented concisely, logically, and persuasively. It is also 

important to determine whether or not a writer clearly presented 

information on complex subjects, used a range of writing styles 

for different purposes, and employed a range of sentence 

structures, including complex sentences and paragraphs, to 

effectively organize their written communication. We should 

also evaluate the accuracy of punctuation in written text using 

commas, apostrophes, and quotation marks. Lastly, written 

work should fit the purpose and audience, with accurate spelling 

and grammar that support clear meaning [4]. 

Corpus analysis is both qualitative and quantitative in nature. 

One of the biggest advantages of using corpus language is that 

we can easily provide quantitative data to assess concerns for 

which intuition cannot be considered reliable. In other words, 

much more than just counting bi-grams is involved [5]. Prior 

research highlights the variety of questions that need to be 

addressed on the vital role played by L2 writing [6]. 

II. EVALUATION METHODS USING N-GRAMS 

 An n-gram is a contiguous sequence of n items from a given 

sequence of text. Depending on the application, the items can 

be phonemes, syllables, letters, words, or base pairs. N-grams 

are typically collected from a text or speech corpus. When the 

items are words, n-grams may also be called shingles. An n-

gram of size 1 is known as a unigram (1-gram), size 2 is a 

bigram (2-gram), size 3 is a trigram, and so on. An n-gram 

model is a type of probabilistic language model for predicting 

the next item in such a sequence in the form of an (n-1)-order 

Markov model [7]. The n-gram models are widely used in 

probability, communication theory, computational linguistics 

(e.g., statistical natural language processing), computational 

biology (e.g., biological sequence analysis), and data 

compression. Two benefits of n-gram models (and algorithms 

that use them) are simplicity and scalability [7]. 
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The n-gram based evaluation method consists of removing 

the arrangement of n-words for bigrams, learner corpus data, 

and data that contain native combinations of tokens [5]. The 

results of different n-gram models are not directly comparable, 

as they utilize different criteria to identify relevant units. 

However, they can indicate some general trends in L2 writing 

that rely on the most restricted repertoire of lexical bundles as 

compared to that of native writers [8]. L1 writers utilize more 

phrases that are familiar with poor sequences and fewer native-

like phrases. They also report having difficulty while 

introducing speech-like phrases into their official language. 

These studies highlight various features of L2 phrasing because 

of the lack of huge longitudinal corpora of L2 writing and the 

effort required to collect them.  

Complex lexical phrases are very rarely used by the lowest 

skilled writers. Learning traditional strings of words at an 

elementary level has been found to be productive at advanced 

and secondary levels. However, this finding relied only on the 

frequency of multi-word units and paid no attention to the 

degree of association within units. Very common words stand a 

much greater chance of frequent arrangements than uncommon 

words of different varieties.  

Mutual information (MI) and t-score are used in this research 

to calculate the comparative frequency of occurrence of word 

sequences in a reference corpus. They also indicate the 

probability of a word sequence appearing due to the frequency 

of the words of which it is composed. MI will highlight word 

sequences that are developed from a small rate of word 

reoccurrence, for example, the term “tectonic plates” is a very 
low-occurring word sequence. Similarly, t-score works with 

word sequences of highly recurrent sets of words. However, a 

study by Durrant and Schmitt [9] focuses on one type of 

sequence, an adjoined pair of words used as a modifier. The 

studies show that, unlike native writers, L2 writers of English 

use collocations with the highest MI ratings at a very low 

frequency. This means that the usage of MI with high frequency 

is not very popular among them, whereas collocations with t-

scores are frequently used. The same pattern can be observed 

with transitional and sophisticated learners. Learners in their 

transitional phase are more inclined to very often use 

frequently-occurring collocations and make minimal use of 

lower frequency collocations. The present study has utilized the 

same methodology but is unique in two aspects. First, it uses a 

preset system to obtain word sequences from a tagged part of 

speech. Second, it simulates longitudinal corpora. We evaluated 

L2 writers who had multiple levels of proficiency. Therefore, it 

was very important to assess the phraseological index of the 

longitudinal data in question; our study strongly considered this 

aspect. This study has incorporated both longitudinal and 

pseudo-longitudinal approaches that assist in recognizing the 

                                                                   
1 http://ucrel.lancs.ac.uk/cgi-bin/claws72.pl 
2 http://corpus.byu.edu/coca/ 

given input of all the research designs in the analysis of L2 

writing [10]. 

III. DATA AND METHODOLOGY 

Our writing evaluation application consists of three main sub-

tools. First, a user interface, implemented in ASP.NET and 

shared as a web service, handles user inputs, manages them, and 

requests solutions from the other software components on 

behalf of the user. The website is responsible for loading the 

user input files and generating the final download link of the 

results as a ZIP file for the user. The results are output in Excel-

compatible CSV files. Each separate file contains different 

analysis results for each bi-gram, such as frequency in the L2 

text, frequency in the reference corpus, mean frequency in the 

reference corpus, MI score, and t-score. For multi-file analysis, 

the tool calculates the number of unique 1-grams and 2-grams, 

the number of 2-gram types, the number of 2-grams collocated 

in the reference corpus, the percentage value of L2 coverage in 

the reference corpus, and a summary that includes how many 2-

grams were not found, MI, and t-scores. 

Second, we employ the CLAWS part-of-speech (POS) 

Tagger1 for better text tokenization and identification of the 

proper parts for speech recognition and comparison with n-

grams in the reference corpus in their correct form. We also use 

it for recognition of Germanic genitive markers. In our web 

service, we used the web crawler and demo version of CLAWS. 

For the full version, a CLAWS license must be purchased.  

As a reference corpus, we used an n-gram model based on the 

largest publicly-available, genre-balanced English corpus - the 

520 million word Corpus of Contemporary American English 

(COCA)2.  With this n-gram3 data (2, 3, 4, and 5-word 

sequences, with their frequency), we conduct queries. The main 

advantages of using this corpus are that it is already genre 

balanced and includes part-of-speech tags. In addition, it 

includes the lemmatized forms of words and pre-calculated 

word and phrase frequencies. For faster processing, we 

converted the n-gram COCA corpus into an SQL database and 

pre-calculated all required 1-gram and 2-gram dependencies.  

Our solution relies heavily on an automatic procedure. First, 

each part of the learner’s text is tokenized and tagged with POS. 

This step aids the recognition of proper names and punctuation 

marks. In this context, CLAWS [11] was used, due to its high 

degree of accuracy. When we are comparing corpora of diverse 

sizes, it is important to normalize the frequencies of occurrence 

to a common base, such as per million tokens. Next, bigrams are 

extracted from each L2 text. Association scores are then 

computed. In this step, each bigram is searched in the corpus 

and is assigned its corresponding MI and t-scores, which are 

calculated by the formulas reported in Evert [13]. 

3 http://www.ngrams.info/intro.asp 
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The last step is the computation of our tool profiles. Our 

profiles of L2 texts are designed to use three major indices: MI, 

mean t-score, and proportion of absent bigrams. They are 

estimated by a combination of tokens and types in the texts. The 

MI score lets us count the association between two words 

depending on the independent relative frequency of the given 

two words. It does not depend on the size of the corpus. Even if 

the given corpora are of different sizes, it can be calculated. It 

outputs detailed information about lexical behavior.  

The calculations are made in accordance with the following 

equations: 

• Expected Frequency  

 𝐸ሺwͳ, 𝑤ʹሻ =  𝑓ሺ𝑤ͳሻ𝑓ሺ𝑤ʹሻܰ  

• MI 

,𝐼ሺ𝑤ͳܯ 𝑤ʹሻ =  log ܱሺ𝑤ͳ, 𝑤ʹሻ𝐸ሺ𝑤ͳ, 𝑤ʹሻ 

• T-score 

𝑡 ሺ𝑤ͳ, 𝑤ʹሻ =  ܱሺ𝑤ͳ, 𝑤ʹሻ − 𝐸ሺ𝑤ͳ, 𝑤ʹሻ√ܱሺ𝑤ͳ, 𝑤ʹሻ  

 

The solution topology, shown in Fig. 1, illustrates the time 

sequence and user actions during the lifetime of the solution: 

• The vertical dashed line represents the lifetime of 

each component of the application, the time that 

component is active and running. 

• The arrow represents an action triggered by one 

object to another (or to itself if the arrow is curved 

to start and end to the same object). 

• The rectangle represents an object. 

• An orange rectangle represents an object inside our 

solution. 

• A blue rectangle represents an object outside our 

solution. 

 

Fig. 1: Application topology 
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Time-sequence: 

• Each point represents an arrow on the diagram. 

• The application starts with a user action on the 

website (http://localhost/default) to select the input 

files (browsing the system’s files and selecting the 
desired input text files). 

• The user then triggers another action. 

• The web application uploads the input files, reads 

them, and then sends a request to the crawler tool 

with the non-tagged text of each input file, 

requesting the corresponding tag text. 

• The Crawler formats the non-tagged text 

appropriately. 

• The Crawler waits for the response and reads it. 

• The Crawler then extracts the output from the 

response of the HTML page. 

• Then the Crawler sends the formatted tagged text to 

the website. 

• The website redirects the formatted tagged text to 

our web application. 

• Web application takes the tagged text, generates the 

bigrams, then communicates with the database to 

get the unigram and bigram frequencies using SQL 

stored procedures. 

• Finally, our application makes all the calculations 

described above and saves a local (on the server) 

copy of the results as a zip file. 

• Then sends the website a link to the saved copy of 

the results. 

• Finally, the website generates a link of the zip file 

and displays it to the user. 

IV. EXPERIMENTAL EVALUATION  

To evaluate our tool, 50 participants were asked to write an 

article on the same topic (“Memories from the best trip of their 
life.”). Those stories were supposed to be between 1,000 and 
1,200 words and were evaluated by our tool and by 10 random 

native English speaking teachers (having certified high 

proficiency in English). Instead of giving grades, they were 

supposed to mark all the corrections that needed to be done and 

to calculate the translation error rate (TER) metric.  

TER was designed to provide a very intuitive machine 

translation evaluation metric, which requires less data compared 

with the other techniques while avoiding the labor intensity of 

human evaluation. It calculates the number of edits required to 

make a translated text exactly match the closest reference 

translation in fluency and semantics [13]. The TER metric 

calculation is defined in [14]. 𝑇𝐸𝑅 = 𝐸𝑤𝑅  

where E represents the minimum number of edits required for 

an exact match. The average length of the reference text is given 

by wR. Edits may include the deletion of words, word insertion, 

word substitutions, and changes in the word or phrase order 

[13]. In our research, this metric was used to measure the 

difference between students work and corrections made by 

teachers. It provided us a much more accurate evaluation than 

just grading. The TER result were compared with MI and t-

scores, as presented in Table 1. All TER, t-score, and MI metrics 

were normalized to fit between 1 and 100 scale, where 100 

means that the writing was perfect.  

TABLE I. 

 RESULTS OF MINING AFTER PROGRESS  

Sample 

No. 

TER  MI  t-score  

1 72.98 67.65 79.45 

2 86.56 69.23 83.44 

3 76.62 68.34 83.19 

4 71.98 67.12 78.52 

5 87.29 70.34 84.47 

6 82.36 68.79 81.97 

7 79.20 67.86 80.28 

8 75.47 64.13 78.45 

9 83.20 71.43 81.44 

10 89.23 73.57 84.22 

11 75.69 68.89 80.43 

12 79.28 67.91 80.42 

13 82.12 71.91 82.04 

14 76.53 65.78 79.67 

15 86.79 72.86 83.65 

16 85.23 72.73 83.25 

17 70.98 66.36 77.39 

18 76.58 65.12 78.24 

19 71.29 63.28 77.42 

20 84.28 72.37 82.07 

21 82.19 72.01 82.13 

22 89.14 75.12 85.91 

23 87.48 74.27 84.24 

24 78.95 67.89 89.12 

25 77.23 61.23 65.29 

26 81.49 71.24 81.86 

27 85.57 73.03 83.49 

28 75.78 64.28 77.11 

29 72.20 64.34 76.38 

30 73.16 65.87 77.91 

31 83.35 72.95 82.49 

32 87.69 74.34 84.37 

33 86.29 73.48 83.29 
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34 74.82 66.29 76.89 

35 76.46 67.15 78.11 

36 86.18 74.58 86.12 

37 75.12 67.29 63.29 

38 87.24 74.59 84.52 

39 85.34 73.29 84.11 

40 89.28 75.82 85.49 

41 86.34 73.39 84.52 

42 85.26 72.79 84.12 

43 73.29 66.89 75.31 

44 71.39 65.79 75.21 

45 76.28 68.12 72.12 

46 79.68 69.13 79.14 

47 73.37 67.21 78.72 

48 87.78 74.61 87.12 

49 78.75 67.79 79.28 

50 88.24 74.87 85.69 

 

The results showed in Table I reveal a positive correlation 

between TER and MI scores, which means our tool is well 

suited for automatic student evaluation. 

V. DISCUSSION AND CONCLUSIONS  

In summary, our tool is capable of tracking the development 

of phraseological competency in L2 writing [12]. It can be 

easily adapted to support other languages. Only a language 

model change is required, along with use of a language-specific 

POS tagger and tokenizer. However, languages like Mandarin 

will require an additional segmenting step in the data pre-

processing phase.  

Our tool can identify collocations that are frequently used by 

learners, particularly native speakers of the language. Such 

information can help in writing L2 instruction.  

Our technique evaluates the associated scores of every 

bigram, which are calculated on the basis of a reference corpus. 

A bigram is described by the study as any adjacent pair of words 

in the L2 text. This technique is also known as the unsupervised 

CollGram technique, on which there has been extensive 

research [10]. Previously mentioned research was also used to 

quantify the collocation power of each of three measures:  

1. The mean MI score indicates the number of collocations 

that are produced from uncommon words. 

2. The mean t-score measures the number of collocations 

produced from the collection of common words.  

3. We also calculated the proportion of bigrams that are not 

present in the reference corpus and, therefore, will not be a part 

of any associated rating.  

In the future to further improve the tool, we envision using 

multiple parameters to obtain the best analysis of the learner 

texts. For instance, we can remove spelling errors from identical 

pairs of words. Similarly, instances of adding or reducing one 

or two letters can also be discovered. POS tagging can be very 

useful in achieving the goal.   

From the dataset, we empirically observed that the MI value 

relates to the bigrams. Such bigrams can contain a flawed 

combination of words or even a slightly creative combination. 

However, we have also observed that if there are punctuation 

marks in the text, then it will eventually interfere with the 

bigrams. This is because punctuations marks will not let the 

system record the readings and scores, and hence proper 

calculation will not be taken into account. 

We can categorize the highest and lowest rated bigrams in the 

learner corpus. They can be categorized in diminishing order of 

the unqualified value of the MI and t-scores. The lowest rated 

bigrams in the category are the ones that exist in the reference 

corpus and will occur at a very small frequency. 

Bigrams in the learner corpus that are not present in the 

reference corpus should have a prominent place in the analysis 

of the categories. On the basis of the theoretical framework, we 

can say that bigrams are of two types. First, one is the creative 

combination, which will most probably be used by advanced 

learners. Second, erroneous combinations will be produced in a 

very small quantity by advanced learners.  

Statistical correlation is observed between the quality of text 

that was already scored, the MI score, the fraction of bi-grams 

not present in the system, and a combination of the two indices 

in question. This result enhances the quality of the prediction. 

[10]  

Lastly, in the future we plan to extend the tool so that it can 

also calculate MI and t-score using trigrams and quadragrams. 

This is expected to improve the accuracy and analytic scope for 

linguists. We also plan to conduct an evaluation of domain-

adapted language models [15]. 
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Abstract - Based on big data training we provide 5-gram 

language models of contemporary Polish which are based on the 

Common Crawl corpus (which is a compilation of more than 

9,000,000,000 pages from across the web) and other resources. We 

prove that our model is better than the Google WEB1T n-gram 

counts and assures better quality in terms of perplexity and 

machine translation. The model includes lower-counting entries 

and also de-duplication in order to lessen boilerplate. We also 

provide POS tagged version of raw corpus and raw corpus itself. 

We also provide dictionary of contemporary Polish. By 

maintaining singletons, Kneser-Ney smoothing in SRILM toolkit 

was used in order to construct big data language models. In this 

research, it is detailed exactly how the corpus was obtained and 

pre-processed, with a prominence on issues which surface when 

working with information on this scale. We train the language 

model and finally present advances of BLEU score in MT and 

perplexity values, through the utilization of our model. 

I. INTRODUCTION 

There are a large number of language processing tasks 

available that make web-scale corpora attractive and needed due 

in most, to the vast amount of information which exists in 

different languages. Language modelling is of great 

significance, where web-scale models for language have 

demonstrated their ability to enhance automated speech 

recognition performance and machine translation quality [1, 2, 

3]. There are also other NLP tasks that depend greatly on 

language modelling e.g. language quantification. [4] 

Contained within, are language models trained on the 

Common Crawl corpus and n-gram counts. Google has 

discharged n-gram counts which have been trained on 

1,000,000,000,000 tokens of text [5]. N-grams which were 

present on fewer than forty occasions were pruned, and words 

which were present fewer than two hundred times were replaced 

with the unknown word. The counts are not suitable for judging 

a language model with the Kneser-Net smoothing algorithm due 

to this pruning as the algorithm needs unpruned counts, 

although pruning will happen on the last model anyway. 

There is another challenge with the Google n-gram counts 

that are available publicly, [5] and this due to the fact that the 

training information was not de-duplicated, meaning that 

boilerplate, like copyright notices have got excessively high 

counts [6]. Despite Google sharing a version [7], in limited 

context [6], that has been de-duplicated, this was never 

officially released to the public [8]. Before adding up the n-

grams, the training data was de-duplicated. There is a web 

service which is provided by Microsoft [9], you can query it for 

language model probabilities. However, this is limited to 

English language only, whereas our model preparation 

methodology is compatible with more languages outside of 

English. Additionally, there was an experiment conducted on 

the re-ranking of machine translated Polish, due to the number 

of queries from the output, the service crashed on several 

occasions, even with client-side caching. Utilization of the 

service from Microsoft, throughout machine translation 

decoding, would mean there is a requirement for a lower latency 

and there would be a greater volume of queries.  

 Summing up in our research we show how to build a 

contemporary language model from big data amounts of texts 

for any language supported in Common Crawl project (based on 

Polish). We compare its quality to Google WEB1T model and 

to set of freely available Polish corpora found in the web. We 

evaluate quality of our approach by measuring perplexity and 

showing higher quality of machine translation systems that use 

our model. Lastly, we share publicly results of our work as plain 

text data, trained 1-,2-,4- and 5-gram language model, RNN 

based language model and dictionary sorted by most frequent 

unigrams together with dictionary cleaned from numbers, 

names and less likely words. The data publicly available 

(https://goo.gl/hO1hTz). 

II. PREPARATION OF THE DATA 

A crawl of the web which is in the available in the public 

domain is the CommonCrawl project. It contains petabytes of 

data collected over the last 7 years. It contains raw web page 

data, extracted metadata and text extractions.  

The data is accessible as text only files as well as raw HTML. 

The text only files contain all the RSS and HTML files that the 

tags were stripped from. The text is converted to UTF-8 and the 

HTML is in the original encoding. There is a distinct benefit to 

be gained when using the HTML files because the structure of 

the document can be used to choose paragraphs, and can tell 

actual content from boilerplate. Parsing vast amounts of HTML 

needs a lot of normalization step and it is non-trivial. 
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Throughout this work, the focus is on dealing with the text-only 

files that were downloaded and processed on a small cluster 

locally. The benefits of structured text are unable to cancel out 

the additional computing power that is needed for the 

processing. 

There were many problems that needed to be solved as pre-

processing step. First of all, the selection of data only in a 

specific language. CommonCrawl also has some mistakes with 

encoding when parsing to UTF-8 which resulted with spelling 

errors. What is more, some texts are repeated many times e.g. 

copyright, comment, data, etc. Many text structures were 

ungrammatical or contained strange insertions. There were also 

some language specific difficulties that must have been 

addressed as well for each language separately. In addition, data 

contained both samples of spoken texts like dialogs or written 

articles and literature. The text domain also was not defined. 

A. Differences between Polish and English languages 

In general, Polish and English differ in syntax and grammar. 

English is a positional language, which means that the syntactic 

order (the order of words in a sentence) plays a very important 

role, particularly due to the limited inflection of words (e.g., 

lack of declension endings). Sometimes, the position of a word 

in a sentence is the only indicator of the sentence’s meaning. In 
a Polish sentence, a thought can be expressed using several 

different word orderings, which is not possible in English. For 

example, the sentence “I bought myself a new car.” can be 

written in Polish as “Kupiłem sobie nowy samochód.”, or 

“Nowy samochód sobie kupiłem.”, or “Sobie kupiłem nowy 
samochód.”, or “Samochód nowy sobie kupiłem.” The only 

exception is when the subject and the object are in the same 

clause and the context is the only indication which is the object 

and which is subject. For example, “Mysz liże kość. (A mouse 
is licking a bone.)” and “Kość liże mysz. (A bone is licking a 
mouse).”. 

Differences in potential sentence word order make the 

translation process more complex, especially when using a 

phrase-model with no additional lexical information [10]. In 

addition, in Polish it is not necessary to use the operator, 

because the Polish form of a verb always contains information 

about the subject of a sentence. For example, the sentence “On 
jutro jedzie na wakacje.” is equivalent to the Polish “Jutro jedzie 
na wakacje.” and would be translated as “He is going on 
vacation tomorrow.”. [11] 

In the Polish language, the plural formation is not made by 

adding the letter “s” as a suffix to a word, but rather each word 
has its own plural variant (e.g., “pies - psy”, “artysta - artyści”, 
etc.). Additionally, prefixes before nouns like “a”, “an”, “the”, 
do not exist in Polish (e.g., “a cat - kot”, “an apple - jabłko”, 
etc.) [10]. 

The Polish language has only three tenses (present, past, and 

future). However, it must be noted that the only indication 

whether an action has ended is an aspect. For example, 

“Robiłem pranie.” Would be translated as “I have been doing 
laundry”, but “Zrobiłem pranie.” as “I have done laundry”, or 
“płakać - wypłakać” as “cry - cry out” [10]. 

The gender of a noun in English does not have any effect on 

the form of a verb, but it does in Polish. For example, “Zrobił 
to. – He has done it.”, “Zrobiła to. – She has done it.”, 
“lekarz/lekarka - doctor”, “uczeń/uczennica = student”, etc. [10] 

Because of this complexity, progress in the development of 

SMT systems for West-Slavic languages has been substantially 

slower than for other languages. On the other hand, excellent 

translation systems have been developed for many popular 

languages. 

B. Spoken vs written language 

The differences between speech and text within the context 

of the literature should also be clarified. Chong [11] pointed out 

that writing and speech differ considerably in both function and 

style. Writing tends towards greater precision and detail, whilst 

speech is often punctuated with repetition and includes prosody, 

which writing does not possess, to further convey intent and 

tone beyond the meaning of the words themselves. 

According to William Bright [12], spoken language consists 

of two basic units: Phonemes, units of sound, (that are 

themselves meaningless) are combined into morphemes, which 

are meaningful (e.g., the phonemes /b/, /i/, and /t/ form the word 

“bit”). Contrary alphabetic scripts work in similar way. In a 
different type of script, the basic unit corresponds to a spoken 

syllable. In logographic script (e.g., Chinese), each character 

corresponds to an entire morpheme, which is usually a word 

[12]. 

It is possible to convey the same messages in either speech or 

writing, but spoken language typically conveys more explicit 

information than writing. The spoken and written forms of a 

given language tend to correspond to one or more levels and 

may influence each other (e.g., “through” is spoken as “thru”). 
In addition, writing can be perceived as colder, or more 

impersonal, than speech. Spoken languages have dialects 

varying across geographical areas and social groups. 

Communication may be formal or casual. In literate societies, 

writing may be associated with a formal style and speech with 

a more casual style. Using speech requires simplification, as the 

average adult can read around 300 words per minute, but the 

same person would be able to follow only 150-200 spoken 

words in the same amount of time [13]. That is why speech is 

usually clearer and more constrained. 

The punctuation and layout of written text do not have any 

spoken equivalent. But it must be noted that some forms of 

written language (e.g., instant messages or emails) are closer to 

spoken language. On the other hand, spoken language tends to 

be rich in repetition, incomplete sentences, corrections, and 

interruptions [14]. 
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When using written texts, it is not possible to receive 

immediate feedback from the readers. Therefore, it is not 

possible to rely on context to clarify things. There is more need 

to explain things clearly and unambiguously than in speech, 

which is usually a dynamic interaction between two or more 

people. Context, situation, and shared knowledge play a major 

role in their communication. It allows us to leave information 

either unsaid or indirectly implied [14]. 

C. Main types of errors found in textual data 

Another problem was that the data contained many errors. 

This data set had spelling errors that artificially increased the 

dictionary size and made the statistics unreliable. Some of them 

were casual errors and most of them were because of wrong text 

encoding conversion. We extracted randomly 10,000 segments 

of text from different (also) random parts of the CommonCrawl 

corpus. Then, a dictionary consisting of 92,135 unique words 

forms was created from TED 2013 (iwslt.org) data. The 

intersection of those two dictionaries resulted in information 

that that about 12% of the whole test set were spelling errors. 

What was found to be more problematic was that there were 

sentences with odd nesting, such as: 

Part A, Part A, Part B, Part B., e.g.: 

“Ale będę starał się udowodnić, że mimo złożoności, Ale 
będę starał się udowodnić, że mimo złożoności, istnieją pewne 
rzeczy pomagające w zrozumieniu. Istnieją pewne rzeczy 
pomagające w zrozumieniu.” 

Some parts (words, full phrases, or even entire sentences) 

were duplicated. Furthermore, there are segments containing 

repetitions of whole sentences inside one segment. For instance: 

Sentence A. Sentence A., e.g.: 

“Zakumulują się u tych najbardziej pijanych i skąpych. 
Zakumulują się u tych najbardziej pijanych i skąpych.” 

or: Part A, Part B, Part B, Part C, e.g.: 

”Matka może się ponownie rozmnażać, ale jak wysoką cenę 
płaci, przez akumulację toksyn w swoim organizmie - przez 

akumulację toksyn w swoim organizmie - śmierć pierwszego 

młodego.” 

The analysis identified that 4% of test data contained such 

mistakes. 

In addition, there were numerous untranslated English 

names, words, and phrases mixed into the Polish texts. There 

are also some words that originate from other languages (e.g., 

German and French). 

D. Language Detection 

The initial stage in the data acquisition pipeline is to separate 

the information by language. We looked at the option of 

detecting the main language automatically for each page, 

however, we discovered the mixed language occurs frequently 

within one page, and is relatively common. We implemented 

python tool that worked in 3 phases. Firstly, we used Python 

LangDetect [15] library to discover entire pages that seemed to 

be in Polish language. In the second phase, we used plWordnet 

[16] in order to compare vocabulary of extracted articles with 

Polish vocabulary. We removed articles that contained less than 

30% of Polish words. What is more before using the plWordnet 

the aspell tool was used in order to correct spelling errors that 

could be corrected automatically. In the last step, we divided 

text into sentences using automatic tool implemented within 

[17] research. When data was divided into sentences each 

sentence was checked by calculating its probability in Google 

WEB1T language model. We removed 20% of less likely 

sentences. This assured removal of grammatically incorrect 

sentences or sentences in different languages while maintaining 

data that included additional Polish data not calculated in 

Google WEB1T. 

By facilitating this technique, we were able to gather 278GB 

of clean textual data in UTF-8 encoding, that was sentence 

spited. The text contained 1,962,047,863 sentences in total. 

E. Deduplication and normalization 

Because the CommonCrawl consists of web pages there are 

many fragments which are not content, but are artefacts of auto-

page generation, copyright notices are just one example, it is 

essential to remove such data because it would alter wrongly the 

statistical model. It must also be noted that some texts are 

repeated over the internet many time e.g. press information. To 

lessen the volume of boilerplate, before further processing, we 

took out any lines which were duplicated. For the purpose of 

deduplication, we implemented a python tool. The comparison 

was done at the level of sentences. The following Table I 

contains details about quantity of data before and after 

deduplication. 

TABLE I. 

 DEDUPLICATION RESULTS  

 Size in GB  Number of 

sentences  

Number of 

unique words  

Before 296,1 1,962,047,863 87,543,726 

After 94,8 920,517,413 87,543,726 

 

The step of de-duplication takes out around 75% of the Polish 

data. This is on par with the reductions reported by Bergsma et 

al. [18].  

As well as de-duplicating the information, data was restricted 

to printable UTF-8 characters, we replaced all email addresses 

with the identical address, and removed the left-over HTML 

tags. Prior to the creation of the language models, punctuation 

was normalized utilizing the script which was supplied by the 

Workshop on Statistical Machine Translation [19], by using the 

Moses tokenizer [20] it was tokenized, and then the Moses true 

caser was applied. 
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III. EVALUATION 

In order to measure the performance of new language model 

we used the perplexity measure. Perplexity, developed for 

information theory, is a performance measurement for a 

language model. Specifically, it is the reciprocal of the average 

probability that the LM assigns to each word in a data set. Thus, 

when perplexity is minimized, the probability of the LM’s 
prediction of an unknown test set is maximized. [21, 22, 23, 24] 

To be more precise, we chose 3 different test sets a corpus of 

TED lectures from IWSLT1 conference, European Medicines 

Agency Leaflets (EMEA)2 corpus and OpenSubtitles3 corpus. 

From all 3 corpora, we randomly selected 1,000 sentences for 

the evaluation with perplexity. The details of used corpora are 

shown in Table II: 

TABLE II. 

 TEST CORPORA SPECIFICATION  

 Number of 

sentences  

Number of PL 

words  

Number of EN 

words  

TED 210,549 218,426 104,177 

EMEA 1,046,764 148,230 109,361 

OPEN 33,570,553 1,519,948 758,238 

 

Secondly, using the same data sets, we trained 3 statistical 

machine translation models using Moses SMT toolkit. The 

translation took place from English to Polish. Translation 

systems were enriched with prepared language models and 

evaluated with BLEU metric. 

BLEU was developed on a premise like that used for speech 

recognition, described in Papineni et al. [25] as: “The closer a 
machine translation is to a professional human translation, the 

better it is.” Hence, the BLEU metric is designed to measure 
how close SMT output is to that of human reference 

translations. It is important to note that translations, SMT or 

human, may differ significantly in word usage, word order, and 

phrase length [25]. To address these complexities, BLEU 

attempts to match phrases of variable length between SMT 

output and the reference translations. Weighted match averages 

are used to determine the translation score [26]. Several 

variations of the BLEU metric exist. The basic metric requires 

calculation of a brevity penalty PB as follows: 

 𝑃𝐵 = { 1, 𝑐 > 𝑟𝑒ሺଵ−𝑟 𝑐⁄ ሻ, 𝑐 ≤ 𝑟 

 

where r is the length of the reference corpus, and candidate 

(reference) translation length is given by c [27]. The basic 

BLEU metric is then determined as shown in [26]: 

                                                                   
1 iwslt.org 

2 opus.lingfil.uu.se 

𝐵𝐿𝐸𝑈 = 𝑃𝐵exp⁡ሺ∑ 𝑤𝑛 log𝑝𝑛ሻ𝑁𝑛=଴  

where wn are, positive weights summing to one, and the n-

gram precision pn is calculated using n-grams with a maximum 

length of N. There are several other important features of 

BLEU. Word and phrase positions in the text are not evaluated 

by this metric. To prevent SMT systems from artificially 

inflating their scores by overuse of words known with high 

confidence, each candidate word is constrained by the word 

count of the corresponding reference translation. The 

geometric mean of individual sentence scores, by considering 

the brevity penalty, is then calculated for the entire corpus [26].  

 The baseline results of SMT systems for each corpus are 

shown in Table III. 

TABLE III. 

 TEST CORPORA SPECIFICATION  

Corpus Name Baseline system score (BLEU) 

TED 17,42 

EMEA 36,74 

OPEN 58,52 

 

For language model training we used SRILM toolkit [28]. 

The fundamental challenge that language models handle is 

sparse data. It is possible that some possible translations were 

not present in the training data but occur in real life. There are 

some methods in SRILM, such as add-one smoothing, deleted 

estimation, and Good-Turing smoothing, that cope with this 

problem [23]. 

Interpolation and back-off are other methods of solving the 

sparse data problem in n-gram LMs. Interpolation is defined as 

a combination of various n-gram models with different orders. 

Back-off is responsible for choosing the highest-order n-gram 

model for predicted words from its history. It can also restore 

lower-order n-gram models that have shorter histories. There 

are many methods that determine the back-off costs and adapt 

n-gram models. The most popular method is known as Kneser-

Ney smoothing. It analyses the diversity of predicted words and 

takes their histories into account [20]. We used this smoothing 

method and trained 5-gram language models. 

For machine translation, we used the Experiment 

Management System [20] from the open source Moses SMT 

toolkit to conduct the experiments. Binarization of 5-gram 

language model was accomplished in our resulting systems 

using the KenLM Modeling Toolkit and language modelling 

itself, as mentioned, with SRILM [28] with an interpolated 

version of Kneser-Key discounting (interpolate – unk –
kndiscount) that was used in our baseline systems. Word and 

phrase alignment was performed using SyMGIZA++ [29] 

3 opensubtitles.org 

392 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



instead of standard The OOV’s were handled by using 
Unsupervised Transliteration Model [30]. 

Summing up in this research we used big data CommonCrawl 

based corpus (COMMON), Google Corpus (WEB1T) and 

corpus gathered from available resources and crawled sources 

(OTHER). All but WEB1T that was already trained by Google 

in 5-gram order. The details about those corpora and number of 

ngrams are showed in following Table IV. 

TABLE IV. 

 NUMBER OF N-GRAMS IN LANGUAGE MODELS  

 COMMON  WEB1T  OTHER  

1-grams 102,742,823 9,749,397 18,953,166 

2-grams 1,227,434,111 72,096,704 248,705,481 

3-grams 1,208,818,561 128,491,454 350,220,758 

4-grams 1,513,980,357 128,789,635 468,203,863 

5-grams 1,433,864,427 113,097,133 431,451,627 

IV. EXPERIMENTS 

The new data were: 

• A Polish – English dictionary (bilingual 

parallel) 

• Additional (newer) TED Talks data sets not 

included in the original train data (we crawled 

bilingual data and created a corpus from it) 

(bilingual parallel) 

• E-books 

• Subtitles for movies and TV series  

• Parliament and senate proceedings  

• Wikipedia Comparable Corpus (bilingual 

parallel) 

• Euronews Comparable Corpus (bilingual 

parallel) 

• Repository of PJIIT’s diplomas  
• Many PL monolingual data web crawled 

from main web portals like blogs, chip.pl, 

Focus news archive, interia.pl, wp.pl, onet.pl, 

money.pl, Usenet, Termedia, Wordpress web 

pages, Wprost news archive, Wyborcza news 

archive, Newsweek news archive, etc. 

“Other” in the table below stands for many very small models 
merged together. EMEA are texts from the European Medicines 

Agency, KDE4 is a localization file of that GUI, ECB stands for 

European Central Bank corpus, OpenSubtitles [31] are movies 

and TV series subtitles, EUNEWS is a web crawl of the 

euronews.com web page and EUBOOKSHOP comes from 

bookshop.europa.eu. Lastly bilingual TEDDL is additional 

TED data. 

TABLE V. 

 CRAWLED CORPORA SPECIFICATION  

Data set  Dictionary  Sentences  

EMEA 148,230 1,046,764 

KDE4 131,477 185,282 

ECB 62,147 73,198 

OpenSubtitles 2,446,006 33,570,553 

EBOOKS 1,283,060 17,256,305 

EUNEWS 33.591 43,534 

NEWS COMM 85,380 1,209,608 

EUBOOKSHOP 599,405 593,818  

UN TEXTS 606,989 5,312,280 

DICTIONARY 92,121 n/a 

OTHER 51,056 61,384 

WIKIPEDIA 887,999 172,663 

WEB 

PORTALS 

4,797,497 26,578,683 

BLOGS 1,645,106 2,735,568 

USENET 1,583,413 3,768,719 

DIPLOMAS 490.616 666,576 

TEDDL 129,436 54,142 

 

Data perplexity was examined by experiments with the TED 

lectures, OPEN and EMEA corpora. Perplexities for the test sets 

are shown in Table VI. The perplexity (PPL) values are with 

Kneser-Ney smoothing of the data. 

TABLE VI. 

 PERPLEXITY-BASED LANGUAGE MODEL EVALUATION  

CORPUS  MODEL  PERPLEXITY 

(PPL)  

TED Common Crawl 1471 

TED WEB1T 1523 

TED OTHER 1628 

OPEN Common Crawl 480 

OPEN WEB1T 671 

OPEN OTHER 823 

EMEA Common Crawl 1163 

EMEA WEB1T 1253 

EMEA OTHER 1417 

 

The following Table VII provides results of our language 

model evaluation using SMT systems. We trained 3 baseline 

systems (Baseline BLEU) and then augmented them with our 

CommonCrawl-based language model (Augmented BLEU). 

The same was done using WEB1T and OTHER language 

models. The translation was conducted into Polish direction. 

The Delta column contains difference between baseline and 

augmented systems. It must be noted that we did not conduct 

any in-domain adaptation of language models. 
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TABLE VII. 

 SMT-BASED LANGUAGE MODEL EVALUATION  

CORPUS  LANGUAGE 

MODEL  

Baseline 

BLEU  

Augumented 

BLEU 

Delta 

TED Common 

Crawl 

17.42 18.33 0.91 

TED WEB1T 17.42 17.97 0.55 

TED OTHER 17.42 17.76 0.34 

OPEN Common 

Crawl 

58.52 59.23 0.71 

OPEN WEB1T 58.52 59.01 0.49 

OPEN OTHER 58.52 58.79 0.27 

EMEA Common 

Crawl 

36.74 38.34 1.6 

EMEA WEB1T 36.74 37.93 1.19 

EMEA OTHER 36.74 37.26 0.52 

 

V. RESULTS AND CONCLUSIONS  

Summing up, we successfully released n-gram counts and 

language models built using big data textual corpora which 

overcomes limitations of other smaller, publicly available 

resources. In addition, we were able to show that after some 

basic pre-processing of the data we were able to obtain BLEU 

and perplexity results that outperform state-of-the-art language 

models like WEB1T and other smaller corpora even after 

merging them together. We proved that improvements in 

perplexity and also in machine translation lead to better 

language knowledge utilisation. The results of our work are free 

and publicly available . The resources we share are the raw data 

after pre-processing, raw data tagged with POS using Morfeusz 

tagger [32], trained 5-gram language model with pruned 20% of 

less likely n-grams, dictionary with count of most frequent 

words in Polish based on CommonCrawl corpus and lastly a 

similar dictionary without counts but manually cleaned from 

noisy data by native Polish translators. 
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Abstract—Finding efficient solutions for search and optimi-
sation problems has inspired many researchers to utilise nature
informed algorithms, where the interactions in swarm could lead
to promising solutions for challenging problems. One problem
in machine learning is class imbalance, which occurs in real-
world applications such as medical diagnosis. This problem can
bias the classification or make it entirely out of context where
the algorithms being applied to classify the data can potentially
ignore the important minority class instances. In this paper,
a parameters optimisation algorithm is proposed, which uses
a swarm intelligence technique, Dispersive Flies Optimisation
(DFO), to optimise the support vector machine kernel’s parame-
ters and perform cost sensitive learning to improve the classifier’s
performance on imbalanced data. The use of the swarming
behaviour of the flies and their diversity in the search space
in conducting cost sensitive learning are investigated on eight
real-world datasets. The proposed algorithm has been compared
with other techniques to optimise the classifier’s parameters,
that includes the well-known particle swarm optimisation, the
frequently used grid search as well as random search, which is
used as a control algorithm. The results demonstrate the statis-
tically significant outperformance of the proposed optimisation
technique over other techniques on the same datasets.

I. INTRODUCTION

OVER the last decade, there has been a rapid increase
in datasets worldwide due to the unparalleled growth

in globalisation, as well as global markets. However, datasets
are rendered useless unless there is a way to analyse them
in a meaningful way. Data mining technologies have been
adopted by various businesses like banking, retailing and
telecommunication as the upcoming technology to help in
converting large amounts of data which have been stored on a
database into actionable knowledge and useful information.
Nevertheless, dealing with large datasets present its own
challenges, such as the issue of class imbalance that occur
in real-world applications: fraud detection, medical diagnosis,
direct marketing campaign and many other predictive models.
This problem occurs when the number of instances in one
class (i.e. majority class) extremely outnumber the number of
instances in the other class (i.e.minority class). This is often
due to the limitations of a data collection process such as high
cost or privacy problems; for instance, biomedical data, which
is derived from a rare disease and an abnormal condition, or
some data that is often obtained via expensive experiments.

Numerous research have applied data mining techniques in
solving imbalanced data issue at both data and algorithmic lev-
els [1]. In this paper, a swarm intelligence model is proposed
to optimise the support vector machine (SVM) parameters:
two important parameters for the radial basis function (RBF)
kernel are c and γ, as the choice of their values affects
the classification accuracy. The model uses Dispersive Flies
Optimisation (DFO) to tune the classifier’s parameters and
improve its performance on an imbalanced dataset without
changing the dataset distribution.

II. SWARM INTELLIGENCE AND DATA MINING

Swarm intelligence and evolutionary computation have been
widely used to solve challenging problems in data mining such
as feature selection and class imbalance [2]. When it comes
to class imbalance and cost sensitive learning, choosing the
kernel’s parameters values is a challenging problem. Various
swarm intelligence techniques have been used for parameters
tuning or optimisation [3], [4]. Despite the rapid development
in using swarm intelligence techniques to solve the class
imbalance problem at the algorithmic level by optimising the
kernel’s parameters, these techniques face the challenge of
the slow convergence rate, the trap to local optima and the
number of tunable parameters. Al-Rifaie (2014) proposed a
new meta heuristic, Dispersive Flies Optimisation, derived
from the swarming behaviour of flies, which they use to locate
the food source and the way it is communicated to other flies
so that they can access the food source with minimal attempt
to locate it [5]. In this paper, DFO will be used to perform
SVM cost sensitive learning on various benchmarks data and
compare the proposed method with both evolutionary and non
evolutionary search based techniques from the literature on the
same datasets. In the next section, DFO is described and its
main components are explained.

A. Dispersive Flies Optimisation

DFO, first introduced in [5], is an algorithm inspired by
the swarming behaviour of flies hovering over food sources.
The swarming behaviour of flies is determined by several
factors including the presence of threat which disturbs their
convergence on the marker (or the optimum value). Therefore,
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having considered the formation of the swarms over the
marker, the breaking or weakening of the swarms is also noted
in the proposed algorithm. Algorithm 1 summarises the DFO
algorithm.

The algorithm is characterised by two main components: a
dynamic rule for updating flies position (assisted by a social
neighbouring network that informs this update), and commu-
nication of the results of the best found fly to other flies.
As stated earlier, the swarm is disturbed for various reasons;
one of the impacts of such disturbances is the displacement
of flies which may lead to discovering better positions. To
consider this eventuality, a stochastic element is introduced
to the update process. Based on this, individual components
of flies’ position vectors are reset if a random number, r,
generated from a uniform distribution on the unit interval
U (0, 1) is less than the disturbance threshold or dt. This
guarantees a disturbance to the otherwise permanent stagnation
over a likely local minima1.

In summary, DFO is a simple numerical optimiser over
continuous search spaces. DFO is a population based stochas-
tic algorithm, originally proposed to search for an optimum
value in the feasible solution space. The simplicity of the
algorithm has been compared against several other swarm and
evolutionary computation techniques in [6] where the elegance
of the algorithm in having only one tunable parameter (the
disturbance threshold), is explored. It has also been shown
that DFO outperforms the standard versions of the well-known
Particle Swarm Optimisation, Genetic Algorithm (GA) as well
as Differential Evolution (DE) algorithms on an extended set
of benchmarks over three performance measures of error,
efficiency and reliability [5]. It is demonstrated that DFO
is more efficient in 84.62% and more reliable in 90% of
the 28 standard optimisation benchmarks used; furthermore,
when there exists a statistically significant difference, DFO
converges to better solutions in 71.05% of problem sets. Fur-
ther analysis is also conducted to explore the diversity of the
algorithm throughout the optimisation process, a measure that
potentially provide more understanding on algorithm’s ability
to escape local minima. In addition to theoretical research
on this algorithm, DFO has recently been applied to medical
imaging [7]; furthermore, ongoing and current research are
being conducted in the fields of image analysis, simulation
and gaming [8], computational aesthetic measurements [9],
(digital) arts [10], [11], protein folding, etc.

III. EXPERIMENTS

In this paper, DFO is used to search for the optimal kernel
parameters: c and γ. In this model, F-measure is deployed as
an evaluation metric and the performance of DFO is compared
against other parameters optimisation techniques to find the
optimal kernel values over a set of benchmark datasets.

In order to evaluate the performance of the proposed tech-
nique, eight real-world datasets are used and available from the

1The source code of the original DFO algorithm can be found in the
following web page: http://doc.gold.ac.uk/mohammad/DFO

Algorithm 1 Dispersive Flies Optimisation
1: while Function Evalutions < Evaluations Allowed do
2: for i = 1→ N do
3: ~xi.fitness← f(~xi)
4: end for
5: ~xs = arg∗ min [f(~xi)]
6: ~xin = arg∗ min [f(~xileft), f(~xiright)]*
7: for i = 1→ N do
8: for d = 1→ D do
9: τd ← xt−1

ind
+ U (0, 1)× (xt−1

sd − xt−1
id )

10: if (r < dt) then
11: τd ← xmin,d + r (xmax,d − xmin,d)
12: end if
13: end for
14: ~xi ← ~τ
15: end for
16: end while
* ~xileft = ~xi−1 and ~xiright = ~xi+1

TABLE I
DATASET LIST

Dataset Minority Class Majority Class Attributes
Vehicle 199 647 18
Sonar 97 111 60

Ionosphere 34 126 34
WDBC 212 357 32
Abalone 42 689 8
Hepatitis 32 123 19

German credit 300 700 20
Breast Cancer 241 458 9

the University of California, Irvine (UCI) machine repository2.
These datasets are imbalanced and they vary in size and
class distribution. Moreover, they have been widely used as
benchmarks to compare the performance of various methods
in the literature. Table I provides a description of the datasets
used. In this experiment, the authors have applied the proposed
method on the Abalone datasets for the class ‘9’ versus ‘18’
and for the Vehicle dataset, the model is applied on the class
‘Van’ vs the others. Moreover, normalisation was applied on
the datasets to scale each feature values to a [0,1] range, and
instances with missing values are removed. Furthermore, to
make predictions on new data valid, a train/test split is used,
in which 80% of the dataset is used for training and 20% is
used for testing. The advantages of train/test split are that the
optimised c and γ are evaluated on unseen dataset. As the
datasets are imbalanced, F-measure is used as a fitness value
for SVM, in which the goal is to find the c and γ that will
give the maximum F-measure.

A. Experiment set up

Fifty flies are set to optimise the SVM’s parameters, in
which the range for c that has been defined as [2−5,215] and
the range of γ has been defined as [2−15,23] based on [12]. The
iterations allowed is equal to 10. At the initialisation phase,
each fly is assigned randomly to two values, with the first value
being for c and the second for γ; using these values the fitness

2http://archive.ics.uci.edu/ml/
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value, the F-measure, is generated. The fitness value is stored
for each fly, to find the best neighbouring fly and the best fly
in the whole swarm. At every iteration, the components of the
position vector are independently updated at the update phase,
considering the components vector for the best neighbouring
fly and the components vector for the best fly in the whole
swarm. It also considers if the random number, r, that is
generated from the uniform distribution on the range [0,1],
is less than the disturbance threshold dt. In the experiment,
the dt is empirically equal to 0.5, which means 50% of the
flies’ components are randomly initialised to new positions
in the search space. This will enhance the diversity of the
algorithm and will provide a balance between exploration and
exploitation. In order to ensure that the performance of the
algorithm is not solely due to the disturbance mechanism, a
control algorithm (random algorithm) is also applied to the
problem and the results are reported.

IV. RESULTS AND DISCUSSION

Table II summarises the results of applying DFO as opti-
misation algorithm and compares them with other methods on
the same datasets. This include PSO, grid search and random
search. As shown in the table, the use of DFO was found
to improve the F-measure for all datasets and the proposed
model outperforms other techniques on the same datasets. For
example, for the Ionosphere dataset, the F-measure increased
from 94.52%, as obtained by the PSO, to 98.59%. Similar
improvements in the F-measure can be seen in the rest of the
datasets. As a result, the proposed model which uses DFO to
optimise the SVM kernel’s parameters c and γ, demonstrates
the ability to improve the classifier performance on imbalanced
datasets. As Fig. 1 illustrate, while the other technique exhibit
varying performance over different datasets, DFO is shown to
provide a consistent outperformance over all datasets. Given
the importance of conducting a statistical analysis measuring
the presence of any significant difference in the performance
of the proposed model and the other techniques including
PSO, grid and random search, t-test is applied. This statistical
significant test is applied using the outcome of the entire trials
(30 runs) on each experiment. Based on the results, the F-
measure difference is significant at 5% level. The result of
this test indicates that the proposed optimisation technique
offers a statistically significant improvement in the classifier’s
performance on the imbalanced datasets when compared to
the other techniques.

A. Impact of Disturbance Threshold

The disturbance mechanism in DFO provides a stable in-
dependent convergence throughout the optimisation process. It
also maintains a balance between exploration and exploitation.
At the update phase, the dt is the only adjustable parameter
to set that controls the diversity of the algorithm. A suitable
value for this parameter depends on the size of the swarm,
the number of iterations and the size of the search space.
Therefore, further work needs to be done to find a theoretically
suitable value for this parameter. In this experiment, dt is
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Fig. 1. Comparison of F-measure on all datasets
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Fig. 2. Negative impact of reducing the disturbance threshold to dt = 0.001

empirically set to 0.5, which allows for an enhanced diversity
of the population in covering the search space, as well as the
ability to escape local optima.

As stated previously, random algorithm is included in the
comparison as a control algorithm to ensure the DFO’s perfor-
mance is not solely attributable to its disturbance mechanism
and that the coupled mechanisms of forming and breaking
of the swarm, together, give rise to the performance of the
algorithm. Equally, in order to demonstrate the impact of
the absence or reduction of diversity (induced through the
disturbance mechanism), another control algorithm with small
disturbance threshold (dt = 0.001) is proposed. Fig. 2)
illustrates that the sole presence of diversity or the lack of
it, negatively impacts the performance of the algorithm.

V. CONCLUSION

Class imbalance is a major problem in machine learning.
This work investigated the use of DFO to optimise the RBF
kernel’s parameters to improve the classifier performance
without changing the distribution of the dataset by applying
data level solutions such as oversampling or undersampling
the dataset. The proposed method has performed statistically
significantly better when compared to other techniques on all
datasets. Moreover, the simplicity of this swarm intelligence
algorithm adds to its appeal when applied to complex search
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TABLE II
PERFORMANCE MEASUREMENTS COMPARISON OF DFO-SVM AND OTHER TECHNIQUES

Dataset Method Accuracy Sensitivity Specificity F-measure AUC
WDBC PSO 92.98% 93.33% 92.75% 93.00% 0.93

Grid 94.73% 90.69% 97.18% 95.00% 0.93
Random 97.36% 93.87% 100% 97.35% 0.96
DFO 99.12% 98% 100% 99.12% 0.99

Sonar PSO 92.85% 90.90% 100% 92.86% 0.92
Grid 87.71% 76.19% 95.14% 84.21% 0.823
Random 88.90% 92.30% 81.25% 88.00% 0.86
DFO 97.61% 96.42% 100% 97.63% 0.98

Ionosphere PSO 94.36% 92.30% 100% 94.52% 0.96
Grid 97.14% 95.83% 97.83% 95.83% 0.95
Random 97.18% 100% 91.30% 97.15% 0.95
DFO 98.59% 97.87% 100% 98.59% 0.98

Abalone PSO 93.87% 30.76% 100% 92.35% 0.65
Grid 97.95% 40.00% 100% 57.14% 0.88
Random 96.59% 37.50% 100% 95.85% 0.68
DFO 97.27% 62.50% 99.28% 97.09% 0.80

Hepatitis PSO 87.50% 33.33% 100% 84.82% 0.66
Grid 87.50% 83.33% 90.00% 83.33% 0.83
Random 87.50% 50.00% 92.85% 87.50% 0.71
DFO 93.75% 100% 93.33% 94.68% 0.96

Vehicle PSO 95.29% 86.36% 98.41% 95.21% 0.92
Grid 98.22% 98.43% 97.62% 98.81% 0.99
Random 98.24% 95.35% 99.21% 98.23% 0.97
DFO 99.41% 97.50% 100% 99.40% 0.98

German Credit PSO 76.00% 54.90% 83.22% 76.14% 0.69
Grid 79.33% 45.74% 94.66% 58.11% 0.83
Random 73.50% 48.28% 82.39% 72.11% 0.65
DFO 78.00% 65.07% 83.94% 78.00% 0.74

Breast Cancer PSO 97.81% 97.77% 97.82% 97.81% 0.97
Grid 99.25% 97.94% 100% 98.56% 0.96
Random 96.34% 94.00% 97.70% 96.34% 0.95
DFO 98.54% 98.70% 98.88% 98.59% 0.98

and optimisation problems with only one parameter to tune as
opposed to the presence of more parameters in several other
swarm and evolutionary computation techniques. Amongst the
future work is the comparison of the performance of DFO
against other swarm and evolutionary computation techniques
over larger datasets.
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Abstract—Correlation clustering is a NP-hard problem, and
for large graphs finding even just a good approximation of the
optimal solution is a hard task. In previous articles we have
suggested a contraction method and its divide and conquer
variant. In this article we present several improvements of this
method (preprocessing, quasi-parallelism, etc.) and prepare it
for parallelism. Based on speed tests we show where it helps the
concurrent execution, and where it pulls us back.

I. INTRODUCTION

CLUSTERING is an important tool of unsupervised learn-
ing. Its task is to group objects in such a way, that the

objects in one group (cluster) are similar, and the objects from
different groups are dissimilar. It generates an equivalence
relation: the objects being in the same cluster. The similarity
of objects are mostly determined by their distances, and the
clustering methods are based on distance.

Correlation clustering is an exception, it uses a tolerance
(reflexive and symmetric) relation. Moreover it assigns a cost
to each partition (equivalence relation), i.e. number of pairs
of similar objects that are in different clusters plus number of
pairs of dissimilar objects that are in the same cluster. Our task
is to find the partition with the minimal cost. Zahn proposed
this problem in 1965, but using a very different approach [1].
The main question was the following: which equivalence
relation is the closest to a given tolerance (reflexive and
symmetric) relation? Many years later Bansal et al. published
a paper, proving several of its properties, and gave a fast, but
not quite optimal algorithm to solve this problem [2]. Bansal
have shown, that this is an NP-hard problem.

The number of equivalence relations of n objects, i.e. the
number of partitions of a set containing n elements is given
by Bell numbers Bn, where B1 = 1, Bn =

∑n−1
i=1

(
n−1
k

)
Bk.

It can be easily checked that the Bell numbers grow expo-
nentially. Therefore if n > 15, in a general case we cannot
achieve the optimal partition by exhaustive search. Thus we
need to use some optimization methods, which do not give
optimal solutions, but help us achieve a near-optimal one.

If the correlation clustering is expressed as an optimization
problem, the traditional optimization methods (hill-climbing,
genetic algorithm, simulated annealing, etc.) could be used

in order to solve it. We have implemented and compared the
results in [3].

In a former article we have shown the clustering algorithm
based on the divide&conquer method, which was more effec-
tive than our previous methods. But our measurements have
pointed out, that this method is not scalable. Hence for large
graphs the method will be very slow. Therefore we would
like to speed up the method. The simplest way to do it is to
distribute the calculations between the cores of the processor.
Unfortunately, theory and practice often differs.

The structure of the paper is the following: in Section 2
correlation clustering is defined mathematically, Section 3
presents the contraction method and some variants. Next, the
best combination of local improvements is selected, and in
Section 5 the former divide and conquer method is improved.
Later the technical details of the concurrency is discussed

II. CORRELATION CLUSTERING

In the paper the following notations are used: V denotes the
set of the objects, and T ⊂ V ×V the tolerance relation defined
on V . A partition is handled as a function p : V → {1, . . . , n}.

The objects x and y are in a common cluster, if p(x) = p(y).
We say that objects x and y are in conflict at given tolerance
relation and partition iff value of cpT (x, y) = 1 in (1).

cpT (x, y)←





1 if (x, y) ∈ T and p(x) 6= p(y)
1 if (x, y) /∈ T and p(x) = p(y)
0 otherwise

(1)

We are ready to define the cost function of relation T
according to partition p:

cT (p)←
1

2

∑
cpT (x, y) =

∑

x<y

cpT (x, y) (2)

The task of correlation clustering is to determine the value
of minp cT (p), and a partition p for which cT (p) is minimal.
Unfortunately, this exact value cannot be determined in prac-
tical cases, except for some very special tolerance relations.
Hence we can only get approximative, near optimal solutions.

Correlation clustering can be defined as a problem of
statistical physics [4], where the authors use analogies from
physics to solve the problem for small graphs. Here we do
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something similar. We can define the attraction between two
objects: if they are similar then the attraction between them
is 1; if they are dissimilar then the attraction between them is
−1 (they repulse each other); otherwise—which can occur at
a partial tolerance relation—the attraction is 0.

a(x, y)←





1, if (x, y) ∈ T
−1, if (x, y) /∈ T
0, otherwise

(3)

(3) can be generalized for object x and for clusters g and
h:

a′(x, g) =
∑

y∈g

a(x, y) and â(g, h) =
∑

y∈h

a′(y, g).

We leave it to the reader to check that if these sums are positive
and we join these element and clusters—by getting a partition
p′ containing the clusters g ∪ {x} or g ∪ h—then cT (p) ≥
cT (p

′). This means that by joining attractive clusters, the cost
decreases.

III. CONTRACTION METHOD

The contraction method [5] is based on two operation: the
name contraction means that we join two attractive clusters.
We can treat a cluster as stable, if for each of its elements the
best position is inside this cluster, because the superposition
of the forces (attraction or repulsion between an element and
other elements is attraction for each element in the cluster; and
there does not exist another cluster which is more attractive
for any element in the cluster. But it is possible that the
joining of two stable clusters produces a non-stable cluster:
the new elements are mostly repulsive for a given element. In
this case to get less conflicts this element needs to be moved
into another cluster. Specially, if one object is repulsed by
all clusters, a singleton containing this element needs to be
constructed. The process includes calculation of the attractive
forces of one object x for all clusters, and moving nodes based
on the maximal attraction we called movement.

[5] contains the forces that are needed to recalculated after
a movement or a contraction. These recalculations can be
applied for any kind of tolerance relation. If the graph of
the tolerance relation is dense—by using the matrices of
forces between objects, forces between objects and clusters
(for the movements) and forces between clusters (for the
contractions)—then the contraction method can be run in an
efficient way by adding and subtracting rows and columns of
these matrices.

If the graph of the tolerance relation is sparse, then it is a
waste to use full matrices for storing the actual forces. (If the
tolerance relation contains small amounts of dissimilarity, then
the optimal partition consist of only some clusters, so a small
matrix is enough to store the forces between clusters.) In our
former articles the algorithms were implemented in Python,
and we used associative arrays (dict) and associative arrays
of associative arrays to store the non-zero objects. But the
deletion is problematic for this data type, therefore the imple-
mentations based on hash apply only logical deletion. Working

Fig. 1. Different combinations of steps of the local search.

with big tolerance relations, the limit of the implementation is
noticeable.

Our new implementation approaches the problem from a
new direction. By working with a sparse graph, most of its
nodes (the objects) only have a few neighbours. If the forces on
a specific node are needed to be calculated (for the movement),
only its neighbours need to be checked, not all the objects.
Therefore instead of searching for the neighbours of a given
object again and again, we store them and the signs of their
edges. Of course this means each edge is stored twice i.e. at
both of its endpoints, but at a sparse graph (|E| = O(|V |))
this is not a serious problem.

To calculate the forces between clusters in the case of a
dense graph all edges need to be visited, so the complexity
is O(n2). But at sparse graphs the number of edges is
proportional to the number of vertices, so the complexity of
the calculation of forces is O(n).

Correlation clustering can be treated as an optimization
problem, where the aim is to minimize the number of conflicts.
The steps of contraction and movement can be treated as
a local search step. Nevertheless, simple variants of the hill
climbing method are not effective for this problem. We have
tested this in case of a graph with 13 nodes and from almost 3
million partitions only 2 were global optimum and around ten
thousand were local minimum. For bigger graphs the ratio of
number of global and local optima will be even smaller, so to
find a global optima or a near optimal local optima is a truly
difficult task.

The interesting question is how to combine the steps of
contraction and movement. Fig. 1/a shows the method we
implemented in the former article [6]. A contraction could
be a dramatic change, even when two big clusters are joined.
This means that with contraction many object get their final
positions at the same time. In this variant this contraction
step is repeated until it is successful (the number of conflicts
decreases). Next, from the unstable clusters some objects are
moved to better positions, and this movement is repeated until
it is profitable.
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This algorithm produced a rather fast method. By rewriting
the source we compared this algorithm with some other vari-
ants. At first we tested what is the effect of changing the order
of contraction and movement. Fig. 1/b shows a variant with
a different order, where we execute a contraction after each
movement. It is obvious, that the movements only produce
local changes, so it takes many cycles to move the objects
into their final cluster. Finally we created a variant which
moves the objects until it is profitable, then joins the clusters
until is it profitable, and if there was a contraction, then it
starts a new turn, as Fig. 1/c shows. There is an unbreakable
conflict between the speed and efficiency/accuracy: the number
of conflicts at method c were 13 percent less that at method
a.

IV. QUASI-PARALLEL VARIANT

Formerly we have discussed the quasi-parallel variant of the
algorithms [5]. The most naive variant of the contraction step
calculates all the forces between clusters, and next joins the
two most attractive clusters and drops the other calculations.
A bit cleverer variant reuses the calculated forces to calculate
the forces according to the new (contracted) clusters.

The most costive variant wants to use all the calculations
(without any recalculations). Hence it sorts all the calculated
forces in decreasing order, and if that value is positive and
valid, it joins the suitable clusters. (When can a calculated
force be invalid? If some of the clusters it belongs to do
not exist any more, because we have already merged them
with another, a third cluster.) We named this last variant as
quasi-parallel, because we practically join the clusters parallel,
although not independently.

Of course we can implement similar variants of the move-
ment step too. We did, and compared their speed and ef-
ficiency. Obviously, the latter variants are faster than the
previous ones. The efficiency of the first two variants is the
same: we calculated the same values, but the speedier variant
needed more technical implementation. Which was surprising
is that the last two variants differ in efficiency for contraction
and movement.

In case of contraction, the sequential (the first two) variants
were better than the quasi-parallel. Maybe the contraction step
was so dramatic, that if we join two weakly attractive clusters
before we realize that these clusters are more attracted by other
clusters, then we cannot redo this action later. Here, based on
our tests, the best strategy is to join only the most attractive
clusters, and in the next round consider this new joined cluster
as well.

In case of movement, the opposite holds. Here the costive
(quasi-parallel) version is the best. We can interpret a move-
ment of one object as an engagement. If we allow for a cluster
that is getting increasingly stronger to keep on gathering new
and new objects, this cluster becomes huge and will not release
its objects. With quasi-parallel execution several small clusters
grow parallel, and movements can be redone, if there is be a
more attractive cluster for an object.

TABLE I
REMAINING EDGES OF THE SUBGRAPHS (IN PERCENT)

N no. of subgraphs
2 5 10 20

BA(3,2)
500 62.8/50.6 45.1/18.9 43.4/9.8 39.1/5.7

1000 63.2/48.9 50.3/21.6 42.8/9.8 40.4/5.2
5000 62.5/50.0 49.3/20.9 45.3/10.0 42.6/4.5

10000 62.6/50.3 49.2/20.0 44.8/10.6 42.8/5.0
20000 62.7/50.2 49.5/20.4 44.7/10.1 42.8/4.9

ER (p=0.015)
500 58.6/51.2 39.0/19.7 31.1/9.4 28.2/5.5

1000 53.4/49.9 28.1/20.6 20.8/10.2 16.2/4.8
5000 51.2/50.0 21.7/20.0 11.9/10.0 7.3/4.9

10000 50.5/49.9 20.9/19.9 11.0/10.0 6.2/5.0
20000 50.2/50.0 20.4/20.0 10.5/10.0 5.6/5.0

In the following measurements we will use the algorithm
of Fig. 1/c with quasi-parallel movement and sequential con-
traction.

V. DIVIDE AND CONQUER RELOADED

In a former article we have examined whether the divide
and conquer approach is useful for correlation clustering [6].
As a reminder, the divide and conquer solution consist of three
simple steps:

• divide the problem into subproblems,
• solve the subproblems (in a recursive way)
• construct the solution of the original problem from the

solutions of the subproblems.
In some cases some of the steps could be left out or are

very trivial. In our former article the construction of the sub-
problems was simple: we divided the graph into same size
sub-graphs by the IDs of the objects. It can be checked easily,
that with this construction most of the edges are left out from
our calculations.

In case of Erdős-Rényi random graphs (ER) the edges are
distributed uniformly at random. As the matrices of subgraphs
cover only n/n2 part of the matrix of original graph, only
1/n of the edges are left to work with. We construct slightly
better sub-graphs with a little effort i.e. with complexity of
O(n). The breadth first traversal of the graph is used, and the
nodes are taken in that order in which they are deleted from
the fringe, i.e. when they get closed. The effectiveness of this
trick is shown in Table I. It is not a surprise that in case of ER
graphs, where the edges are independent from each other, this
trick has no real effect. But at Barabási-Albert type random
graphs (BA)—where the construction guaranties that the edges
are not independent—the trick works well: when the former
method left 5 percent of the edges, this leaves us 40 percent
of them.

The other steps of the divide and conquer approach re-
mained the same. The sub-problems were solved by recursion
if they were big enough, otherwise a direct solution was used:
starting from singleton clusters, the algorithm of Fig. 1/c
for the graph of the sub-problem was followed. Finally all
the clusters from the solutions of the sub-problems were
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collected and put together (as an initial clustering of the whole
graph), and we executed the algorithm of Fig. 1/c again. It is
surprising, but solving the original problem, the sub-problems,
the subsub-problems, etc. is faster than solving the original
problem alone. This is not a paradox, the key question is the
initial clustering of the original problem.

VI. TECHNICAL DETAILS: CONCURRENCY

The last sentences of the previous chapter are very promis-
ing. Moreover at the reimplementation of our software we have
taken care of parallelism.

We implemented our software in Python.1 For calculation
intensive tasks this language offers a multiprocessing
package. At first we used the instruction map for each object,
which could be familiar to the reader from Google’s MapRe-
duce concept. We recall, that movement in the algorithm of
Fig. 1/c (at top right, emphasized by colour) is inside a
double cycle. One task (to calculate the forces on an object) is
extremely simple, hence the overhead is huge, it run thousands
time slower than the original. Next we created a pool, and
the set of nodes were divided into four, and each core of
the processor received one subset, and the role to calculate
the forces on nodes that are in that subset. At graphs with
hundred nodes the parallel version was 300 times slower than
the original. As the number of nodes of the graph increased the
running time ratio became smaller and smaller, but at graphs
with 20,000 nodes the parallel version was twice slower.

Our framework—constructed for divide and conquer
method (D&C)—enables us to break the original problem into
sub-problems, and solve them in parallel using the possibilities
of a multi-core processor.

One categorisation of tolerance graphs is based on the rate
of positive edges. As the edges of BA graphs are dependent,
two graphs with the same rate could be very different, but
using big samples can help us to discover tendencies. Based
on the measurements, the preprocessing for D&C (the trick in
the previous section) is useless when this rate is small, and
very profitable if this rate is near to 1.

The biggest divergence in number of conflicts was at rate
0.71—where even the number of conflicts was maximal—so
we executed speed tests for 3/2 type BA graphs with this rate.

Based on the measurements, the running time the algorithm
of Fig. 1/c is near quadratic—a problem with 20, 000 nodes
was solved within a minute on an i5-6500 processor—and the
aim is to solve problems with million of nodes in reasonable
time.

We tested the D&C method which gave about 8 percent
worse results than solving the problem at once. Does the
running time compensate for this penalty? If we only have
a few objects, the overhead of solving sub-problems gives
a longer running time. At 3000-5000 objects this overhead
disappears. But at problematic cases the hardness of solving
the sub-problems brings this overhead back. We examined the
running time of the subproblems, and we found, that for big

1The source files are available at https://github.com/aszalosl/DC-CC2.

graphs the combination of subsolutions (repeat the contraction
method for the whole graph) could take up 98% of the running.

VII. FUTURE PLANS

Although we have a fast algorithm to solve the problems
for large graphs, and some hints about how to choose between
them, the research is not over. When solving big graph
problems, most of the time only one thread is running, hence
we have possibilities to use the concurrency. It is worth to
try a manager and a pool of worker processes defined not
inside cycles, but at the upper levels. The overhead of the
communication between processes could be problematic, but
only tests could decide on usefulness of this approach.

The fastest computation is no computation. Therefore we
need to examine which calculations are necessary, and which
can be omitted.

Of course these tricks do not change the quadratic complex-
ity of the algorithm, but we believe, that we can reduce the
the constant part, which will be very important in practice.

VIII. CONCLUSION

We introduced a correlation clustering problem, and we
presented the contraction method to solve it. We improved
our former algorithm in several ways, and we created several
variants to it. Some of them used the elements of concurrent
execution of the Python code with a small success.

To our knowledge, these are the state of the art algorithms
in correlation clustering.

We made several measurements and the results gave hints
on how to select amongst them to solve a particular problems.
By these measurements our method has quadratic complexity.
Finally, we presented the bottleneck of the algorithms. Our
next step is to eliminate this, hopefully by using concurrency
in a different way.
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[6] L. Aszalós and M. Bakó, “Correlation clustering: divide and conquer,”
in Position Papers of the 2016 Federated Conference on Computer
Science and Information Systems, ser. Annals of Computer Science and
Information Systems, M. Ganzha, L. Maciaszek, and M. Paprzycki,
Eds., vol. 9. PTI, 2016. doi: 10.15439/2016F168 pp. 73–78. [Online].
Available: http://dx.doi.org/10.15439/2016F168

406 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



An Integer Programming based Ant Colony
Optimisation Method for Nurse Rostering
Joe D. Bunton, Andreas T. Ernst

School of Mathematical Sciences,
Monash University,

Melbourne, Australia
Email: {joe.bunton, andreas.ernst}@monash.edu

Mohan Krishnamoorthy
Department of Mechanical and Aerospace Engineering,

Monash University,
Melbourne, Australia

Email: mohan.krishnamoorthy@monash.edu

Abstract—Nurse rostering problems are typically too large and
hard to be solved exactly. In order to achieve quality solutions to
these difficult problems, meta-heuristics are often employed. One
such meta-heuristic is Ant Colony Optimisation (ACO), inspired
by the pheromone trails left by ants. ACO works by guiding
a heuristic solution construction by using these pheromones
to direct weighted random choices. When the problem to be
solved is highly constrained, finding feasible solutions is difficult,
which can result in poor performance for ACO. To address this,
we propose an ACO algorithm using an integer programming
based solution construction method to ensure feasibility and
select from a collection of schedules. The approach also uses
a novel solution merging step that combines the information
from multiple ants to generate a better final roster. We discuss
several challenges inherent in this approach, and how they may
be overcome. Computational results on highly constrained nurse
rostering problem instances from the literature demonstrate the
effectiveness of our proposed new hybrid metaheuristic.

I. INTRODUCTION

Rostering problems involve the assignment of employees to
shifts in order to satisfy cover demands, subject to hard and
soft constraints according to rules and preferences respectively.
For a review of rostering problems and methods, see [1], or
more recently [2].

The Ant Colony Optimisation (ACO) metaheuristic [3] has
been applied successfully to a broad range of combinatorial
optimisation problems since its inception, including rostering
problems. ACO is inspired by the behaviour of real ants
that leave trails of pheromones in order to communicate. In
ACO, pheromones are used to guide solution construction
by encouraging the inclusion of solution components with a
higher pheromone presence. Pheromones are left by ants in
quantities proportional to solution quality to push future ants
towards higher quality solutions. In the past, ACO has been
applied to a dynamic version of the Nurse Rostering Problem
(NRP) [4] and to a very loosely constrained NRP variant [5].
This is the only ACO and exact algorithm hybrid we have
encountered for the NRP.

Various hybrid techniques involving ACO have been im-
plemented in literature, including hybrids with Constraint
Programming (CP) [6], [7], Lagrangian Relaxation [8], [9],
and Linear Programming [10]. Hybrids of exact methods
with other meta-heuristics have also been applied to the
NRP, including Tabu Search with CP [11] and Integer Linear

Programming [12], Integer Programming with Variable Neigh-
bourhood Search [13], and Iterated Local Search with CP [14].
More generally, hybridisation of exact algorithms and meta-
heuristics is discussed and classified in [15].

What we are proposing in this paper is a new type of
hybrid meta-heuristic in which Integer Programming is not
only used to handle maintaining feasibility of constraints, but
also to make an objective guided selection between a subset of
possible schedules during solution construction of work-lines.
The ACO framework then provides a way to manage solution
diversification and intensification.

Highly constrained rostering problems feature a set of
hard constraints that cause many roster combinations to be
infeasible, reducing the feasible space of the problem. This
can hinder the performance of meta-heuristics such as ACO
where the random solution construction cannot achieve feasi-
bility. In some cases this can be addressed by using problem
specific knowledge to ensure the construction of only feasible
solutions, however this is not always possible. Alternatively,
this set of hard constraints (or a subset of) may be relaxed
and penalised heavily to discourage violations. Such penalty
approaches can be problematic as they distort the fitness
landscape, often creating many more local optima so that it is
more difficult for the optimisation to find the global optimum.

To address the problem of constructing feasible solutions,
we use integer programming to generate feasible work-lines
for nurses which can be combined to form a complete roster.
This allows us to ensure feasibility in the construction of
solutions for our highly constrained NRP, as well as select the
best option from a subset of schedules, however the use of
Integer Programming can introduce other challenges. Integer
programs can be slow to solve for difficult problems. Quick
solution construction is desired for use within metaheuristics
in order to meaningfully explore the solution space. Opti-
mally solving Integer Programming sub-problems can also
lead to less solution diversity and quicker convergence to a
local optimum. Our proposed hybrid algorithm addresses this
challenge by using ideas from ACO to manage diversification
and intensification of the search.

We propose an Integer Programming based ACO method
for highly constrained rostering problems, making use of the
benefits of this hybrid approach while addressing possible
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concerns. While our approach makes use of features that
are general to rostering problems, we begin developing this
new hybrid method by applying it to instances from a highly
constrained NRP dataset to demonstrate its effectiveness at
generating good solutions quickly, in a way that scales well
for larger problems.

II. NURSE ROSTERING PROBLEM

The NRP consists of scheduling of nurses in hospitals to sat-
isfy shift requirements. There are several types of shifts each
day e.g. Day, Night, Early, Late, each with cover demands.
The assignment of nurses to shifts is subject to various work
contract constraints, both hard and soft, that determine legal
and preferred components of nurse schedules. Individual nurse
preferences for shifts on/off are also desired to be satisfied. For
reviews of models and methods for NRPs, see [16], [17].

Due to the difficulty inherent in NRPs, in order to achieve
good solutions quickly, metaheuristics are often applied to
problems. Approaches attempted include Simulated Annealing
[18], Variable Neighbourhood Search [19], Genetic Algorithm
[20], and Tabu search [12], among others.

As discussed in [21], constraints for the NRP can be put
in 3 categories. Sequence constraints that are applied within
shift sequences (work-stretches), e.g. allowed shift transitions
and maximum / minimum consecutive work days. Schedule
constraints that apply to a work-line for a single nurse (a
combination of work-stretches), e.g. maximum number of
assignments, maximum weekends worked, personal shift re-
quests on / off. Roster constraints that apply across nurse
work-lines for the entire roster, e.g. cover requirements.

Various descriptions of the NRP have been presented in
literature, featuring different constraints and different com-
binations of these being considered hard / soft constraints.
We explore the NRP as defined in [22], and use their set
of benchmark datasets hosted online along with best known
bounds1.

Three methods are applied to the NRP dataset in [22], the
ejection chain and branch-and-price from [23], and solving the
formulation provided with the integer programming software
Gurobi 5.6.3. The instances of the NRP dataset have also
been solved as a partially weighted maxSAT problem [24]
The objective is to minimise the weighted sum of undercover,
overcover, and not satisfied nurse shift preferences. This is
subject to 10 requirements (with their respective category:
sequence, schedule, or roster):

1) A nurse cannot be assigned more that one shift on a
single day - sequence.

2) Certain shifts cannot follow each other on consecutive
days, i.e. a Day shift cannot immediately follow a Night
shift - sequence.

3) Nurses cannot be assigned more than a certain number
each type of shift - schedule.

4) Nurses cannot work less than a minimum or more than
a maximum number of hours in the schedule - schedule.

1http://www.cs.nott.ac.uk/~psztc/NRP/index.html

5) Nurses cannot work more than a maximum number of
days in a row without a day off - sequence.

6) Nurses cannot work less than a minimum number of
days in a row before having a day off - sequence.

7) Nurses cannot take less than a minimum number of days
off in a row - sequence.

8) Nurses cannot work more than a maximum number of
weekends in a schedule - schedule.

9) Nurses cannot work on days on which they have booked
leave - sequence.

10) There is an ideal cover requirement to be achieved each
day, with over cover / under cover penalised -roster.

TABLE I
24 BENCHMARK INSTANCES

Instance Weeks Nurses Shift Types
1 2 8 1
2 2 14 2
3 2 20 3
4 4 10 2
5 4 16 2
6 4 18 3
7 4 20 3
8 4 30 4
9 4 36 4
10 4 40 5
11 4 50 6
12 4 60 10
13 4 120 18
14 6 32 4
15 6 45 6
16 8 20 3
17 8 32 4
18 12 22 3
19 12 40 5
20 26 50 6
21 26 100 8
22 52 50 10
23 52 100 16
24 52 150 32

A summary of the benchmark instances is given in Table
I, varying in the 3 problem dimensions: number of weeks,
nurses, and shift types. These instances are highly constrained
due to requirement 4, which is both an upper and lower bound
on hours worked. This requirement is often quite strict, not
allowing much variation in the number of shifts each nurse
is required to work. As a result, purely random constructions
heuristics perform poorly for these problems.

III. MODEL

Here we will present the Integer Programming formulation
for our solution construction method. The solution construc-
tion involves solving an integer program (IP) for single nurse’s
work-line. A typical integer programming formulation for a
NRP will utilise variables representing the assignment of a
particular nurse to a specific shift on a given day, as in [22],
[23].

As solution construction time is of concern, we make use
of the concept of work-stretches for the variables of our IP
in order to reduce complexity. We define a work-stretch as a
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Fig. 1. Definition of a work-stretch as a continuous sequence of work shifts
including the following minimum length stretch of off-days (requirement 7).

continual sequence of shift assignments for a specific nurse
with no off-days in between, combined with a stretch of off-
days of the minimum required length as shown in Figure 1.
These work-stretches are able to incorporate all the sequence
constraints of the problem, as well as the costs due to nurse
preferences not satisfied. Only work-stretches that satisfy all of
the sequence constraints (and so are feasible for our problem)
are generated and added to the problem as variables.

There are several examples in literature of the use of work-
stretch like structures for the NRP, mainly for use in heuristics,
including [21] who also present a brief summary of work-
stretches in NRP. For rostering problems more generally,
[25] present a general column generation approach based
upon work-stretches to reduce complexity. They use a nested
resource constrained shortest path that builds work-stretches
then uses these to construct columns of work-lines for nurses.
Their method is further refined and utilised in a branch-and-
price framework [26].

In using work-stretches to model our NRP, we reduce the
number of constraints we need to formulate explicitly in our
model. Each nurse’s schedule is modelled as a network flow
with side constraints that cover only the schedule and roster
constraints. By introducing single off-day variables, we can
model all combinations of shifts on and off by allowing
transitions from work-stretches to other work-stretches or to
these single off-day variables. The mathematical formulation
of this integer programming model for a given nurse i ∈ I is
given here in terms of the notation described in Table II.

First, we construct the network flow for this nurse. Equa-
tions (1) and (2) set up the source and sink of the flow
respectively. Equation (3) defines the flow conservation for
all other nodes, that the sum of work-stretches or off days
finishing on a given day equals the sum of those starting the
next day.

Day 0 flow: ∑

j∈Wi0

xij + oi0 = 1. (1)

Day h (last day) flow:
∑

j∈WE
ih+1

xij + oih = 1. (2)

Middle day flows:
∑

j∈WE
id

xij+oid−1 =
∑

j∈Wid

xij+oid, ∀d ∈ D\{0, h}. (3)

TABLE II
SETS, VARIABLES AND PARAMETERS FOR WORK-STRETCH NRP

FORMULATION

Component Type Description
I Set Set of Nurses i
D Set Set of Days in the schedule period d
T Set Set of Shift types t, e.g. t ∈ {D,A,N}

Wid Set Set of all work-stretches j that start on day
d ∈ D for nurse i ∈ I

WE
id Set Set of all work-stretches j that end the day

before day d ∈ D for nurse i ∈ I
WN

it Set Set of all work-stretches j that contribute a
shift of type t ∈ T for nurse i ∈ I

WC
td Set Set of all work-stretches j that contribute a

shift of type t ∈ T on day d ∈ D
lt Parameter length of shift type t ∈ T in hours

cstj Parameter penalty cost of assigning work-stretch j
cstoid Parameter penalty cost of assigning nurse i ∈ I an off-

day on day d ∈ D
wej Parameter 1 if work-stretch j involves working a week-

end, 0 otherwise
citj Parameter number of shifts of type t ∈ T that work-

stretch j contributes for nurse i ∈ I
amax
i Parameter maximum number of weekends that nurse i ∈

I can work
mmax

it Parameter maximum number of shifts of type t ∈ T that
can be assigned to nurse i ∈ I

bmin
i Parameter minimum number of hours that nurse i ∈ I

must be assigned
bmax
i Parameter maximum number of hours that nurse i ∈ I

can be assigned
h Parameter last day of the horizon
udt Parameter preferred total number of nurses assigned shift

type t ∈ T on day d ∈ D
vmin
td Parameter weight if below the preferred cover for shift

type t ∈ T on day d ∈ D
vmax
td Parameter weight if exceeding the preferred cover for

shift type t ∈ T on day d ∈ D
xij Variable 1 if nurse i ∈ I is assigned work-stretch j ∈⋃

d∈D Wid, 0 otherwise
oid Variable 1 if nurse i ∈ I is assigned an off-day on day

d ∈ D
ytd Variable total below the preferred cover for shift type

t ∈ T on day d ∈ D
ztd Variable total above the preferred cover for shift type

t ∈ T on day d ∈ D
cvtd Variable Total cover for shifts of type t ∈ T on day

d ∈ D

Equations (4), (5), and (6) cover the schedule requirements
3, 4, and 8 respectively for the nurse. Equation (4) specifies
that for each shift type t ∈ T the sum of shifts of that
type worked by the nurse is less than the maximum allowed.
Equation (5) specifies that the sum of hours worked by the
nurse is within the allowed bounds. Equation (6) specifies
that the sum of weekends worked by the nurse is less that
the allowed number.

∑

d∈D

∑

j∈WN
it

citjxij ≤ mmax
it ∀t ∈ T, (4)

bmin
i ≤

∑

t∈T

∑

j∈WN
it

ltxij ≤ bmax
i , (5)

∑

d∈D

∑

j∈Wid

wejxij ≤ amax
i . (6)
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For the roster requirement of meeting cover demand, we
sum assigned work-stretches for all nurses in the current
solution:

cvtd =
∑

i′∈I

∑

j∈WC
td

xi′j . (7)

Assigning under and over-cover variables the correct values:

ytd ≥ utd − cvtd ∀t ∈ T, d ∈ D, (8)

ztd ≥ cvtd − utd ∀t ∈ T, d ∈ D. (9)

The objective function is then the sum of work-stretch and
off-day costs with under and over cover:

min
∑

i′∈I

∑

d∈D

∑

j∈Wi′d

cstjx
w
i′j +

∑

i′∈I

∑

d∈D

cstoi′doi′d

+
∑

t∈T

∑

d∈D

(
vmin
td ytd + vmax

td ztd
)
. (10)

IV. ACO-IP ALGORITHM

ACO is a meta-heuristic based upon quality solutions
leaving pheromones to encourage future solutions. Generally,
the solution construction heuristic that is guided by these
pheromones is just a weighted random selection. In the case of
highly constrained rostering problems, this weighted random
selection may choose shift / off-day combinations early on
that means upper or lower bounds for work hours cannot
be satisfied. To address this, we use an integer programming
based ant construction in our ACO-IP hybrid algorithm.

Our ant construction is still guided by random choices in the
ACO fashion, using a heuristic component, η, calculated using
problem specific knowledge, and a pheromone component, τ .
Typically, there is one η and τ component per decision made
in the ant construction. As our decisions are the assignment of
whole work-stretches, the number of which is exponential in
number of shift types, we instead use one of each component
η and τ for each shift for each nurse for each day. Rather than
directly informing the choice of work-stretch, the weightings
are used to choose the reduced set of shifts that will make the
components of the work-stretches. All feasible work-stretches
are then generated from this subset of shifts, with integer
programming used to select the best schedule from these
subset of all work-stretches. From the set of available shifts,
each is given a probability of being chosen, then shifts are
selected for each day without replacement until the desired
number of shifts are chosen. Only work-stretches comprising
the chosen set of shifts on their given days will be added to
the integer programming problem. Thus we have for each ant:

pitd(S) =
τitd(S)

α · ηβitd∑
u∈T τiud(S)α · ηβiud

∀i ∈ I, t ∈ T, d ∈ D,

(11)
where S is the current solution, pitd(S) is the probability of
choosing shift t for nurse i and day d given solution S, ηitd(S)
is the calculated heuristic value of shift t for nurse i on day

d given solution S, τitd is the pheromone value, and α and β
are parameters to adjust the influence of η and τ .

After each iteration, all of the pheromone components are
evaporated according to some evaporation rate, ρ, then updated
with an additional pheromone amounts for each solution in that
iteration. The amount of pheromone left is proportional to the
quality of the solution, 1

objval(S) for a minimisation problem
with solution S, scaled by a constant Q:

τitd = (1−ρ)·τitd+
∑

S∈Sn

Q

objval(S)
∀i ∈ I, t ∈ T, d ∈ D,

(12)
where Sn is the set of solutions for iteration n. To avoid
extreme pheromone values, it is typical to control the values of
pheromones using fixed maximum and minimum pheromone
levels. We do not run our algorithm for long enough for this
to become necessary.

The approach as described above makes use of the η and
τ components to choose the work-stretches that are included
in the integer programming problem for each nurse, but not
to influence the decisions made directly. The decision of
what schedule to choose is limited by the options given
by the pheromone guided random choice of shifts, but is
made to minimise the objective given in Equation 10 for the
available options of work-stretches. This limits the influence
of the pheromones in directing the search. It is possible to
address this by similarly randomly weighting the objective
coefficients for undercover of the corresponding shift and day
combinations.

Algorithm 1 Ant Construction: make_ants()
for ant in num_ants do

2: new_sol = best solution copy
for all nurse in nurses do

4: remove work-line for current nurse from new_sol
for all day in horizon do

6: calculate heuristic weight from new_sol cover
randomly choose num_shift shifts weighted by
heuristic weight and pheromone

8: end for
make_workstretches(chosen_shifts)

10: solve_nurse()
add work-line to new_sol

12: end for
end for

Also of interest are the heuristic weights η, which if
calculated for the first few nurses of a solution, will give
little information as to which shifts should be scheduled as
most of the solution is empty. This can be addressed with
a pseudo-elitist strategy where the best know solution is
assumed to be present for nurses whose work-lines have not
yet been constructed. This both gives the η components a more
insightful value and encourages solutions closer to the best
known solution. The algorithm for the ant construction in this
way is shown in Algorithm 1. The construction of multiple
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ants is able to parallelised easily, and we make use of this in
our application of the method.

Algorithm 2 ACO-IP: ACO meta-heuristic and merge solve
while not iteration limit & not time limit do

2: make_ants()
if new best solution then

4: store best solution
end if

6: update_pheromones()
end while

8: for last n solutions do
add unique solution work-stretches to merge_stretches

10: end for
add merge_stretches to merge_IP

12: add best solution to merge_IP (as incumbent)
solve merge_IP

Solving single work-lines to optimality in serial can result
in less solution diversity than other random construction meth-
ods, especially when we do not alter the objective coefficients
for undercover of shifts. To consistently achieve good solutions
and properly explore the search space, it is desirable to have
some diversity in the solutions being constructed.

In order to improve solution quality, we can make use what
diversity there is in the solution set, even for solutions of
varied quality, by solving an IP as a final merging step for
solutions explored. By combining work-stretches from previ-
ous solutions into an IP and taking the current best solution
as an incumbent solution, we can explore the neighbourhood
around our best solution. As we do not consider all possible
work-stretches, this keeps the IP a more manageable size.

The overarching ACO algorithm is described in Algorithm
2, with the integer programming merge step as described as a
final step to improve solutions.

V. EXPERIMENTAL RESULTS

To determine the effectiveness of our new approach, we
evaluate its performance on the 24 NRP benchmark instances
discussed above. Parameter tuning was performed on a sub-
set of the benchmark instances to improve solution quality.
Our algorithm was then applied to the full NRP benchmark
dataset with the tuned parameters, with ant construction run
in parallel. We also analyse the variance of performance of
the algorithm on a subset of the NRP dataset. The results
are compared with existing results for this NRP dataset from
the literature. The ACO-IP hybrid algorithm was implemented
in Python to construct 4 ants in parallel for each iteration,
using the commercial solver Gurobi 7.0 to evaluate the integer
programs. All runs were conducted on 4 threads of an Intel
Xeon CPU E5-2680 v3 @ 2.50GHz.

A. Parameter Tuning

There are several parameters in our algorithm that can
affect performance. Here we present a brief study over sev-
eral choices of parameter values to tune our algorithm. The

selection of some parameters were made explicitly with time
or computational hardware considerations in mind.

The termination criteria was set to 50 iterations of the ACO
loop then 5 minutes for the integer programming merge step
(or until optimality is proven). The iteration limit chosen is
aimed at reducing the run time for instances.

The number of shift types to choose as options for building
work-stretches in the ant construction was chosen to be 3
for all instances. As the number of work-stretches can be
exponential in the number of shift types, this number of shifts
was chosen to give a balance of choices available, which
influences convergence performance, and also keeping solve
times short. For instances with 3 shift types or less, this means
that we are reducing greatly the variability in our approach,
especially when the number of employees is small and time
horizon is short. As such we omitted the 7 smallest instances
from our experiments.

The ant construction in our algorithm is able to be done
in parallel, this allows multiple ants to be constructed at
each iteration without increase in overall solution time (given
enough CPUs). The ant population size was chosen to be 4 ants
per iteration for all instances. This was mainly due to compu-
tational hardware constraints, enabling each ant construction
one CPU core in parallel.

The pheromone evaporation rate ρ was chosen to be 0.05.
As we initiate all pheromone values at 1, the evaporation rate
was chosen such that after the 50 iteration limit the pheromone
values would be reduced by about an order of magnitude.

The parameters selected for tuning were the constant mul-
tiplier for pheromone placement, Q, and the heuristic and
pheromone influence parameters, α and β. These parameters
were tuned for the whole of our ACO-IP algorithm, not
including the integer programming merge step, as the variation
in solutions generated in the ACO-loop of our algorithm also
influences the performance of the merge step.

The choice of the constant Q affects the amount of
pheromones placed by ants each iteration. This effects the
convergence of pheromone values. As the solution quality
( 1
objval ) is instance dependent, this constant Q was chosen

in terms of the objective value of the initial solution, scaled
by some constant Qs. This gives:

Q =
Qs · inisol
objval

, (13)

where inisol is the objective value of the initial solution for the
solve. This makes the choice of value specific for the instance,
without the need for any a priori knowledge.

The α and β parameters effect the relative influence of the
heuristic information and pheromone values on the random
solution construction. To determine the best combination of
Qs, α, and β, combinations were evaluated for a subset of
instances (instances 12, 15, and 19) for 10 runs each.

The choices of parameters for testing were Qx ∈
[0.1, 0.5, 1], α ∈ [0, 0.5, 1], and β ∈ [1]. The results of
these runs are shown in Table III. The use of pheromones
to guide the search can be seen to have a beneficial effect as
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TABLE III
AVERAGE BEST SOLUTION AFTER ACO LOOP OF OUR ALGORITHM FOR DIFFERENT Qs , α, AND β COMBINATIONS AFTER 10 RUNS.

Qs = 0.1, β = 1 Qs = 0.5, β = 1 Qs = 1, β = 1
Instance α = 0 α = 0.5 α = 1 α = 0 α = 0.5 α = 1 α = 0 α = 0.5 α = 1

12 5875 4518.7 5031.1 5682.1 5034.8 5043.6 5064 4911.9 5059.7
15 5026.3 5220.2 5511.2 5060 5392.9 5435.1 5234.5 5552.3 5548.6
19 4154.5 3756.5 3773.8 3722.9 3788.2 3845.8 4017.5 3799.5 3919.2

TABLE IV
COMPARISON OF RESULTS WITH EXISTING APPROACHES. BEST RESULTS ARE IN BOLD, AND OOM INDICATES THE SOLVE RAN OUT OF AVAILABLE

MEMORY. INSTANCE DIMENSIONS IN TERMS OF NUMBER OF WEEKS IN HORIZON (W), NUMBER OF NURSES TO SCHEDULE (N), AND NUMBER OF SHIFT
TYPES (S) ARE SHOWN ALONG WITH INSTANCE NUMBER. BEST RESULTS HIGHLIGHTED IN BOLD.

Gurobi 7.0 WPM3 B&P Ejection Chain ACO-IP
Instance (WxNxS) Sol. Sol. Sol. Sol. Avg. Sol. Avg. Time (s)

8 (4x30x4) 1306 11018 1308 2260 1450.2 1059.3
9 (4x36x4) 439 10949 439 463 570.6 1562.49
10 (4x40x5) 4631 16435 4631 4797 4891.1 1433.99
11 (4x50x6) 3443 12183 3443 3661 3460 1897.53
12 (4x60x10) 4040 18770 4046 5211 4350.8 2698.77

13 (4x120x18) 2663 6110163 OoM 3037 6423.9 4007.09
14 (6x32x4) 1278 16303 OoM 1847 1456.9 1586.9
15 (6x45x6) 4843 30833 OoM 5935 5074 2417.75
16 (8x20x3) 3225 10292 3323 4048 3547.1 828.37
17 (8x32x4) 5749 22002 OoM 7835 5853.4 1388.78
18 (12x22x3) 5078 18498 OoM 6404 5347 1120.19
19 (12x40x5) 3591 1698538 OoM 5531 3760 2295.05
20 (26x50x6) 132445 5519316 OoM 9750 5177.3 5782.54

21 (26x100x8) 265504 14715064 OoM 36688 2247.4 9186.65
22 (52x50x10) - - OoM 516686 34262.3 14295.70
23 (52x100x16) - - OoM 54384 34068.2 19648.3
24 (52x150x32) - - OoM 156858 98552 25188.57

performance is worse when α is set to 0 (when pheromone
values are ignored). The algorithm tends to perform better with
more of an influence on the heuristic values. This may be due
to the limited number of iterations not allowing convergence
of the pheromone values. For further runs a Qs walue of 0.1,
α value of 0.5, and β value of 1 were chosen.

B. Variance of Performance

As with other random searches, the variance in performance
of the ACO algorithm can be quite large. Here we aim to
analyse the variance of performance for our ACO-IP hybrid
algorithm. To do this we tested our algorithm more extensively
on a subset of the NRP dataset (instances 12, 15, and 19).

Our algorithm was run 30 times on each instance, with the
mean performance and standard deviation presented for both
after the ACO loop is complete, and after the final integer
programming merge step. The results are summarised in Table
V. It is clear that our integer programming merge step leads to
a significant improvement in solutions achieved. The standard
deviation of solution achieved does not decrease significantly
after the merge step, and in fact increases, indicating there is
still variability in the performance of the integer programming
merge step.

C. Comparison of Results

Finally our algorithm was run on all instances of the NRP
dataset with tuned parameters for comparison with existing
results in literature for the dataset used. Existing results on
this dataset for comparison are shown in Table IV, including

TABLE V
AVERAGE (AVG.) AND STANDARD DEVIATION (SD) OF BEST SOLUTION

AFTER THE ACO LOOP AND FINAL SOLUTION AFTER THE INTEGER
PROGRAMMING MERGE STEP AFTER 30 RUNS OF OUR ACO-IP

ALGORITHM.

ACO Search Final
Instance Avg. SD Avg. SD

12 5577.03 229.23 4347.3 334.76
15 5735.86 220.93 5055.6 326.38
19 4411.22 214.32 3782.22 371.04

the work of [24] who model the NRP using Partial Weighted
maxSAT and solve it using the WPM3 algorithm of [27]
for 4 hours runtime, both an ejection chain heuristic method
(reported after 10 and 60 minutes, solutions after 60 minutes
shown) and a branch-and-price method implemented by [22] as
in [23], and finally results for a complete integer programming
implementation of the problem instances from [22], run on
Gurobi 7.0 with a 1 hour runtime limit.

The best results for these methods are compared with the
average result of 10 runs of our ACO-IP approach in Table
IV. Note that in our parameter tuning we trained on Instances
12, 15, and 19. Other methods were not similarly trained on
a subset of the instances used for comparison.

Best results across all methods are highlighted in bold.
While Gurobi obtains the best solution for the largest number
of test instances, it is clear that it does not scale well with
increasing problem size. Indeed, as the problem size increases
our method clearly starts to outperform the others presented
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here. For the medium to large instances, our method is
comparable to or outperforms the best other heuristic method
(ejection chain). While the ability to solve larger problems is
encouraging for the scalability of our method, further research
is required to improve the method. Gurobi is able to generate
solutions of better quality for the medium sized instances, and
further work is required to ensure we are generating good
solutions for the larger instances.

VI. CONCLUSIONS

We have presented a new ACO-IP hybrid metaheuristic
for highly constrained rostering problems. It uses an integer
programming based solution construction to avoid problems
of finding feasible solutions inherent in other random con-
struction methods typical of ACO when problems are highly
constrained, as well as to enhance the quality of the schedule
chosen over a subset of all options. Performance of the algo-
rithm is improved by a novel integer programming merge step
which uses past solutions to explore the neighbourhood around
the best solution achieved. While unable to compete against
Gurobi for solution quality in the small to medium sized
instances, our method scales well and outperforms Gurobi and
all other methods for large instances, and is generally able to
achieve good solutions to medium instance comparable to or
better than the ejection chain heuristic.

These results show that our ACO-IP hybrid algorithm can be
effective for highly constrained problems, this encourages the
further improvement of the method and application to rostering
problems more generally.
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Abstract—The workforce planning helps organizations to opti-
mize the production process with aim to minimize the assigning
costs. A workforce planning problem is very complex and needs
special algorithms to be solved. The problem is to select set of
employers from a set of available workers and to assign this
staff to the jobs to be performed. Each job requires a time to be
completed. For efficiency, a worker must performs a minimum
number of hours of any assigned job. There is a maximum
number of jobs that can be assigned and a maximum number of
workers that can be assigned. There is a set of jobs that shows
the jobs on which the worker is qualified. The objective is to
minimize the costs associated to the human resources needed to
fulfill the work requirements. On this work we propose a variant
of Ant Colony Optimization (ACO) algorithm to solve workforce
optimization problem. The algorithm is tested on a set of 20 test
problems. Achieved solutions are compared with other methods,
as scatter search and genetic algorithm. Obtained results show
that ACO algorithm performs better than other two algorithms.

Index Terms—Workforce Planning, Ant Colony Optimization,
Metaheuristics

I. INTRODUCTION

THE workforce planning is an important industrial deci-
sion making problem. It is a hard optimization problem,

which includes multiple level of complexity. This problem
contains two decision sets: selection and assignment. The first
set is selected employees from the larger set of available
workers. The second set is assignment the employees to the
jobs to be performed. The aim is minimal assignment cost
while the work requirements are fulfil. The workforce planing
is an essential question of the human resource management.

The problem is very complex with strong constraints and
it is impossible to apply exact methods for instances with
realistic size. A deterministic workforce planing problem is
studied in [9], [14]. In the work [9] workforce planning
models that contain non-linear models of human learning are
reformulated as mixed integer programs. The authors show
that the mixed integer program is much easier to solve than
the non-linear program. In [14] a model of workforce planning
is considered. The model includes workers differences, as

well as the possibility of workers training and upgrading. A
variant of the problem with random demands is proposed in
[3], [15]. In [3] a two-stage stochastic program for scheduling
and allocating cross-trained workers is proposed considering a
multi-department service environment with random demands.
In to some problems uncertainty has been employed [10],
[12], [13], [17], [18]. In this case the corresponding objective
function and given constraints is converted into crisp equiv-
alents and then the model is solved by traditional methods
[13] or the considered uncertain model is transformed into
an equivalent deterministic form as it is shown in [17]. Most
of them simplifies the problem by omitting some of the
constraints. Some conventional methods can be applied on
workforce planning problem as mixed linear programming [5],
decomposition method [15]. However, for the more complex
non-linear workforce planning problems, the convex methods
are not applicable. On this case is applied some heuristic
method including genetic algorithm [1], [11], memetic algo-
rithm [16], scatter search [1]. In this work we propose an Ant
Colony Optimization (ACO) algorithm for workforce planning
problem. So far the ACO algorithm is proved to be very
effecting solving various complex optimization problems [6],
[8].

We consider the variant of the workforce planning problem
proposed in [1]. Our algorithm performance is compared with
genetic algorithm and scatter search.

The rest of the paper is organized as follows. In Section 2
the mathematical description of the problem is presented. In
Section 3 the ACO algorithm for workforce planing problem
is proposed. Section 4 show computational results and com-
parison with other methods. In Section 5 some conclusions
and directions for future works are done.

II. THE WORKFORCE PLANNING PROBLEM

On this paper we use the description of workforce planing
problem given by Glover et al. [7]. There is a set of jobs
J = {1, . . . ,m}, which must be completed during a fixed
period (week for example). Each job j requires dj hours to be
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completed. The set of available workers is I = {1, . . . , n}. For
efficiency reason every worker must perform every of assigned
to him job minimum hmin hours. The worker i is available
si hours. The maximal number of assigned jobs to a same
worker is jmax. The workers have different skills and the set
Ai shows the jobs that the worker i is qualified to perform.
The maximal number of workers which can be assigned during
the planed period is t or at most t workers may be selected
from the set I of workers and the selected workers can be
capable to complete all the jobs. The aim is to find feasible
solution that optimizes the objective function.

Every worker i and job j are related with cost cij of
assigning the worker to the job. The mathematical model of
the workforce planing problem is as follows:

xij =

{
1 if the worker i is assigned to job j
0 otherwise

yi =

{
1 if worker i is selected
0 otherwise

zij = number of hours that worker i

is assigned to perform job j

Qj = set of workers qualified to perform job j

Minimize
∑

i∈I

∑

j∈Ai

cij .xij (1)

Subject to

∑

j∈Ai

zij ≤ si.yi i ∈ I (2)

∑

i∈Qj

zij ≥ dj j ∈ J (3)

∑

j∈Ai

xij ≤ jmax.yj i ∈ I (4)

hmin.xij ≤ zij ≤ si.xij i ∈ I, j ∈ Ai (5)∑

i∈I

yi ≤ t (6)

xij ∈ {0, 1} i ∈ I, j ∈ Ai

yi ∈ {0, 1} i ∈ I
zij ≥ 0 i ∈ I, j ∈ Ai

The objective function of this problem minimizes the total
assignment cost. The number of hours for each selected worker
is limited (inequality 2). The work must be done in full
(inequality 3). The number of the jobs, that every worker can
perform is limited (inequality 4). There is minimal number
of hours that every job must be performed by every assigned
worker to can work efficiently (inequality 5). The number of
assigned workers is limited (inequality 6).

Different objective functions can be optimized with the
same model. In this paper our aim is to minimize the total
assignment cost. If c̃ij is the cost the worker i to performs the
job j for one hour, than the objective function can minimize
the cost of the hall jobs to be finished (on hour basis).

f(x) = Min
∑

i∈I

∑

j∈Ai

c̃ij .xij (7)

Some worker can have preference to perform part of the jobs
he is qualified and the objective function can be to maximize
the satisfaction of the workers preferences or to maximize the
minimum preference value for the set of selected workers.

As we mentioned above in this paper the assignment cost
is minimized (equation 1). This problem is similar to the
Capacitated Facility Location Problem (CFLP). The workforce
planning problem is difficult to be solved because of very
restrictive constraints especially the relation between the pa-
rameters hmin and dj . When the problem is structured (dj is
a multiple of hmin), it is more easier to find feasible solution,
than for unstructured problems (dj and hmin are not related).

III. ANT COLONY OPTIMIZATION

The ACO is a metaheuristic methodology which follows
the real ant colonies behavior when they look for a food and
return back to the nest. Real ants use chemical substance,
called pheromone, to mark their path ant to can return back.
An isolated ant moves randomly, but when an ant detects a
previously laid pheromone it can decide to follow the trail
and to reinforce it with additional quantity of pheromone. The
repetition of the above mechanism represents the auto-catalytic
behavior of a real ant colony, where the more ants follow a
given trail, the more attractive that trail becomes. Thus the
ants collectively can find a shorter path between the nest and
source of the food. The main idea of the ACO algorithms
comes from this natural behavior.

A. Main ACO algorithm

Metaheuristic methods are applied on difficult in compu-
tational point of view problems, when it is not practical to
use traditional numerical methods. A lot of problems coming
from real life, especially from the industry. These problems
need exponential number of calculations and the only option,
when the problem is large, is to be applied some metaheuristic
methods in order to obtain a good solution for a reasonable
time [4].

ACO algorithm is proposed by Marco Dorigo [2]. Later
some modification are proposed mainly in pheromone updat-
ing rules [4]. The artificial ants in ACO algorithms simulates
the ants behavior. The problem is represented by graph.
The solutions are represented by paths in a graph and we
look for shorter path corresponding to given constraints. The
requirements of ACO algorithm are as follows:

• Suitable representation of the problem by a graph;
• Suitable pheromone placement on the nodes or on the

arcs of the graph;
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• Appropriate problem-dependent heuristic function, which
manage the ants to improve solutions;

• Pheromone updating rules;
• Transition probability rule, which specifies how to include

new nodes in the partial solution.
The structure of the ACO algorithm is shown on Figure 1.

Ant Colony Optimization
Initialize number of ants;
Initialize the ACO parameters;
while not end condition do

for k = 0 to number of ants
ant k choses start node;
while solution is not constructed do

ant k selects higher probability node;
end while

end for
Update pheromone trails;

end while

Fig. 1: Pseudo-code of ACO algorithm

The transition probability pi,j , to choose the node j, when
the current node is i, is a product of the heuristic information
ηi,j and the pheromone trail level τi,j related with this move,
where i, j = 1, . . . . , n.

pi,j =
τai,jη

b
i,j∑

k∈Unused
τai,kη

b
i,k

, (8)

where Unused is the set of unused nodes of the graph.
A node becomes more profitable if the value of the heuristic

information and/or the related pheromone is higher. At the
beginning, the initial pheromone level is the same for all
elements of the graph and is set to a small positive constant
value τ0, 0 < τ0 < 1. At the end of every iteration the ants
update the pheromone values. Different ACO algorithms adopt
different criteria to update the pheromone level [4].

The main pheromone trail update rule is:

τi,j ← ρτi,j +∆τi,j , (9)

where ρ decreases the value of the pheromone, like the
evaporation in a nature. ∆τi,j is a new added pheromone,
which is proportional to the quality of the solution. The quality
of the solution is measured by the value of the objective
function of the solution constructed by the ant.

An ant start to construct their solution from a random node
of the graph of the problem. The random start is a diversifica-
tion of the search. Because the random start a relatively few
number of ants can be used, comparing with other population
based metaheuristics. The heuristic information represents the
prior knowledge of the problem, which we use to better
manage the ants. The pheromone is a global experience of
the ants to find optimal solution. The pheromone is a tool for
concentration of the search around best so far solutions.

B. ACO algorithm for Workforce Planning
One of the essential point of the ant algorithm is the

proper representation of the problem by graph. In our case
the graph of the problem is 3 dimensional and the node
(i, j, z) corresponds worker i to be assigned to the job j for
time z. At the beginning of every iteration every ant starts
to construct their solution, from random node of the graph
of the problem. For every ant are generated three random
numbers. The first random number is in the interval [0, . . . , n]
and corresponds to the worker we assign. The second random
number is in the interval [0, . . . ,m] and corresponds to the job
which this worker will perform. The third random number is
in the interval [hmin, . . . ,min{dj , si}] and corresponds to the
number of hours worker i is assigned to performs the job j.
After, the ant applies the transition probability rule to include
next nodes in the partial solution, till the solution is completed.

We propose the following heuristic information:

ηijl =

{
l/cij l = zij
0 otherwise

(10)

This heuristic information stimulates to assign the most
cheapest worker as longer as possible. The ant chooses the
node with the highest probability. When an ant has several
possibilities for next node (several candidates have the same
probability to be chosen), then the next node is chosen
randomly between them.

When a new node is included we take in to account how
many workers are assigned till now, how many time slots
every worker is assigned till now and how many time slots
are assigned per job till now. When some move of the ant do
not meets the problem constraints, then the probability of this
move is set to be 0. If it is impossible to include new nodes
from the graph of the problem (for all nodes the value of the
transition probability is 0), the construction of the solution
stops. When the constructed solution is feasible the value of
the objective function is the sum of the assignment cost of the
assigned workers. If the constructed solution is not feasible,
the value of the objective function is set to be equal to −1.

Only the ants, which constructed feasible solution are al-
lowed to add new pheromone to the elements of their solutions.
The new added pheromone is equal to the reciprocal value of
the objective function.

∆τi,j =
ρ− 1

f(x)
(11)

Thus the nodes of the graph of the problem, which belong
to better solutions (with less value of the objective function)
receive more pheromone than others and become more desir-
able in the next iteration.

At the end of every iteration we compare the iteration best
solution with the best so far solution. If the best solution from
the current iteration is better than the best so far solution
(global best solution), we update the global best solution with
the current iteration best solution.

The end condition used in our algorithm is the number of
iterations.
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TABLE I: Test instances characteristics

Parameters Value

n 20

m 20

t 10

si [50,70]

jmax [3,5]

hmin [10,15]

TABLE II: ACO parameter settings

Parameters Value

Number of iterations 100

ρ 0.5

τ0 0.5

Number of ants 20

a 1

b 1

IV. COMPUTATIONAL RESULTS

In this section we report test results and compare them with
results achieved by other methods. We analyse the algorithm
performance and the quality of the achieved solutions. The
software, which realizes the algorithm is written in C and is
run on Pentium desktop computer at 2.8 GHz with 4 GB of
memory.

We use the artificially generated problem instances consid-
ered in [1]. The test instances characteristics are shown in
Table I.

The set of test problems consists of ten structured and
ten unstructured problems. The structured problems are enu-
merated from S01 to S10 and unstructured problems are
enumerated from U01 to U10. The problem is structured when
dj is proportional to hmin.

As a stopping criteria for our ACO algorithm we use the
number of iterations. The number of iterations is fixed to be
100. The parameter settings of our ACO algorithm is shown
in Table II. This values are fixed experimentally.

The algorithm is stochastic and from a statistical point of
view it needs to be run minimum 30 times to guarantee the
robustness of the average results. We perform 30 independent
runs of the algorithm. After we did statistical analysis of the
results applying ANOVA test to guarantee the significance
of the difference between the results achieved by different
methods.

Lets compare the computational results achieved by our
ACO algorithm and those achieved by genetic algorithm (GA)
and scatter search (SS) presented in [1]. Table III shows the
achieved results for structured instances while Table IV shows
the achieved results for unstructured instances. We observe
that ACO algorithm outperforms the other two algorithms.
The ACO is a constructive method and when the graph of the
problem and heuristic information are appropriate and they
represent the problem in a good way, they can help a lot of

TABLE III: Average results for structured problems

Test Objective function value
problem SS GA ACO

S01 936 963 807

S02 952 994 818

S03 1095 1152 882

S04 1043 1201 849

S05 1099 1098 940

S06 1076 1193 869

S07 987 1086 812

S08 1293 1287 872

S09 1086 1107 793

S10 945 1086 825

TABLE IV: Average results for unstructured problems

Test Objective function value
problem SS GA ACO

U01 1586 1631 814

U02 1276 1264 845

U03 1502 1539 906

U04 1653 1603 869

U05 1287 1356 851

U06 1193 1205 873

U07 1328 1301 828

U08 1141 1106 801

U09 1055 1173 768

U10 1178 1214 818

for better algorithm performance and achieving good solutions.
Our graph of the problem has a star shape. Each worker and
job are linked with several nodes, corresponding to the time,
for which the worker is assigned to perform this job. The
proposed heuristic information stimulates the cheapest workers
to be assigned for longer time. It is a greedy strategy. After
the first iteration the pheromone level reflects the experience of
the ants during the searching process thus affects the strategy.
The elements of good solutions accumulate more pheromone,
during the algorithm performance, than others and become
more desirable in the next iterations.

Now we will compare the execution time of the proposed
ACO algorithm with the execution time of the other two algo-
rithms. The algorithms are run on similar computers. In Tables
V and VI is reported average execution time over 30 runs of
every of the algorithms. It is seen that the ACO algorithm finds
the solution faster than GA and SS. Considering the execution
time the GA and SS algorithms have similar performance.
By the Tables III, IV, V and VI we can conclude that ACO
algorithm gives very encouraging results. It achieves better
solutions in shorter time than the other two algorithms, SS
and GA. If we compare memory use, the ACO algorithm uses
less memory than GA (GA population size is 400 individuals
[1]) and similar memory to SS (initial population size is 15
and reference set is 8 individuals [1]).
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TABLE V: Average time for structured problems

Test Execution time, s
problem SS GA ACO

S01 72 61 26

S02 49 32 21

S03 114 111 22

S04 86 87 25

S05 43 40 21

S06 121 110 23

S07 52 49 23

S08 46 42 24

S09 70 67 20

S10 105 102 22

TABLE VI: Average time for unstructured problems

Test Execution time, s
problem SS GA ACO

U01 102 95 22

U02 94 87 20

U03 58 51 20

U04 83 79 20

U05 62 57 23

U06 111 75 22

U07 80 79 21

U08 123 89 20

U09 75 72 26

U10 99 95 20

V. CONCLUSION

In this article we propose ACO algorithm for solving
workforce planning problem. We compare the performance
of our algorithm with other two metahuristic methods, genetic
algorithm and scatter search. The comparison is done by vari-
ous criteria. We observed that ACO algorithm achieves better
solutions than the other two algorithms. Regarding the execu-
tion time the ACO algorithm is faster. The ACO population
consists 20 individuals and the used by the algorithm memory
is similar to one used by the SS and less than the memory used
by the GA. We achieved very encouraging results. As a future
work we will combine our ACO algorithm with appropriate
local search procedure for eventual further improvement of the
algorithm performance and solutions quality.
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Abstract—Quantum Computing is a field of study in com-
puter science based on the laws of quantum physics. Quantum
computing is an attractive subject considering that quantum
algorithms proved to be more efficient than classical algorithms
and the advent of large-scale quantum computation. In partic-
ular, Grover’s search algorithm is a quantum algorithm that is
asymptotically faster than any classical search algorithm and it
is relevant for the design of fast optimization algorithms. This
article proposes two algorithms based on Grover’s adaptative
search for biobjective optimization problems where access to the
objective functions is given via two different quantum oracles.
The proposed algorithms, considering both types of oracles, are
compared against NSGA-II, a highly cited multiobjective opti-
mization evolutionary algorithm. Experimental evidence suggests
that the quantum optimization methods proposed in this work
are at least as effective as NSGA-II in average, considering an
equal number of executions. Experimental results showed which
oracle required less iterations for similar effectiveness.

I. INTRODUCTION

QUANTUM Computing is a field of study in computer
science since the 1980’s. It is based on the laws of quan-

tum physics as superposition, entanglement and interference,
which cannot be efficiently simulated by classical computers
[1]. In the middle of the 1990’s, after the development of an
efficient quantum algorithm for integer factorization [2], the
idea of quantum computers became more relevant, considering
that the quantum algorithms proved to be asymptotically faster
over classical algorithms. In a similar way, another milestone
was achieved with a quantum algorithm for search in unstruc-
tured databases developed by Grover [3]. This algorithm can
find a specific marked element from a finite set of N elements
with a computational complexity of order O(

√
N), instead of

O(N) required by classical computers.
After Grover’s search algorithm, several researchers pro-

posed diverse methods based on Grover’s algorithm applied
to global optimization. Dürr and Høyer [4] presented a
quantum algorithm for finding the minimum value of an
objective function. Another relevant contribution comes from
Baritompa, Bulger and Wood [5], who proposed an adaptive
search method for minimization problems. Furthermore, Barán
and Villagra [6] introduced the first quantum algorithm for

multiobjetive combinatorial optimization based on a quantum
adiabatic computer.

In this paper, we propose an application of Grover’s al-
gorithm to multiobjetive optimization problems. Two algo-
rithms are proposed that can query the objective functions
via so-called quantum oracles. For comparison purposes, two
different oracles are studied. The first oracle “marks” non-
dominated solutions from a known feasible solution of the
decision space. The second oracle also “marks” non-dominated
solutions as the first one but, the difference is that it marks
non-comparable solutions too. Both oracles are implement in
an algorithm called MOGAS from Multiobjective Optimization
Grover Adaptive Search, which is based on the Grover adaptive
search algorithm of Baritompa, Bulger and Wood [5].

The experimental results of this work suggest that the
proposed MOGAS algorithm (considering both types of or-
acles) was not only an effective approach for multiobjective
optimization problems, but it was also efficient when compared
against NSGA-II. In most of the studied cases, MOGAS
obtained better or equal results in average for the same number
of executions. It is important to note that in spite of the simple
adaptive strategies used by MOGAS (considering both types
of oracles), the results of this work present a remarkable per-
formance over NSGA-II. Therefore, the experimental results
show the efficiency of simple quantum algorithms with respect
to classical algorithms.

This paper is organized as follows. In Section 2, a brief
introduction to Grover’s algorithm is given. In Section 3,
an application of Grover’s search algorithm to optimization
problems and the algorithm of Dürr and Høyer is explained.
Section 4 reviews basic definitions of multiobjective opti-
mization. In Section 5 the proposed algorithm MOGAS is
presented and Section 6 shows the experimental results and
some discussions. Finally, Section 7 concludes the paper.

II. GROVER’S SEARCH ALGORITHM

In this section we briefly explain Grover’s algorithm, which
is an integral part of the proposed algorithm of this work. For
details refer to the book by Nielsen and Chuang [1].
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The fundamental element of information in a quantum
computer is the quantum bit or qubit. These qubits may be in
a superposition state of classical states one and zero, that is, a
linear combination of zeros and ones with complex coefficients
(or amplitudes). Qubits are represented by basis vector states
|1〉 and |0〉, usually referred to as the computational basis1.
In quantum computing, quantum states are described using
the linear algebra of Hilbert’s spaces, and therefore, they are
represented using vectors over a complex number field [1].

In classical computation, finding a specific element out from
a set of N elements requires N tries; that is, the complexity
of finding a particular element is O(N), which is tight [1].

Grover’s search algorithm, however, can find a specific
element out from a finite set of N elements with complexity
O(
√
N). This is possible because of quantum interference,

which the algorithm exploits via a quantum operator G known
as the Grover operator. The Grover operator is constructed
from an oracle operator OG and a phase operator W.

The number of iterations r necessary to find a desired item
out of N alternatives is obtained from the equation

r =
⌊π
4

√
N
⌋
≈
√
N, (1)

which corresponds to a complexity O(
√
N) [3].

The input to Grover’s algorithm is a set of n qubits |0〉⊗n,
where 2n = N , and an ancilla qubit |1〉. The first input
|0〉⊗n is transformed to a superposition state using an n-fold
Hadamard transformation H⊗n,

|ζ〉 = H⊗n|0〉⊗n =
1√
N

∑

x∈{1,0}n

|x〉. (2)

A superposition of basis states is a particular case of
linear combination where the square moduli of the complex
coefficients (amplitudes) must sum to one. The second register
is transformed using a Hadamard gate according to

H|1〉 = |−〉 = |0〉 − |1〉√
2

. (3)

Grover’s algorithm is based on the ability of an oracle to
“mark” a desired solution, which is represented by one of the
basis states. Given a superposition state, the marking process
of an oracle is a change of the sign of the coefficient in the
basis state which corresponds to a desired solution; such a
marking process will only be possible if some interaction
exists between the oracle operator and the ancilla register.
After the marking process, the phase operator performs an
increase of the absolute value of the amplitude associated to
the solution state while decreasing amplitudes associated to the
other non-solution states. This will happen at each iteration,
and because of that, it is possible to observe/measure the
desired solution state with high probability [1].

1The ket notation |·〉 is simply a notation for a column vector of a vector
space.

III. DÜRR AND HØYER’S ALGORITHM

Grover’s algorithm is generally used as a search method to
find a set of desired solutions from a set of possible solutions.
However, Dürr and Høyer presented an algorithm based on
Grover’s method [4] for optimization. Their algorithm finds
an element of minimum value inside an array of N elements
using at most O(

√
N) queries to the oracle.

Baritompa, Bulger and Wood [5] presented an application
of Grover’s algorithm for global optimization, which they call
Grover Adaptative Search (GAS). Basically, GAS is based
on Grover’s search with an “adaptive” oracle operator in a
minimization context of the objective function. The oracle
operator marks all the solutions from a set below a certain
threshold value y given by

g(x) =

{
1, if f(x) < y
0, if f(x) ≥ y

, (4)

where x is a possible solution in the decision space and f(x)
is the value of the objective function (in this case, the value
of the objective function of a current known solution y). The
oracle marks a solution x if and only if the boolean function
g(x) = 1 [5].

The algorithm requires two extra parameters, a currently
known solution and an iteration count. This iteration count is
a value computed from the number of solutions that are better
than the currently known solution. Initially, the algorithm
randomly chooses a feasible solution from the decision space
which becomes the known solution; however, the number of
solutions that are better than this last solution is unknown and
an iteration count is required to perform the search. This is
due to the black box nature of the oracle [5].

When the algorithm finds a better solution, it becomes the
new known solution. This solution is then used as a new
threshold for the next iteration of GAS and the sequence of
iteration counts must be computed again. In this way, GAS
can find improved solutions in an adaptive search framework
[5].

Dürr and Høyer introduced a strategy for the selection of the
iteration count based on a random selection of a number from
a set of integer numbers. This set starts with {0} as the only
element. When the search is unsuccessful in finding a better
solution, the algorithm adds more elements to a maximum
of {0, . . . , ⌈m − 1⌉} at each search step, until a solution
better than the current known solution is found. In this way,
the set incorporates more integer numbers as elements. Thus,
the probability of selecting the right iteration count for a
successful search increases.

The value of m is updated at each step by min{λim,
√
N},

where λ is given as a parameter, i represents the count of the
previous unsuccessful search steps and N = 2n is the number
of total elements from the decision space based on the number
of qubits n. Therefore, m is not allowed to exceed

√
N , which

is the optimal iteration number to find a specific element from
a set of N elements.

The pseudocode of Dürr and Høyer’s algorithm based on
the GAS algorithm is presented below. This corresponds to an
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interpretation that has been described by Baritompa, Bulger
and Wood [5], where the parameter k represents the search
process count.

Algorithm 1 Dürr and Høyer’s Algorithm
1: Randomly choose x from the decision space.
2: Set x1 ← x.
3: Set y1 ← f(x1).
4: Set m← 1.
5: Choose a value for the parameter λ (8/7 is suggested).
6: For k = 1, 2, . . . until termination condition is met, do:

(a) Choose a random rotation count rk uniformly
from {0, . . . , ⌈m− 1⌉}.
(b) Perform a Grover search of rk iterations on
f(x) with threshold yk, and denote the outputs
by x and y.
(c) If y < yk set xk+1 ← x, yk+1 ← y and m← 1;
otherwise, set xk+1 ← xk, yk+1 ← yk and
m← min{λm,

√
N}.

IV. MULTIOBJECTIVE OPTIMIZATION

The goal of a multiobjective optimization problem is to
optimize several objectives (at least two) at the same time.
The objectives are frequently in conflict, and therefore, there
may exists several “optimal” solutions. The set of optimal
solutions is known as a Pareto-optimal set, where solutions
provide the best compromise relations between the objective
functions considering the entire feasible decision space [7],
[8].

The feasible decision space is the set of all feasible solu-
tions, which are compared against each other by means of
the Pareto dominance relation. Indeed, the relation makes
possible to determine if a solution is dominated or not by
another solution. One solution Y is dominated by a solution
Y ′, denoted by Y ′ ≺ Y , if Y ′ is better or equal in every
objective function and strictly better in at least one objective
function. Thus, a non-dominated solution is Pareto-optimal if
there is no solution that dominates it. The set of all non-
dominated solutions corresponds to the Pareto-optimal set and
its mapping to the objective space is known as the Pareto Front.
Furthermore, a solution Y is said to be non-comparable with
respect to a solution Y ′′ and it is denoted Y ∼ Y ′′ if neither
Y dominates Y ′′ (Y 6≺ Y ′′) nor Y ′′ dominates Y (Y ′′ 6≺ Y )
[7].

V. MULTIOBJECTIVE GROVER ADAPTIVE SEARCH
(MOGAS)

In this work, a new adaptative search algorithm based on the
heuristic of Dürr and Høyer is proposed named Multiobjetive
Grover Adaptive Search (MOGAS). MOGAS uses two differ-
ent oracle operators based on the Pareto dominance relation.
The first oracle marks all the non-dominanted solutions with
respect to a known (current) solution. The second oracle marks

all the non-dominated and non-comparable solutions. These
oracles are based on the boolean functions

h1(x) =

{
1, if F(x) ≺ Y
0, otherwise , (5)

h2(x) =

{
1, if F(x) ≺ Y ∨ F(x) ∼ Y
0, otherwise , (6)

where x is a feasible solution of the decision space, F(x) is a
vector where each element represents the value of the objective
function with respect to solution x, and Y is a vector where
each element is the value of each objective function for the
current known solution.

The first oracle marks a non-dominated solution if and only
if the boolean function h1(x) = 1. In a similar way, the second
oracle marks a non-dominated or non-comparable solution if
and only if the boolean function h2(x) = 1.

The pseudocode of the MOGAS algorithm, where the
parameter k represents the search process count, is presented
below:

Algorithm 2 MOGAS Algorithm
1: Randomly choose x from the decision space.
2: Set S ← {x1 ← x}
3: Set Y1 ← F(x1).
4: Set m← 1.
5: Choose a value for the parameter λ (8/7 is suggested).
6: For k = 1, 2, . . . until termination condition is met, do:

(a) Choose a random rotation count rk uniformly
from {0, . . . , ⌈m− 1⌉}.
(b) Perform a Grover search of rk iterations on
F(x) with threshold Yk, and denote the outputs
by x and Y.
(c) If Y 6≺ Yk set xk+1 ← xk, Yk+1 ← Yk and
m← min{λm,

√
N}.

Otherwise, set m← 1, xk+1 ← x, Yk+1 ← Y
and with respect to all elements of the set S,
where j = 1, . . . , |S|, do:

If ∃ xj ∈ S : F(x) ≺ F(xj), then, set
S ← S − {xj} and finally set S ← S ∪ {x}.

7: Set PF ← {F(xj) : j = 1, . . . , |S|}, ∀ xj ∈ S.

The operation of MOGAS is based on the oracle operator.
Then, using any of the presented oracles, h1 or h2, MOGAS
can find a non-dominated solution with respect to a known
solution. In this way, the algorithm can reach the Pareto-
optimal set by finding new non-dominated solutions at each
iteration. Therefore, with the proposed search process it is
possible to incorporate a new element into the Pareto-optimal
set or replace some old elements from it each time a non-
dominated solution is found.
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TABLE I
TEST SUITES USED FOR THE EXPERIMENTS.

Function m xi, xj f1 f2
i, j = 1, . . . , 210

RG1,2,3 − xi ∈ [1, 103] xi xj

xj ∈ [1, 103]
xi, xj ∈ N

ZDT1 20 xi ∈ [0, 1] xi g1(xi)⌊1−
√

xi/g1(xi)⌋,

g1(xi) = 1 + 9
(
∑m

k=2 xik
)

(m−1)

ZDT3 20 xi ∈ [0, 1] xi g3(xi)⌊1−
√

xi/g3(xi)
− xi

g3(xi)
sin(10πxi)⌋,

g3(xi) = 1 + 9
(
∑m

k=2 xik
)

(m−1)

ZDT4 20 xi ∈ [0, 1] xi g4(xi)⌊1−
√

xi/g4(xi)⌋,

g4(xi) = 1 + 10(m− 1)+∑m
k=2(x

2
ik

− 10cos(4πxik ))

VI. EXPERIMENTAL RESULTS

Currently, a general purpose quantum computer has not
been implemented. Nevertheless, the basic ideas of quantum
algorithms can be fully explored using linear algebra, and
therefore, computational performances of quantum algorithms
are possible by executing linear algebra operations [9].

To verify the effectiveness of the proposed algorithm, we
have tested it by means of simulations against one of the most
cited optimization algorithms for multiobjective problems, the
Non-dominated Sorting Genetic Algorithm - version two [7],
[8] known as NSGA-II. The tests were made considering some
biobjective problems based on the well known ZDT test suite
[10] and on randomly generated instances.

The randomly generated problems (RG) consist of a random
selection of numbers from a set of integer numbers between
1 and 1000 for each of the two objective functions. Then,
three different suites of this type of random instances were
established for testing. With respect to the ZDT test suite,
the ZDT1, ZDT3 and ZDT4 were selected considering two
objective functions. For each of these functions, a total of
twenty decision variables were used and to each of these
decision variables a random real number from the interval
[0, 1] was assigned.

The decision space for each instance consist in a set of
1024 = 210 points. The amount of points is based on the
number of qubits (n = 10) selected for the proposed MOGAS
algorithm. Since the problem has two objective functions that
should be minimized, the vector dimension (for F(x) and Y)
is p = 2. Table I presents the main characteristics of the
considered test suites.

The testing procedure was based on ten executions of both
algorithms, that is, MOGAS (considering the two different

TABLE II
RESULTS OF THE TESTING PROCEDURE - MOGAS (AFTER 400

CONSULTATIONS AND THE ORACLE BASED ON THE BOOLEAN FUNCTION
h1).

Test suites
RG1 RG2 RG3 ZDT1 ZDT3 ZDT4

# Executions [%] [%] [%] [%] [%] [%]
1 98.4 98.4 98.8 51.4 57 61.2
2 99 98.4 99.1 52.8 57.3 60.2
3 99 98.6 98.6 52.7 58.1 60.5
4 99 98.7 99.1 52.1 58.2 60.7
5 98.9 98.9 99.1 52.7 58.2 60.5
6 99.1 98.5 98.7 52.4 58.3 60.7
7 98.9 98.5 99 52.9 57.1 61.3
8 99.1 98.7 99.1 53.1 56.5 58.8
9 98.9 98.7 99.1 52.3 58.2 59.7

10 98.9 98.7 98.4 53.2 57.7 58.9
Average 99 99 99 53 58 60

TABLE III
RESULTS OF THE TESTING PROCEDURE - MOGAS (AFTER 400

CONSULTATIONS AND THE ORACLE BASED ON THE BOOLEAN FUNCTION
h2).

Test suites
RG1 RG2 RG3 ZDT1 ZDT3 ZDT4

# Executions [%] [%] [%] [%] [%] [%]
1 98 98.7 99 51 55.4 57.4
2 96.6 98.4 99.1 49 56.4 59.9
3 98.7 98.7 99.1 50.7 53.2 60.4
4 97.3 98.2 99.2 50.4 53.8 61.1
5 98.7 98.7 98.7 50.9 55.4 55.1
6 99.2 98.9 96.7 50.7 54.2 58
7 98.4 98.7 99 49.7 52.7 59.8
8 98.8 98.2 98.6 49 52 59.1
9 98.1 98.8 97.6 47.7 52.3 61.3

10 97 98.6 99.2 49.1 53.2 58.9
Average 98 99 99 50 54 59

types of oracles) and NSGA-II, over all test suites. At each
execution, the termination criteria was to complete two hun-
dred generations (with a population size equal to fifty) for
NSGA-II and a total of four hundred algorithm consultations
for MOGAS. Where the algorithm consultation is exactly to a
performed Grover search with regard to rk iterations on F(x)
considering a threshold Yk, and denoting the outputs by x
and Y respectively.

The hypervolume was used as the metric for the comparison
of the results, considering that it is the most used comparison
metric in multiobjective optimization [8]. The hypervolume
is an indicator used in the multiobjective optimization of
evolutionary algorithms to evaluate the performance of the
search, which was proposed by Zitzler and Thiele [11]. It is
based on a function that maps the set of Pareto-optimal to a
scalar with respect to a reference point. In tables II, III and IV,
the obtained experimental results from the testing procedure
are presented considering the hypervolume.

The tables are composed of six columns that correspond
to each test suite and a column for the order of execution.
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TABLE IV
RESULTS OF THE TESTING PROCEDURE - NSGA-II (AFTER 200

GENERATIONS AND A POPULATION SIZE EQUAL TO 50).

Test suites
RG1 RG2 RG3 ZDT1 ZDT3 ZDT4

# Executions [%] [%] [%] [%] [%] [%]
1 98.1 97.3 98.4 52.1 55.7 60.2
2 99 96.8 97.7 51.2 56.4 60.1
3 97.8 98.6 97.5 51.1 56.9 60.1
4 97.1 98.1 99.1 51.9 55.6 59.6
5 97.5 97.1 98.3 51.9 58.4 60.4
6 98.2 96.6 98.5 52.7 56.6 59.7
7 97.9 98.2 98.8 53.2 57.6 60.7
8 97.6 97.7 98.8 51.5 57.2 60.6
9 97.8 96.1 98.8 51.9 55.9 60

10 98.7 97.3 98.5 52.8 58 59.6
Average 98 97 98 52 57 60

TABLE V
AVERAGE RESULTS OF THE TESTING PROCEDURE - MOGAS (FROM
100 TO 400 EVALUATIONS AND THE ORACLE BASED ON THE BOOLEAN

FUNCTION h1).

Test suites
RG1 RG2 RG3 ZDT1 ZDT3 ZDT4

# Evaluations [%] [%] [%] [%] [%] [%]
100 97.7 97.4 98.2 49.2 54.8 57.9
200 98.5 98.2 98.6 51.4 56.8 58.9
300 98.9 98.5 98.8 52.3 57.5 59.7
400 98.9 98.6 98.9 52.5 57.7 60.2

In these six columns, the result of the hypervolume metric in
percentage for each execution is given. In this way, each row
summarizes the experimental results for every test suite with
respect to a specific execution order denoted in the left column.
Also, in the last row, an average of these ten executions for
all test suites is presented.

Tables II and III correspond to results obtained for MOGAS
using h1 and h2 respectively. Table IV corresponds to results
obtained using NSGA-II with a population size equal to fifty.

From the experimental results obtained, MOGAS presents
similar results compared to NSGA-II with a population size
of fifty with respect to RG problems; in most cases, however,
MOGAS delivers better or equal results. Nevertheless, consid-
ering the structured ZDT test suites and compared to NSGA-
II results, only MOGAS based on the boolean function h1

as oracle presents equal or better results, whereas MOGAS
based on the boolean function h2 as oracle presents nearly
equal results but not equal or better results.

Nevertheless, considering the algorithm consultations of
MOGAS as a single evaluation of the objective function, the
results present an important fact to note: MOGAS used only
four hundred evaluations of the objective function vector F(x),
whereas NSGA-II (with a population size of fifty) used 10000
(pop∗gen= 50∗200) evaluations of the same vector to deliver
similar results.

Tables V, VI and VII summarize the average results of both

TABLE VI
AVERAGE RESULTS OF THE TESTING PROCEDURE - MOGAS (FROM
100 TO 400 EVALUATIONS AND THE ORACLE BASED ON THE BOOLEAN

FUNCTION h2).

Test suites
RG1 RG2 RG3 ZDT1 ZDT3 ZDT4

# Evaluations [%] [%] [%] [%] [%] [%]
100 94.2 95.1 92.9 44.7 47 55.1
200 97 97.7 97 47.6 50.2 57.4
300 97.9 97.7 98.2 48.7 52.7 58.4
400 98.1 98.6 98.6 49.8 53.9 59.1

TABLE VII
AVERAGE RESULTS OF THE TESTING PROCEDURE - NSGA-II (FROM
100 TO 10000 EVALUATIONS CORRESPONDING TO A POPULATION SIZE

EQUAL TO 50).

Test suites
RG1 RG2 RG3 ZDT1 ZDT3 ZDT4

# Evaluations [%] [%] [%] [%] [%] [%]
100 94.6 94.5 95.6 47.4 51 54.9
200 95.9 95.1 96.2 49 51.9 56.8
300 96.5 95.3 96.5 49.4 53 57.3
400 96.5 95.9 96.8 49.9 53.4 57.7
4000 97.7 97.2 98.1 51.5 56.5 60

10000 98 97.4 98.4 52 56.8 60.1

MOGAS algorithms and NSGA-II, considering objective func-
tion evaluations. These tables are composed of six columns
that correspond to each test suite and a column for the number
of evaluations. In these six columns, the average results of
the hypervolume metric in percentage corresponding to ten
executions are presented. In this way, each row summarizes
the average results for every test suite with respect to a specific
number of evaluations given in the left column.

The obtained experimental results are presented in figures
1 to 6 as the performance in the hypervolume metric (in
percentage) versus the number of evaluations of the objective
function vector.

Considering the average number of iterations of the Grover
operator needed for MOGAS using both oracles, the presented
experimental results reveal that MOGAS using h2 as oracle,
in most cases, uses less iterations compared to MOGAS using
h1 as oracle.

Certainly, the oracle based on h2 marks more solutions from
the decision space. Therefore, the probability to change the
threshold at every consultation performed increases. This way,
the parameter m is set to one more often and the iteration
number chosen corresponds to a lower number. Thus, the total
number of iterations for MOGAS using h2 is smaller when
compared to the oracle based on h1.

Tables VIII to XIII summarize the average results of the
number of iterations used by MOGAS, considering the number
of times the Grover operator is invoked. These tables have two
columns that correspond to each different type of oracle and a
column for the number of evaluations. In these two columns,
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Fig. 1. Graphs of the hypervolume metric in percentage (hv) versus the
number of evaluations of the objective function vector (eval) made by each
algorithm (MOGAS and NSGA-II) with respect to the RG1 suite test.
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Fig. 2. Graphs of the hypervolume metric in percentage (hv) versus the
number of evaluations of the objective function vector (eval) made by each
algorithm (MOGAS and NSGA-II) with respect to the RG2 suite test.

the average results of the number of iterations corresponding to
ten executions are presented. In this way, each row summarizes
the average result for both oracles with respect to a specific
number of evaluations presented in the left column.

TABLE VIII
AVERAGE ITERATION NUMBERS USED ON THE RG1 (FROM 100 TO

400 EVALUATIONS).

Oracle Types
MOGAS-h1 MOGAS-h2

# Evaluations [#] [#]
100 815 352
200 2162 1299
300 3588 2277
400 5149 3474

TABLE IX
AVERAGE ITERATION NUMBERS USED ON THE RG2 (FROM 100 TO

400 EVALUATIONS).

Oracle Types
MOGAS-h1 MOGAS-h2

# Evaluations [#] [#]
100 748 343
200 2078 991
300 3483 2373
400 4975 3485

TABLE X
AVERAGE ITERATION NUMBERS USED ON THE RG3 (FROM 100 TO

400 EVALUATIONS).

Oracle Types
MOGAS-h1 MOGAS-h2

# Evaluations [#] [#]
100 838 349
200 1952 888
300 3344 1947
400 4848 3274

TABLE XI
AVERAGE ITERATION NUMBERS USED ON THE ZDT1 (FROM 100 TO

400 EVALUATIONS).

Oracle Types
MOGAS-h1 MOGAS-h2

# Evaluations [#] [#]
100 219 280
200 602 801
300 1182 1517
400 2094 2385

TABLE XII
AVERAGE ITERATION NUMBERS USED ON THE ZDT3 (FROM 100 TO

400 EVALUATIONS).

Oracle Types
MOGAS-h1 MOGAS-h2

# Evaluations [#] [#]
100 255 259
200 863 668
300 1635 1319
400 2571 2247

TABLE XIII
AVERAGE ITERATION NUMBERS USED ON THE ZDT4 (FROM 100 TO

400 EVALUATIONS).

Oracle Types
MOGAS-h1 MOGAS-h2

# Evaluations [#] [#]
100 407 410
200 1260 1255
300 2676 2273
400 3858 3474
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Fig. 3. Graphs of the hypervolume metric in percentage (hv) versus the
number of evaluations of the objective function vector (eval) made by each
algorithm (MOGAS and NSGA-II) with respect to the RG3 suite test.

53

50

52

hv
[%]

eval [#]0 100 200 300 400 4000 10000

60

50

ZDT1

MOGAS-h1

MOGAS-h2

NSGA-II (pop=50)

Fig. 4. Graphs of the hypervolume metric in percentage (hv) versus the
number of evaluations of the objective function vector (eval) made by each
algorithm (MOGAS and NSGA-II) with respect to the ZDT1 suite test.

VII. CONCLUDING REMARKS

This work compared two different types of oracles used in a
quantum algorithm for multiobjective optimization problems.
The presented multiobjective quantum algorithm, called MO-
GAS, is a natural extension of previous quantum algorithms
for single-objective optimization based on Grover’s search
method. The experimental results of this work suggests that
MOGAS (considering both types of oracles) was not only an
effective approach for multiobjective optimization problems,
but it was also efficient as was observed when MOGAS
was compared against NSGA-II, which is one of the most
cited multiobjective optimization algorithms [8]. In most of
the studied cases, MOGAS obtained better or equal results
in average after comparing it against NSGA-II for the same
number of executions especially with respect to the oracle
based on the boolean function h1; in regard of h2, the results
presented in this work are almost equal compared to NSGA-II.

In spite of the simple adaptive strategy used by MOGAS
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Fig. 5. Graphs of the hypervolume metric in percentage (hv) versus the
number of evaluations of the objective function vector (eval) made by each
algorithm (MOGAS and NSGA-II) with respect to the ZDT3 suite test.
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Fig. 6. Graphs of the hypervolume metric in percentage (hv) versus the
number of evaluations of the objective function vector (eval) made by each
algorithm (MOGAS and NSGA-II) with respect to the ZDT4 suite test.

(considering both types of oracles), the experimental results
of this work present a remarkable performance over NSGA-
II. Therefore, the presented experimental results show the
efficiency of a simple quantum algorithm with respect to a
classical more elaborated algorithm.

Another interesting fact to note is the difference between
the number of iterations used by MOGAS. The oracle based
on the boolean function h2, in most cases, employed a smaller
number of iterations than the one using h1. Hence, h2 is more
efficient than h1, which represents a saving in the number of
queries to the quantum oracle.

For future research, it is interesting to study other different
definitions of oracles for multiobjective problems. It is also
very important to lay some theoretical foundations that can
show the convergence of MOGAS to the set of Pareto-optimal
solutions.
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Abstract—In the area of applied optimisation, heuristics are
a popular means to address computational problems of high
complexity. Modelling the problem and mapping all variations of
its solution into a so-called solution space are integral parts of this
process. Representing solutions as graphs is common and, for a
special type of graph, Prüfer Code (PC) offers a computationally
efficient mapping (algorithms of Θ(n)-complexity are known) to
n−2 dimensional Euclidean space. However, this encoding does
not preserve properties such as e.g. locality and therefore PC has
been shown to be a bad choice for entire classes of problems.
We argue that PC does allow the preservation of some properties
(e.g. degree of branching and branching vertices) and that these
are sufficiently relevant for certain types of problems to motivate
encoding them in PC. We present our investigations and provide
an example where PC has been shown to be a useful encoding.

I. INTRODUCTION & OUTLINE

HEURISTICS (from the Greek ǫuσı́ρκω: “to find”, “to
discover”) are approaches that find or estimate good

solutions to problems, as opposed to reliably determining the
best one. For the more complex problems it is often impossible
to exhaustively check all possible solutions, motivating the
use of a heuristic. Furthermore, many problems require only
a certain quality of the solution, and investing resources in
improving a solution past this point does not add any benefit.

In one way or another, heuristics use some underlying
properties of the solution space to navigate it. This process
is iterative: heuristics identify acceptable solutions and then
continuously try to improve on them in some informed manner.

In order to be able to move from one solution to a better
one, there has to be some relation between them. Using this
relation enables the heuristic to estimate which alternatives to
consider (so as to avoid having to consider them all).

Modelling a problem and encoding its solutions (i.e.
the mapping into a domain) are important decisions in the
process. There are many ways to represent solutions and
we will only focus on one: graphs, and in our case, simple,
undirected, connected and acyclic graphs, commonly called
trees [5]. In §II we provide some background on trees
and discuss known complexity results as well as a specific

encoding that allows us to represent trees as unique sequences
of numbers: Prüfer Code [15].

There is evidence from the literature that mapping a tree to
Prüfer Code fails to preserve certain properties, which have
been shown to be important for a number of meta-heuristics
[10]. We take a closer look at which properties are indeed
preserved and then argue in §III that for a certain class of
problems the preserved properties are actually sufficient to
motivate the use of Prüfer Code. We support this in §IV by
referencing to our work, which successfully used Prüfer Code.

II. GRAPHS

A. Graphs and trees

A graph G is a pair G = (V,E) of two sets: the set
V = {v1, . . . , vn} of n vertices (which are also often referred
to as nodes or worlds) and the set E = {e1, . . . , em} of m
edges (often called lines or connections). Each edge ei is a
tuple of two vertices, representing the two vertices that this
edge connects (cf. [8], [3]). One sub-category of graphs are
connected graph without cycles (i.e. the number of edges is
n−1 for n vertices), commonly called trees [14]. Trees are
graphs in which any two vertices are connected to each other
by a finite path which can not contain cycles. Phrasing it
like this makes it intuitively clear why this type of graph can
represent a solution to e.g. decision trees or routing problems.

We distinguish vertices that are single end nodes (i.e. leafs
in the tree) and those that are not (i.e. branching points).

B. Complexities of graphs

Given a set of n vertices, [4] showed that the family of
different trees that can be constructed over this set has nn−2

members. This result is commonly known as Cayley’s Theorem
due to [5] (cf. [6]). The first combinatorial proof provided for
this theorem was provided by Prüfer [15] in 1918 [14] using
a mapping that represented trees with n vertices as strings of
length n − 2 (cf. §II-C). By showing that this set of strings
therefore had nn−2 members, Prüfer proved Cayley’s Theorem.
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Algorithm 1 Encoding a tree-graph to Prüfer Code (cf. [13])
1: L← leaves of T
2: for i← 1 to (n− 2) do do:
3: v ← node removed from the head of L
4: PC [i]← neighbour of v
5: delete v from T
6: if deg(PC [i]) = 1 then
7: add PC [i] to L

If we restrict the branching factor for any vertex in the
tree to a constant k, we get k-ary trees, which have been
studied in the literature extensively [16], [9], [7]. The relation
between leafs (nl) and branching vertices nb in a k-ary tree
is nl = nb(k − 1) + 1 [16].

C. Encoding graphs as Prüfer Code (PC)

In addition to providing a proof to [5], Prüfer also provided
us with an efficient mechanism to encode trees into sequences
of n−2 integers (and back). Such n−2 dimensional Euclidean
spaces are known to work well with swarm and evolutionary
search algorithms and are therefore of potential interest to us.

Fig. 1. The Prüfer codes similar to [2,2,3,3]. All variations (b) to (i) differ
from the original string (a) in only one digit and the difference between that
digit and the original is |1|; the root vertex v3 is denoted by a double circle.

The specific way in which Prüfer Code (PC) is generated
can result in fundamentally different trees being represented
as very similar PCs [10] (see Figure 1, above). This is one of
the likely sources of problems in the context of using PCs for
heuristics, and we address this issue in in §III.

1) Algorithms: PC encoding and decoding follows a simple
linear algorithm (cf. Alg. 1, Alg. 2, respectively), details of
which can be found in [12]. From e.g. [13] we know that
there are Θ(n)-complexity algorithms (i.e. algorithms that can
perform the translation either way in linear time) to do this.

Note that Alg. 1, above, assumes that the leaves are stored
in a list (initially sorted in ascending order).

2) Solution space: Let’s consider trees with n nodes
(labelled 1 to n), resulting in PCs with n−2 positions. We use
PC = {pc1, . . . , pcn(n−2)} to denote the set of all possible PC
that meet this description. Clearly, any PC can be mapped into

Algorithm 2 Decoding Prüfer Code to a tree-graph (cf. [13])
1: L← nodes that do not appear in the Prüfer Code PC
2: for i← 1 to (n− 2) do do:
3: v ← node removed from the head of L
4: add edge {v, PC [i]} to T
5: if i is the rightmost position of v in PC then
6: add v to L
7: v ← node removed from the head of L
8: add edge {v, PC [n− 2]} to T

a subset of N+ by reading individual pci as a number (e.g. for
n = 7: this is {11111, . . . , 26416, 26417, 26421, . . . , 77777}).
We use a PC’s position in this set as the its ID (see example).

When exploring the solution space with heuristics we want
there to be some correlation between a solution’s location that
space and its performance value. If we require that similar PCs
represent trees encoding families of solutions (with regard to
certain properties), we have to consider how we define similar.

Example: Let’s consider encoding cooking recipes as trees
(representing the order and inter-dependency of individual
steps, started with step v1). For a recipe with 7 steps, this
can be represented as a tree with 7 nodes (of which there
are exactly 16807 unique variations), each corresponding
to exactly one PC with 5 positions. If the interpretation
of similar is numerical distance between two codes (e.g.
24617 is followed immediately by 26421, cf. Figure 2
bottom row) then very similar PCs encode substantially
different trees (see Figure 2). As pointed out in [10] this will
make PC a sub-optimal choice for interpretations of similarity.

While the variations shown in Fig. 2 differ, they do not
differ dramatically. This loose similarity was already enough
to produce results of sufficient quality when we used PC to
encode solutions representing cable diagrams [1], [2], [11].

III. NAVIGATING PRÜFER CODE

A. A property-preserving mapping of PC to a solution space

The way trees are constructed from PC (cf. Alg. 2) implies
that the connectivity of a vertex (the number of vertices it is
connected to) is equal to the number of its occurrences in the
PC + 1. This also means that not occurring vertices are leafs.

However, the positions of the integers matter, and exchang-
ing two integers can result in more than the exchange of the
corresponding vertices in the tree (see the example in Fig. 2).

1) Filtering PC: Using the above insight we look at certain
filters for PCs that characterise properties of interest to us.

These filters, are defined with respect to a specific pci ∈ PC:
• Ipci , the set of all different integers that occur in pci
• I+pci , the ordered list of all the occurring integers

Example: for trees with n = 5, PC = {[1, 1, 1], . . . , [5, 5, 5]};
for e.g. pci = [1, 2, 1]: I[1,2,1] = {1, 2} and I+[1,2,1] = {1, 1, 2}.
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Fig. 2. Variations on pc4269. An original graph (middle) is flanked by
variations: (first row) differing in one position and just by 1 from the original
integer (solution space (n−2)-dimensional) or (second row) the previous and
the next ID (solution space: N+); the root vertex is assumed to be v1.

2) Similarity classes: We use these filters to define the
similarity classes PCI and PCI+ , i.e. the subsets of PC where
all members pcj have the same Ipcj or I+pcj , respectively:

• PCIpci , the subset of PC in which members are con-
structed using only the integers found in pci, and

• PCI+pci
, where all members have exactly the same integers

as pci, but not necessarily in the same order.

∀pcj ∈ PCIpci : Ipci = Ipcj and ∀pck ∈ PCI+pci
: I+pci = I+pck

with pci ∈ PCIpci , pci ∈ PCI+pci
and PCI+pci

⊂ PCIpci .

Example: for I[1,2,1] = {1, 2} and I+[1,2,1] = {1, 1, 2} we
get: PCI[1,2,1] = {[1, 1, 2], [1, 2, 1], [1, 2, 2], [2, 1, 1], [2, 1, 2],
[2, 2, 1], [2, 2, 2]} and PCI+

[1,2,1]
= {[1, 1, 2], [1, 2, 1], [2, 1, 1]}.

3) Distance: To create - individually for each pci - relative
pci-solution spaces based on Ipci or I+pci we need to define
a distance between pci and any pcj in PCIpci and PCI+pci

.
Clearly the distance to itself (pcj = pci) is zero.

We may either want a to define a single neighbour, a certain
number of neighbours or sets of neighbours (potentially of
varying sizes). This will directly impact the dimensionality
of our solutions space: with a single neighbour we can
use N+ as solution space, otherwise our solution space is
n-dimensional or, in case of sets, of varying dimensionality.
After defining a function to determine either a fixed number
or a set of immediate neighbours of pci we can calculate the
distance δ(i, j) between any two pci and pcj as the shortest
path connecting these two through their neighbours.

Example: for both PCIpci and PCI+pci
neighbourhood could

(the choice is problem specific) be defined as, e.g.:

• the element in the respective set that is numerically the
closest to pci (reading e.g. [1, 3, 2, 4] as 1324), or

• all those elements that are created by exchanging two
neighbouring digits of the pc, e.g. for pci = [1, 2, 3, 4]
this would be [2, 1, 3, 4], [1, 3, 2, 4] and [1, 2, 4, 3].

B. Motivation

When optimising cabling structures for e.g. distributed
antenna systems or routing network trees, the number of used
splitters or routers (corresponding to branches in the tree) is
an important factor as hardware plays a major role in the
overall cost. In problems of this type constraints are commonly
imposed on all paths from the root to the leaf nodes of the
trees (e.g. power attenuation due to cable length which must
not exceed a certain value); due to this variations over a fixed
set of routers or splitters need to be explored.

On the other hand, having identified nodes in the network
that exhibit high potential to become branches we want to
consider changing their branching factors (i.e. the equivalent
of replacing a splitter with a larger or a smaller one).

Specifically, our subsets of PC allow us the following:

1) ∀pci ∈ PCI+pcoriginal
: pci preservers the number of

branching nodes, their branching degree as well as
which node has how many branches. Only the specific
allocation of leafs to these branches changes, as well as
how these branching nodes are connected to each other.

2) ∀pcj ∈ PCIpcoriginal
: contrary to the above, pcj does not

ensure that the number of nodes with a certain branching
degree stays the same, i.e. while the branching nodes do
not change, their degree might, as does (as above) which
leafs / other branching nodes they connect to.

3) In addition to the two above, we can explore variations
on PCIpcoriginal

and PCI+pcoriginal
by replacing all oc-

currences of an integer with one that does not occur in
the original, or by simply adding or removing integers.
As shown in Figure 1, these are more dramatic changes.
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IV. PROOF OF CONCEPT APPLICATION

Despite the claims made in [10] we successfully used Prüfer
Code encoding to optimise cabling to power indoor antenna
systems for large buildings [1], where small instances of
n = 20 already have 2020−2 = 2.62×1022 possible connection
trees, (cf. Figure 3). Our work, tested for problems of up to
100 floors, showed that using Particle Swarm Optimisation
obtained good solutions in short time (minutes)1. We also
used Genetic Algorithms (GA) which, although inferior to
PSO, performed well, indicating that using PC was a feasible
approach. Cf. [2] for an overview over the results.

Fig. 3. An example solution for the Distributed Antenna Cabling Problem
[1], [2], [11]. The objective is to connect all floors (and antennas on each
floor) using splitters and cables, subject to power constraints imposed in the
splitters and the antennas. The choice of branching nodes (and their degree)
is a primary factor in this problem, making Prüfer Code a useful encoding.

A performance analysis of the algorithm showed that PSO
converges towards good solutions. This is suggested by the
fact that stagnating improvement over previous generations
indicates approaching the best expectable solution (cf. Fig. 4).
The argument is straight forward: if our exploration through
PC-space were entirely random (and thus void of beneficial
similarities) we would expect that the potential for finding
improved solutions increased with additional searches, while
the graph plotted in Figure 4 indicates the opposite.

V. CONCLUSION

Our investigations and the suggestions put forward in this
paper do not refute the claims made in [10]. Instead, they are
to be understood as an addition, in the sense that the we have
identified a class of problems for which the encoding of trees
in PC is beneficial. Specifically, when using trees to represent
(a) variations on the branching of a tree (both in identifying the
branching nodes we well as their degree of branching) and (b)
the allocation of leaf nodes to branching nodes, Prüfer Code
has proven to be a useful encoding. We intend to investigate
this further by applying PC to other problems in the future.

1For comparison, a brute force search for n = 8 required 15 minutes of
CPU time; our approach returned the same optimal result after 15 seconds.

Fig. 4. The probability of finding a better solution plotted against the number
of PSO generations resulting in unchanged best solution quality.

There have been other investigations into locality properties
of PC (e.g. [14]) suggesting that the general results of [10]
may not be all there is to PC. We have additional conjectures
about this, which would require more space here and further
investigations, and are outside the scope of this short paper.
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Abstract—In this paper, we formulate an anchored alignment
distance between rooted labeled unordered trees as the minimum
cost of the anchored alignment whose anchoring is constructed
from the minimum cost isolated-subtree mapping by adding the
pairs of non-mapped leaves, and design the algorithm to compute
it. Since this algorithm runs in exponential time with respect
to the number of leaves in theoretical, we give experimental
results for randomly generated trees and for N-glycan data with
small degree as real data to evaluate the anchored alignment
distance by comparing with the isolated-subtree distance and
the alignment distance.

I. INTRODUCTION

COMPARING tree-structured data such as HTML and
XML data for web mining or DNA and glycan data for

bioinformatics is one of the important tasks for data mining.
The most famous distance measure between rooted labeled
unordered trees (trees, for short) is the edit distance [6],
[11], denoted by τTAI . The edit distance is formulated as the
minimum cost of edit operations, consisting of a substitution,
a deletion and an insertion, applied to transform from a tree
to another tree.

It is known that the edit distance is closely related to the
notion of a Tai mapping (mapping, for short) [11], which is
a one-to-one node correspondence between trees preserving
ancestor relations. Then, the minimum cost of possible Tai
mappings coincides with the edit distance [11]. However, it
is known that the problem of computing the edit distance be-
tween trees is MAX SNP-hard [18] even if they are binary [2].

An alignment distance, denoted by τALN , is an alternative
distance measure to compare trees [4]. The alignment distance
is formulated as the minimum cost of an alignment between
two trees obtained by first inserting nodes labeled with spaces
into two trees such that the resulting trees have the same
structure and then overlaying them. The alignment distance is
an edit distance such that every insertion proceeds to deletions
in operational.

Note first that, whereas the edit distance between strings
coincides with the alignment distance between them, the edit
distance between trees is different from the alignment distance

†Current affiliation: Hitachi, Ltd.∗The author would like to express thanks for support by Grant-in-Aid for
Scientific Research 17H00762, 16H02870, 16H01743 and 15K12102 from the
Ministry of Education, Culture, Sports, Science and Technology, Japan.

between them in general (cf., [6]); The edit distance is smaller
than or equal to the alignment distance. The reason is to
exist trees not preserving both cycle-free and ancestor relations
when every deletion proceeds to insertions.

As another characterization of the alignment distance for
trees, Kuboyama [6] has first formulated an alignable mapping
as the variation of a Tai mapping whose minimum cost
coincides with the alignment distance and shown that the
alignable mapping coincides with a less-constrained map-
ping [7]. Furthermore, whereas the problem of computing the
alignment distance is also MAX SNP-hard, it is tractable if the
maximum degree of two trees are bounded by some constant
D, where the detailed time complexity is O(n2D!) time for
the maximum number n of nodes in two trees [4].

In bioinformatics, Schiermer and Giegerich [10] have intro-
duced an anchored alignment with respect to a Tai mapping,
called an anchoring, in the context of forest alignments. The
anchored alignment is an alignment (that is, a tree) which
contains a node labeled by a pair of labels for every pair of
nodes in the anchoring.

However, there arises a problem that an arbitrary anchoring
between two trees does not always provide an anchored
alignment, since an arbitrary Tai mapping is not always an
alignable (that is, a less-constrained) mapping. In order to
avoid this problem, Ishizaka et al. [3] have designed an
efficient algorithm to compute the anchored alignment in
O(H |M |2 + n) time if an anchoring M is less-constrained;
returns “no” otherwise, where H is the maximum height of
two trees.

In order to compute the anchored alignment, it is necessary
to give an anchoring. In this paper, we construct an anchor-
ing from the minimum cost isolated-subtree (or constrained)
mapping [12], [16], [17], because the isolated-subtree mapping
is the nearest mapping to the less-constrained mapping in
a Tai mapping hierarchy [6], [15] and we can compute an
isolated-subtree distance τILST as the minimum cost of possible
isolated-subtree mappings in O(n2d) time, where d is the
minimum of the degrees of two trees [13].

For the minimum cost isolated-subtree mapping M , we
select the set M ′ of pairs of non-mapped leaves by M . Then,
we formulate an anchored alignment distance τACH as the
minimum cost of the anchored alignment through an anchoring
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M ∪M ′ if M ∪M ′ is less-constrained; τILST otherwise. We
design the algorithm to compute τACH in O(n2(d+H2v)) time,
where v is the minimum number of leaves in two trees.

Since this algorithm runs in exponential time with respect to
v in theoretical, we first give experimental results for randomly
generated trees to evaluate the anchored alignment distance
τACH by comparing with the isolated-subtree distance τILST .
Here, in this experiment, we cannot compute the alignment
distance τALN of which time complexity is O(n2D!) within
one day. Next, we give experimental results for N-glycan data
as real data provided from KEGG [5] whose v is small to
compute τACH efficiently. Then, we compare τACH with τALN

and τILST , where it holds that τALN ≤ τACH ≤ τILST in general.
For N-glycan data, it holds that τALN = τACH = τILST in more
than 94% pairs and τACH = τILST in more than 99% pairs.
Furthermore, we investigate the pairs such that τALN < τACH <
τILST and τALN = τACH < τILST .

II. PRELIMINARIES

A tree is a connected graph without cycles. For a tree T =
(V,E), we denote V and E by V (T ) and E(T ), respectively.
The size of T is |V | and denoted by |T |. We sometime denote
v ∈ V (T ) by v ∈ T . We denote an empty tree by ∅.

A rooted tree is a tree with one node r chosen as its root.
We denote the root of a rooted tree T by r(T ). For each node
v in a rooted tree with the root r, let UPr(v) be the unique
path from v to r. If UPr(v) has exactly k edges, then we say
that the height of v is k and denote it by h(v) = k. We define
h(T ) = max{h(v) | v ∈ T } and call it the height of T .

The parent of v(6= r) is its adjacent node on UPr(v) and
the ancestors of v(6= r), are the nodes on UPr(v)−{v}. We
denote that v is an ancestor of u by u < v that u < v or
u = v by u ≤ v. Also we denote neither u ≤ v nor v ≤ u by
u # v. We say that w is the least common ancestor of u and
v, denoted by u ⊔ v, if u ≤ w, v ≤ w and there exists no w′

such that w′ ≤ w, u ≤ w′ and v ≤ w′.
We say that u is a child of v if v is the parent of u. The set

of children of v is denoted by ch(v). A leaf is a node having
no children. We denote the set of all leaves in T by lv (T ).
We define d(v) = |ch(v)| and d(T ) = max{d(v) | v ∈ T }
and call them the degree of v and T , respectively.

We say that a rooted tree is labeled if each node is assigned
a symbol from a fixed finite alphabet Σ. For a node v, we
denote the label of v by l(v), and sometimes identify v with
l(v). Let ε 6∈ Σ denote a special blank symbol and Σε =
Σ ∪ {ε}.

Let v ∈ T and vi, vj ∈ ch(v) such that vi (resp., vj) is the
i-th (resp., j-th) child of v. We say that vi is to the left of vj
if i ≤ j. Also, for every u, v ∈ T , we define a sibling order
u � v if there exist u′, v′ ∈ ch(u⊔v) such that u ≤ u′, v ≤ v′

and u′ is to the left of v′. Hence, we say that a rooted tree is
ordered if the sibling order � is fixed; unordered otherwise.
In this paper, we call a rooted labeled unordered tree a tree.

Definition 1 (Edit operations [11]): The edit operations of
a tree T are defined as follows.

1) Substitution: Change the label of the node v in T .

2) Deletion: Delete a node v in T with parent v′, making
the children of v become the children of v′. The children
are inserted in the place of v as a subset of the children
of v′.

3) Insertion: The complement of deletion. Insert a node v
as a child of v′ in T making v the parent of a subset of
the children of v′.

We represent each edit operation by (l1 7→ l2), where
(l1, l2) ∈ (Σε×Σε−{(ε, ε)}). The operation is a substitution
if l1 6= ε and l2 6= ε, a deletion if l2 = ε, and an insertion if
l1 = ε.

We define a cost function γ : (Σε × Σε − {(ε, ε)}) 7→ R+

on pairs of labels. We often constrain a cost function γ to
be a metric, that is, γ(l1, l2) ≥ 0, γ(l1, l2) = 0 iff l1 = l2,
γ(l1, l2) = γ(l2, l1) and γ(l1, l3) ≤ γ(l1, l2) + γ(l2, l3). We
call the cost function that γ(l1, l2) = 1 if l1 6= l2 a unit cost
function and denote it by µ.

Definition 2 (Edit distance [11]): For a cost function γ,
the cost of an edit operation e = l1 7→ l2 is given by
γ(e) = γ(l1, l2). The cost of a sequence E = e1, . . . , ek of
edit operations is given by γ(E) =

∑k
i=1 γ(ei). Then, an

edit distance τγTAI(T1, T2) between trees T1 and T2 under γ is
defined as follows:

τγTAI(T1, T2) = min



γ(E)

∣∣∣∣∣∣

E is a sequence
of edit operations
transforming T1 to T2



 .

Definition 3 (Tai mapping [11]): Let T1 and T2 be trees
and M ⊆ V (T1)×V (T2). We say that a triple (M,T1, T2) is
a Tai mapping between T1 and T2 if every pair (v1, w1) and
(v2, w2) in M satisfies the following conditions.

1) v1 = v2 iff w1 = w2 (one-to-one condition).
2) v1 ≤ v2 iff w1 ≤ w2 (ancestor condition).

We will use M instead of (M,T1, T2) when there is no
confusion. Also we denote the set of all the Tai mappings
between T1 and T2 by MTAI(T1, T2).

We denote the sets {v ∈ T1 | (v, w) ∈ M} and {w ∈
T2 | (v, w) ∈ M} by M |1 and M |2, respectively. For M ∈
MTAI(T1, T2), the cost γ(M) of M is given as:

γ(M)

=
∑

(v,w)∈M

γ(v, w) +
∑

v∈T1−M|1
γ(v, ε) +

∑

w∈T2−M|2
γ(ε, w).

Theorem 1 (Tai [11]): τγTAI(T1, T2) = min{γ(M) | M ∈
MTAI(T1, T2)}.

Definition 4 (Less constrained and isolated-subtree mappings):
Let T1 and T2 be trees and M ∈MTAI(T1, T2).

1) We say that M is a less-constrained mapping [7],
denoted by M ∈ MLESS(T1, T2), if M satisfies that,
for every (v1, w1), (v2, w2), (v3, w3) ∈M :

v1 ⊔ v2 < v1 ⊔ v3 =⇒ w2 ⊔ w3 = w1 ⊔ w3.
Or equivalently [6]:

w1 ⊔ w2 < w1 ⊔ w3 =⇒ v2 ⊔ v3 = v1 ⊔ v3.
2) We say that M is an isolated-subtree mapping [12]

(or a constrained mapping [16], [17]), denoted by
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M ∈ MILST(T1, T2), if M satisfies that, for every
(v1, w1), (v2, w2), (v3, w3) ∈M :

v3 < v1 ⊔ v2 ⇐⇒ w3 < w1 ⊔w2.
As similar as Theorem 1, we formulate a less-constrained

distance τγLESS(T1, T2) and an isolated-subtree distance
τγILST(T1, T2) as follows:

τγLESS(T1, T2) = min{γ(M) |M ∈MLESS(T1, T2)},
τγILST(T1, T2) = min{γ(M) |M ∈MILST(T1, T2)}.

For A ∈ {TAI, LESS, ILST}, we define the set
M∗

A(T1, T2, γ) of all the minimum cost mappings between
T1 and T2 under a cost function γ as follows.

M∗
A(T1, T2, γ) = argmin{γ(M) |M ∈MA(T1, T2)}.

Jiang et al. [4] have introduced an alignment distance as an
alternative distance measure to compare trees, which is based
on an alignment. Here, for two trees T1 and T2, we say that T1

and T2 are isomorphic without labels if there exists a bijection
φ from V (T1) to V (T2), called an isomorphism, satisfying that
u ≤ v iff φ(u) ≤ φ(v).

Definition 5 (Alignment [4]): Let T1 and T2 be trees. Then,
an alignment between T1 and T2 is a tree T obtained by the
following steps.

1) Insert new nodes labeled by ε into T1 and T2 so that the
resulting trees T ′

1 and T ′
2 are isomorphic without labels

and l(φ(v)) 6= ε whenever l(v) = ε for an isomorphism
φ from T ′

1 to T ′
2 and every node v ∈ T ′

1.
2) Set T to a tree T ′

1 obtained by relabeling a label l(v)
for every node v ∈ T ′

1 with (l(v), l(φ(v))). (Note that
(ε, ε) 6∈ T .)

Let A(T1, T2) denote the set of all possible alignments
between T1 and T2. The cost γ(T ) of an alignment T is the
sum of the costs of all labels in T .

Definition 6 (Alignment distance [4]): Let T1 and T2 be
trees and γ a cost function. Then, an alignment distance
τγALN(T1, T2) between T1 and T2 under γ is defined as follows.

τγALN(T1, T2) = min{γ(T ) | T ∈ A(T1, T2)}.
In operational, the alignment distance is an edit distance

such that every insertion proceeds to deletions [4]. Further-
more, the following theorem is known.

Theorem 2: Let T1 and T2 be trees. Suppose that n =
|T1|, m = |T2|, D = max{d(T1), d(T2)} and d =
min{d(T1), d(T2)}.

1) ([6], [7]) MILST(T1, T2) ⊆ MLESS(T1, T2) ⊆
MTAI(T1, T2), which implies that τγTAI(T1, T2) ≤
τγLESS(T1, T2) ≤ τγILST(T1, T2). The equation does not
always hold in general.

2) ([3], [6]) τγALN(T1, T2) = τγLESS(T1, T2).
3) ([2], [18]) The problem of computing τγTAI(T1, T2) is

MAX SNP-hard, even if T1 and T2 are binary trees.
4) ([4]) The problem of computing τγALN(T1, T2) is

MAX SNP-hard. On the other hand, if D is bounded
by some constant, then we can compute τγALN(T1, T2) in
O(nmD!) time.

5) ([13]) We can compute τγILST(T1, T2) in O(nmd) time.

III. ANCHORED ALIGNMENT DISTANCE

Let T1 and T2 be trees and M ∈ MTAI(T1, T2) called an
anchoring. Then, Schiermer and Giegerich [10] have intro-
duced an anchored alignment between T1 and T2 through M ,
which we call in this paper, as an alignment T containing a
node labeled by (l(v), l(w)) for every (v, w) ∈M . We denote
it by ach(T1, T2,M).

Note that an arbitrary anchoring does not always provide an
anchored alignment, since M ∈MTAI(T1, T2) whenever M ∈
MLESS(T1, T2) but the converse direction does not hold in
general (Theorem 2.1). In order to avoid this problem, Ishizaka
et al. [3] have formulated an anchored alignment problem to
output an anchored alignment T between T1 and T2 through
M if T exists; return “no” otherwise. Also they have designed
an efficient algorithm, called ACHALN in this paper, to solve
the problem by using the following cover sequence.

For M ∈ MTAI(T1, T2) and (v, w) ∈ M , let S1(v) =
V (T1[v]) ∩M |1 and S2(w) = V (T2[v]) ∩M |2, where T [v]
denotes the complete subtree of T rooted at v ∈ T . Also, by
denoting UPr1(v) (resp., UPr2(w)) as a sequence [r1, . . . , v]
(resp., [r2, . . . , w]) for r1 = r(T1) (resp., r2 = r(T2)),
the cover sequence of v in T1 (resp., w in T2), denoted
by C1(v) (resp., C2(w)), is a sequence [S1(r1), . . . , S1(v)]
(resp., [S2(r2), . . . , S2(w)]). We say that C1(v) and C2(w)
are incomparable if there exist s1 ∈ C1(T1) and s2 ∈ C2(T2)
such that neither s1 ⊆ s2 nor s2 ⊆ s1.

Then, the outline of the algorithm ACHALN is illustrated
as follows.

1) For every (v, w) ∈M , construct cover sequences C1(v)
and C2(w).

2) If there exists (v, w) ∈ M such that C1(v) and C2(w)
are incomparable, then set ach(T1, T2,M) to ∅.

3) Otherwise:
a) For every (v, w) ∈ M , align C1(v) and C2(w) as

C′
1(v) and C′

2(w) and construct a path P (v, w) by
pairing each element of C′

1(v) and C′
2(w).

b) Set ach(T1, T2,M) to a tree constructed from
merging every path P (v, w).

Theorem 3 (Ishizaka et al. [3]): We can solve the an-
chored alignment problem in O(H |M |2+n+m) time, where
n = |T1|, m = |T2| and H = max{h(T1), h(T2)}.

Then, we can formulate an anchored alignment distance
through M as follows.

Definition 7 (Anchored alignment distance through mapping):
Let T1 and T2 be trees, M ∈ MTAI(T1, T2) and γ a cost
function. Then, we define an anchored alignment distance
τγACH(T1, T2,M) between T1 and T2 through M under γ as
follows.

τγACH(T1, T2,M)

=

{
γ(ach(T1, T2,M)), if ach(T1, T2,M) 6= ∅,
|T1|+ |T2|, otherwise.

By Theorem 2.2, M ∈MLESS(T1, T2) iff ach(T1, T2,M) 6=
∅. The statements 1 and 2 in ACHALN can determine whether
or not M ∈MLESS(T1, T2) in O(H |M |) time. Also, by Theo-
rem 2.1, M ∈ MLESS(T1, T2) whenever M ∈MILST(T1, T2).
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Theorem 4: For trees T1 and T2 and a cost function
γ, suppose that M1 ∈ M∗

ILST(T1, T2, γ) and M2 ∈
M∗

LESS(T1, T2, γ). If M1 ⊂ M2, then, for every (v, w) ∈
M2 \M1, there exist (v1, w1), (v2, w2) ∈ M1 satisfying each
of the following statements.

1) v < v1 ⊔ v2 and w # w1 ⊔ w2.
2) v # v1 ⊔ v2 and w < w1 ⊔ w2.

Proof: Suppose that neither the statements 1 nor 2 holds.
Then, for every (v1, w1), (v2, w2) ∈M1, it holds that (1) v <
v1⊔v2 and one of w ≤ w1⊔w2, w = w1⊔w2 or w1⊔w2 ≤ w
and (2) w < w1 ⊔ w2 and one of v ≤ v1 ⊔ v2, v = v1 ⊔ v2
or v1 ⊔ v2 ≤ v. By the ancestor condition, it holds that v <
v1 ⊔ v2 ⇐⇒ w < w1 ⊔ w2, which implies that M2 ∈
MILST(T1, T2). Since M1 ⊂M2 and M1 ∈ M∗

ILST(T1, T2, γ),
it is a contradiction.

Theorem 5: There exist trees T1 and T2 and a cost func-
tion γ such that neither M1 ⊂ M2 nor M2 ⊂ M1 for
M1 ∈ M∗

ILST(T1, T2, γ) and M2 ∈ M∗
LESS(T1, T2, γ). This

statement also holds even if trees T1 and T2 are unlabeled (or
equivalently unique-labeled).

Proof: Let µ be the unit cost function. First consider the
trees T1 and T2 in Figure 1 (left). Figure 1 (right) illustrates
M1 ∈M∗

ILST(T1, T2, µ) and M2 ∈M∗
LESS(T1, T2, µ). Then, it

holds that µ(M1) = 3 and µ(M2) = 2, but neither M1 ⊂M2

nor M2 ⊂M1.
Also consider the unique-labeled trees T3 and T4 in Figure 2

(left). Figure 2 (right) illustrates M3 ∈ M∗
ILST(T3, T4, µ) and

M4 ∈ M∗
LESS(T3, T4, µ). Then, it holds that µ(M3) = 4 and

µ(M4) = 2, but neither M3 ⊂M4 nor M4 ⊂M3.
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Fig. 1. Trees T1 and T2 (upper), M1 ∈ M∗
ILST (T1, T2, µ) and M2 ∈

M∗
LESS(T1, T2, µ) (lower) in the proof of Theorem 5.

Theorem 5 claims that the minimum cost less-constrained
mapping is not always comparable with the minimum cost
isolated-subtree mapping (as set inclusion). On the other hand,
MILST is the nearest mapping class toMLESS in a Tai mapping
hierarchy [6], [15] and τILST is the most general tractable
variation of τTAI [13]. Hence, in this paper, we construct
candidates of an anchoring by adding pairs of non-mapped
leaves to M ∈M∗

ILST(T1, T2, γ) by Theorem 4.
For M ∈M∗

ILST(T1, T2, γ), let M be a complement of M ,
that is, {(v, w) ∈ T1×T2 | (v, w) 6∈M}. A total leaf mapping
of M , denoted by lm(M), is defined as M ∩(lv(T1)× lv(T2))
and we call M ′ ⊆ lm(M) (possibly M ′ = ∅) a leaf
mapping of M . Whereas every leaf mapping is always a Tai
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Fig. 2. Unique-labeled trees T3 and T4 (upper), M3 ∈ M∗
ILST (T3, T4, µ)

and M4 ∈ M∗
LESS(T3, T4, µ) (lower) in the proof of Theorem 5.

mapping, M ∪ M ′ is not always a Tai mapping. Then, for
M ∈ M∗

ILST(T1, T2, γ) and M ′ ⊆ lm(M), by applying the
algorithm ACHALN for an anchoring M ∪M ′ as input, we
can obtain the anchored alignment ach(T1, T2,M ∪M ′).

Definition 8 (Anchored alignment distance): Let T1 and T2

be trees and and γ a cost function. Then, an anchored
alignment distance τγACH(T1, T2) between T1 and T2 under γ
is defined as follows.
τγACH(T1, T2)

= min




γ(ach(T1, T2, N))

∣∣∣∣∣∣∣∣

M ∈M∗
ILST(T1, T2, γ),

M ′ ⊆ lm(M),
N = M ∪M ′,
N ∈MLESS(T1, T2)





.

If no M ′ such that M ′ ⊆ lm(M) and M ∪ M ′ ∈
MLESS(T1, T2) exists, then it holds that τγACH(T1, T2) =
τγILST(T1, T2) = γ(ach(T1, T2,M)), by regarding M ′ as ∅
and since M ∈ M∗

ILST(T1, T2, γ). Hence, we can avoid to
the case that |T1| + |T2| in Definition 7 and it holds that
τγALN(T1, T2) ≤ τγACH(T1, T2) ≤ τγILST(T1, T2).

For every alignment T , we can construct a mapping which
consists of a pair (v, w) for every node (l(v), l(w)) ∈ T . We
call it an alignable mapping constructed from T [6]. Then,
we denote the set of all the alignable mappings constructed
from ach(T1, T2, N) such that M ∈ M∗

ILST(T1, T2, γ), M ′ ⊆
lm(M), N = M ∪M ′, N ∈ MLESS(T1, T2) and the cost is
minimum under γ by M∗

ACH(T1, T2, γ).
Theorem 6: We can compute τγACH(T1, T2) in O(nm(d +

H2v)) time, where n = |T1|, m = |T2|, d =
min{d(T1), d(T2)}, H = max{h(T1), h(T2)} and v =
min{|lv(T1)|, |lv (T2)|}.

Proof: Consider the algorithm ACHALNDIST in Algo-
rithm 1. Here, the algorithm ILST(T1, T2, γ) in line 1 returns
a pair of the isolated-subtree distance τγILST(T1, T2) and its min-
imum cost isolated-subtree mapping inM∗

ILST(T1, T2, γ) [13],
which runs in O(nmd) time. By line 4, we ignore the case
that M ∪M ′ is not less-constrained. By Definition 8, if no
M ′(6= ∅) such that M ∪ M ′ ∈ MLESS(T1, T2) exists, then
it holds that τγACH(T1, T2) = τγILST(T1, T2) as the case that
M ′ = ∅, realized by the selection of the minimum value of
d and γ(T ) in lines 1 and 5. Since the running time of line
3 is O(H |M |2 + n+m) = O(mnH) by Theorem 3 and the
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number of M ′ in line 2 is at most 2v, the time complexity
also holds.

procedure ACHALNDIST(T1, T2, γ)
/* T1, T2 : tree, γ: cost function */
(d,M)← ILST(T1, T2, γ);1

/* d = τγILST(T1, T2), M ∈M∗
ILST(T1, T2, γ) */

foreach M ′ ⊆ lm(M) s.t. M ∪M ′ ∈MTAI(T1, T2)2

do
T ← ACHALN(T1, T2,M ∪M ′);3

/* T = ∅ if M ∪M ′ is not less-constrained */
if γ(T ) > 0 then4

/* γ(T ) = 0 ⇐⇒ T = ∅ */
d← min{d, γ(T )};5

output d;6

Algorithm 1: ACHALNDIST.

IV. EXPERIMENTAL RESULTS

In this section, we assume a cost function is always the
unit cost function µ, so the subscript of a cost function is
omitted. Also the computer environment is that CPU is Intel
Xeon E51650 v3 (3.50GHz), RAM is 1GB and OS is Ubuntsu
Linux (64bit).

A. Randomly generated trees

The running time of the algorithm ACHALNDIST is expo-
nential with respect to the number of leaves in Theorem 6,
that is, O(nm(d + H2v)) time. Here, v depends on the
number of M ′ in line 2 of the algorithm ACHALNDIST,
which is the minimum value of |lv(T1)| − |(M |1) ∩ lv (T1)|
and |lv(T2)| − |(M |2) ∩ lv(T2)|. Then, τACH is possible to be
computed efficiently between trees if such a value is small.

First, we evaluate the above situation by using randomly
generated trees. In this experiment, by using the algorithm
PTC [8], we generate 10 rooted labeled trees with from 100
to 200 nodes when varying the maximum degree for 2, 3, 4,
5 and 10 and then compute τACH and τILST for all of the pairs
of 10 trees, that is, 45 pairs. Table I illustrates the running
time to compute τACH and τILST , the average value of τACH and
τILST and the number of different pairs of τILST and τACH . Note
that, under this setting, we cannot compute τALN even if the
maximum degree is 2 within one day.

TABLE I
THE RUNNING TIME TO COMPUTE τACH AND τILST , THE AVERAGE VALUE
OF τACH AND τILST AND THE NUMBER OF THE DIFFERENT PAIRS OF τILST

AND τACH .

max. degree 2 3 4 5 10

τACH time (ms) 926 1,720 14,221 14,892 71,399
τILST time (ms) 719 635 609 545 552
τACH average 121.93 130.87 133.30 126.51 133.89
τILST average 121.93 131.22 133.20 127.60 136.00
τACH < τILST 0 10 21 25 34

0% 22.22% 46.67% 55.56% 75.56%

Table I shows that, when the maximum degree is increasing,
whereas the average value is independent from the maximum
degree, the running time is increasing exponentially and the
pairs such that τACH < τILST is increasing.

B. N-glycan data

Next, as real data for trees with small v, we adopt N-glycan
data provided from KEGG [5] and evaluate τACH by comparing
with τILST and τALN and their mappings in more detail.

Here, the number of N-glycan data is 2, 142 and then the
number of pairs is 2, 293, 011. Furthermore, Table II illustrates
the minimum, the maximum and the average values of the
number of nodes, the number of leaves, the degree and the
height of N-glycan data.

TABLE II
THE MINIMUM, THE MAXIMUM AND THE AVERAGE VALUES OF THE

NUMBER OF NODES, THE NUMBER OF LEAVES, THE DEGREE AND THE
HEIGHT OF N-GLYCAN DATA.

min. max. ave.

nodes 2 38 11.0696
leaves 1 12 3.2876
degree 1 3 2.0724
height 1 5 5.3838

Table III illustrates the running time to compute τALN , τACH

and τILST for all the pairs of N-glycan data.

TABLE III
THE RUNNING TIME TO COMPUTE τALN , τACH AND τILST .

distance time(ms)

τALN 50,503,659
τACH 595,188
τILST 274,425

Table III shows that, for N-glycan data, the total running
time of computing τACH is not so large and nearer the running
time of computing τILST whose complexity is O(mnd) time
than the running time of computing τALN whose complexity is
O(nmD!) time. The total running time of computing τACH is
less than thrice of the total running time of computing τILST .

Table IV illustrates the number of pairs for every inequality
between τALN , τACH and τILST . Note that τALN ≤ τACH ≤ τILST .

In contrast to Table I, Table IV shows that the number
of pairs that τALN = τACH = τILST is 2, 116, 005, which is
94.4612% for all the pairs, and the number of pairs that
τACH = τILST is 2, 275, 260, which is 99.2259% for all the
pairs. Also, the number of pairs that τALN = τACH < τILST ,
which improve τILST as τACH is 17, 144, which is 0.7477%
for all the pairs. On the other hand, the number of pairs
that τALN < τACH , which is corresponding to Theorem 5, is
109, 862, which is 4.7912% pairs for all the pairs.

Concerned with Table III and IV, Table V illustrates the
number of M ′ satisfying the condition of line 2 in the
algorithm ACHALNDIST for all the pairs.

Table V claims that no M ′ in line 2 in the algorithm
ACHALNDIST is selected in 2, 275, 201 pairs, which is

KOUICHI HIRATA, ET AL.: ANCHORED ALIGNMENT DISTANCE BETWEEN ROOTED LABELED UNORDERED TREES 437



TABLE IV
THE NUMBER OF PAIRS FOR EVERY INEQUALITY BETWEEN τALN , τACH

AND τILST .

inequality #pairs %

τALN = τACH = τILST 2,166,005 94.4612
τALN < τACH = τILST 109,255 4.7647
τALN = τACH < τILST 17,144 0.7477
τALN < τACH < τILST 607 0.0265

inequality #pairs %

τALN < τILST 127,006 5.5388
τALN < τACH 109,862 4.7912
τACH < τILST 17,751 0.7741

TABLE V
THE NUMBER OF M ′ SATISFYING THE CONDITION OF LINE 2 IN

ACHALNDIST.

#M ′ #pairs

0 2,275,201
1 11,107
2 3,699
3 2,408
4 372

#M ′ #pairs

5 110
6 88
7 2
8 2

#M ′ #pairs

11 1
12 15
20 3
42 3

99.2233% for all the pair. Then, the number of M ′ is too
smaller than the theoretical worst case O(2v), which implies
the experimental efficiency of the algorithm ACHALNDIST
illustrated in Table III. This is also the reason why the number
of pairs that τACH = τILST is very close to the number of all
the pairs illustrated in Table IV. Furthermore, for the 24 pairs
such that #M ′ ≥ 8, it holds that τALN = τACH < τISLT .

For the three cases in Table IV that (1) τALN < τACH < τISLT ,
(2) τALN < τACH = τISLT and (3) τALN = τACH < τISLT , Table VI
summarizes the average and the maximum values of difference
in the inequalities and the pairs whose difference is maximum.
Here, the subscript of the glycan number denotes its number
of nodes. Table VI claims that the number of nodes in the
pairs in the above inequalities is not always large, that is, near
to 38 and at most one tree in the pairs is large.

TABLE VI
THE AVERAGE AND THE MAXIMUM VALUES OF DIFFERENCE IN THE
INEQUALITIES AND THE PAIRS WHOSE DIFFERENCE IS MAXIMUM.

case inequality ave. max. #pairs pairs

(1) τALN < τACH 1.0644 7 2 (G0686728 ,G1133519),
(G0686728 ,G1133920)

(2) τACH < τILST 1.0319 4 4 (G0366917 ,G0457011),
(G0418620 ,G0457011),
(G0457011 ,G0497219),
(G0457011 ,G0699718)

(3) τALN < τACH 1.0115 3 1 (G0404536 ,G0589619)
τACH < τILST 1.0537 3 4 (G0419118 ,G0457011),

(G0420637 ,G0457011),
(G0457011 ,G1184638),
(G0457011 ,G1184737)

τALN < τILST 2.0659 5 3 (G0420637 ,G0457011),
(G0457011 ,G1184638),
(G0457011 ,G1184737)

Consider the glycan G0457011, which occurs most fre-
quently in Table VI. Then, the glycans of G0419118,
G0420637, G1184638 and G1184737 consist of all the pairs
with G0457011 satisfying that τALN < τACH < τILST . All the 4
pairs coincide with the pairs that τACH < τILST in case (3) in
Table VI.

Figure 3 illustrates the glycans T1 = G0419118 and
T2 = G0457011, and the minimum cost mappings M1 ∈
M∗

LESS(T1, T2, µ), M2 ∈ M∗
ACH(T1, T2, µ) and M3 ∈

M∗
ILST(T1, T2, µ). Here, nodes with the different shapes or col-

ors represent different stereochemistry in glycan structures, so
we treat them as different labels. Note that τALN(T1, T2) = 9,
τACH(T1, T2) = 10 and τILST(T1, T2) = 13.

T1 = G041914 T2 = G04570 M1 ∈ M∗
LESS(T1, T2, µ)

M2 ∈M∗
ACH(T1, T2, µ) M3 ∈ M∗

ILST(T1, T2, µ)

Fig. 3. The glycans T1 = G04191 and T2 = G04570, and the minimum
cost mappings M1 ∈ M∗

LESS(T1, T2, µ), M2 ∈ M∗
ACH (T1, T2, µ) and

M3 ∈ M∗
ILST (T1, T2, µ).

In Figure 3, we depict the difference between M1, M2 and
M3 by thick lines. Then, for M3 ∈M∗

ILST(T1, T2, µ) as input,
the algorithm ACHALNDIST returns M2 by adding not only
the pair of leaves whose labels are different as an anchoring,
depicted as the lower thick line, but also the pair of their
ancestors, depicted as the upper thick line, to M3.

On the other hand, since the node in T1 in the pair in
M1 depicted by the lower thick line is not a leaf in T1, the
algorithm ACHALNDIST cannot find M1 ∈M∗

LESS(T1, T2, µ).
The algorithm ACHALNDIST cannot replace a leaf in pairs
given as an anchoring with its ancestor.

Finally, consider the successful cases such that τALN =
τACH < τILST , that is, the case (2) in Table VI. Figure 4
illustrates the mappings Mi ∈ M∗

ACH(Ti, T, µ) (1 ≤ i ≤ 4)
for T1 = G03669, T2 = G04186, T3 = G04972, T4 =
G06997 and T = G04570. Then, every Mi is obtained by
adding the pairs depicted by thick lines to the mapping in
M∗

ILST(Ti, T, µ).
In contrast to Figure 3, the algorithm ACHALNDIST suc-

ceeds to find the minimum cost less-constrained mappings
in Figure 4. The reason is that the pair of leaves given as
an anchoring is also contained in the minimum cost less-
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M1 ∈M∗
ACH(T1, T, µ)

M2 ∈M∗
ACH(T2, T, µ)

M3 ∈M∗
ACH(T3, T, µ)

M4 ∈M∗
ACH(T4, T, µ)

Fig. 4. The mappings Mi ∈ M∗
ACH (Ti, T, µ) (1 ≤ i ≤ 4) for T1 =

G03669, T2 = G04186, T3 = G04972, T4 = G06997 and T = G04570.

constrained mapping, which is not necessary to replace a leaf
in pairs given as an anchoring with its ancestor.

V. CONCLUSION AND FUTURE WORKS

In this paper, we have formulated the anchored alignment
distance τACH based on the minimum cost isolated-subtree
mapping and designed the algorithm to compute τACH . Then,
we have given experimental results for randomly generated
trees and for N-glycan data to evaluate τACH by comparing
with τILST and τALN .

In particular, for N-glycan data, the running time of com-
puting τACH have been much smaller than the theoretical worst
case and it has been nearer to the running time of computing
τILST than one of computing τALN . The reason is that the
number of leaves in N-glycan data is not large. On the other
hand, the number of pairs that τALN < τACH is larger than one
that τALN = τACH < τILST , but even the former is less than
5%. It holds that τALN = τACH = τILST in more than 94%
pairs. Furthermore, concerned with Figure 3 and 4, we have
just observed the improvement that τACH < τILST by adding at

most two pairs of nodes along a path to the minimum cost
isolated-subtree mapping.

Hence, it is a future work to analyze whether or not there
are cases that at least three pairs are added by containing some
branches for other data.

Concerned with Section IV-B, Mori et al. [9] and Yoshino et
al. [14] have designed the algorithms to compute unordered
tree edit distance τTAI exactly for a part of N-glycan data.
Section IV-B claims that the number of pairs that τALN < τACH

and τALN < τACH is much smaller than the number of pairs that
τALN = τACH and τALN = τILST . Then, the number of pairs that
τTAI < τALN is possible be much smaller than the number of
pairs that τTAI = τALN . In fact, all of the less-constrained map-
pings in Figure 3 and 4 are the minimum cost Tai mappings,
and then it holds that τALN = τTAI in all the cases. On the other
hand, as similar as Figure 2, we provide an example of the
unique-labeled trees T1 and T2, M1 ∈ M∗

TAI(T1, T2, µ) and
M2 ∈ M∗

LESS(T1, T2, µ) in Figure 5 such that, for a unit cost
function µ, τµTAI(T1, T2) = 2 < 4 = τµALN(T1, T2).
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Fig. 5. Trees T1 and T2, M1 ∈ M∗
TAI(T1, T2, µ) and M2 ∈

M∗
LESS(T1, T2, µ).

Hence, it is a future work to investigate whether or not the
difference between τTAI and τALN exists for N-glycan data and
other experimental data.

Concerned with Theorem 4 and 5, it is a future work to
investigate the properties of less-constrained mappings to con-
struct an anchoring. In particular, in order to find the minimum
cost less-constrained mapping, it is necessary to replace a leaf
in pairs given as an anchoring with its ancestor as illustrated
in Figure 3. This replacement is possible to be essential
for the intractability of the problem of computing τALN [4].
Furthermore, concerned with Theorem 6 and Section IV-A, to
apply the algorithm ACHALNDIST to trees with many leaves,
it is necessary to decrease the number of leaf mappings, by
using the number of connected components in the mapping [1],
for example.

Hence, it is a future work to improve leaf mappings, to
introduce other mappings instead of leaf mappings or to im-
prove the definition of τACH and the algorithm ACHALNDIST
independent from leaf mappings.
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Abstract—Human-like characters can be modeled by suit-
able skeletal structures, which basically consist in trees where
edges represent bones and vertices are joints between two
adjacent bones. Motion is then defined as variations of the
joints’ configuration (i.e., partial rotations) over time, which also
influences joint positions. However, this representation does not
allow to easily represent the relationship between joints that
are not directly connected by a bone. This work is therefore
based on the premise that variations of the relative distances
between such joints are important to represent complex human
motions. While the former representations are currently used in
practice for playing and analyzing motions, the latter can help
in modeling a new class of problems where the relationships in
human motions need to be simulated. Our main interest in this
work is in adapting previously captured human postures (one
frame of a given motion) with the aim of satisfying a certain
number of geometrical constraints, which turn out to be easily
definable in terms of distances. We present a novel procedure
for approximating the relative inter-joint distances for skeletal
structures having arbitrary features and respecting a predefined
posture. This set of inter-joint distances defines an instance of
the Distance Geometry Problem (DGP), that we tackle with a
non-monotone spectral gradient method.

I. INTRODUCTION

IN COMPUTER animation, human characters are typically
modeled by a skeletal structure, which is a weighted tree

S = (V,Eskel ,bskel), where every vertex v ∈V represents a joint
of the character, and where every edge connecting two joints u
and v represents a bone. Weights are associated to the bones,
that indicate their length δuv through the function:

bskel : {u,v} ∈ Eskel −→ δuv ∈ R+.

In this setup, a motion for a given character can be represented
by the joints’ orientations over time, which influence joint
positions [4], [9]. While this representation is commonly used
in domains such as video games or human motion analysis,
it does not allow, however, to easily represent the relationship
between joints that are not directly connected by a bone (e.g.,
how a wrist moves in relation to the hip of the character).

We focus our attention on a novel methodology to describe a
character and its motion by relative inter-joint distances. In the
current literature, the simulation of character motions is gener-
ally performed either by modifying existing captured motions,
where character and/or motion features may be manipulated
[8], or by simulating motions from physical equations [3].
By exploiting distance information, it is our aim to study
novel methods that are able to distinguish the geometrical
information regarding a character, and the motion associated
to it. In this way, the simulation of a modified motion for a
modified character becomes trivial to model, and solely based
on distance constraints.

In first analysis, we focus in this paper on human postures,
that is, on only one “frame” of a given human motion. The
main problem that we address is the following. How to adapt
a given posture, extracted from a certain skeletal structure, to
another skeletal structure having arbitrary bone lengths? The
methods proposed in this paper can potentially be integrated
in tools for motion simulation, and applied to all frames (all
postures) of a given motion.

A posture x for the skeletal structure S in the Euclidean
space R3 is a mapping x : V −→ R3, so that every xv = x(v)
provides the coordinates of the joint v in the posture. If an
ordering is associated to the joints (some possible orderings
can be deduced from the tree structure of S), then the posture
can also be expressed in matrix form by X = [x1 x2 . . . xn]

⊤,
where n = |V | and every xv is a column vector. The matrix
X has n rows and 3 columns (corresponding to the dimension
of the Euclidean space). From a known posture X for S, the
distance matrix D = [Duv] can be defined such that:

∀{u,v} ∈V ×V, Duv = ||xu − xv||, (1)

where || · || is the Euclidean norm.
Given a distance matrix D = [δuv], the Distance Geometry

Problem (DGP) in dimension 3 asks whether a realization X
in the three-dimensional space for D exists so that all distances
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δuv are satisfied [6]. Notice that, the distance matrix D is
said a Euclidean Distance Matrix (EDM1), in dimension 3,
when the DGP admits at least one solution. In our context, a
realization X corresponds to a posture for the corresponding
skeletal structure S.

A common approach to the DGP is to reformulate it as an
unconstrained global optimization problem, where a penalty
function is utilized for measuring the violation of the distance
constraints [6]. The terms of the penalty function, one for
each constraint, measure the absolute difference between the
computed value ||xu − xv|| and the expected value δuv. One
example of penalty function, that also takes into consideration
the fact that priority levels πuv can be associated to the
distances, is given by

σw(X) =
1
2 ∑
{u,v}∈E

πuv(‖xu − xv‖− δuv)
2. (2)

After the reformulation of a DGP as a global optimization
problem, its solution consists in finding a global optimum for
the chosen penalty function. When the matrix D is an EDM,
the value of the objective function in the solution is supposed
to be zero. Otherwise, this value is strictly positive because of
the error introduced on some of the distances. In our particular
DGP application, the magnitude of the constraint violations
cannot be a priori estimated.

In this work, we propose a novel procedure for manipulating
distance matrices D with the aim of imposing a predefined set
of geometrical constraints to the postures X to be simulated.
Our procedure is based on the idea of separating the geometri-
cal information concerning the character (the tree S) from the
posture X . The modified distance matrix D = [δuv], containing
an approximated set of distances, is then realized by using an
ad-hoc approach to the DGP.

It is important to remark that, after performing some mod-
ifications on distance matrix D obtained by applying (1), it is
likely that this distance matrix is no longer an EDM, so that
approximate posture X , in a least squares sense, need to be
searched. This is equivalent to searching for the EDM that is
the nearest to D [1]. In such a case, associating a priority level
πuv to every distance δuv becomes fundamental: we seek and
select in fact approximate postures that are able to privilege
higher priority distances.

The rest of this short paper is organized as follows. In Sec-
tion II, we will present our original method for manipulating a
distance matrix D, initially representing a posture for a given
skeletal structure S, so that it represents the same posture
for a skeletal structure having modified bone lengths. This
distance matrix will be used for creating new DGP instances
that we will solve by employing a spectral gradient method
implementing a non-monotone line search. Some preliminary
computational experiments on a predefined human walking
posture are presented in Section III, and Section IV will briefly
conclude the paper.

1In some articles, EDMs are distance matrices where the entries are squared
distances. In this paper, the distance matrix D contains non-squared distances.

II. SKELETON-INDEPENDENT DISTANCE MATRICES

Let us suppose that the matrix X1 of positions for the
joints of the skeletal structure S1 is known. X1 is a possible
realization of the skeletal structure S1 which satisfies all bone-
length constraints in the set bskel(Eskel). The other inter-joint
distances, that are not pre-defined in S1, give a possible posture
of the skeletal structure. Our main idea is to capture the
distance information related to this posture, independently
from the features of the skeletal structure (i.e. the bone
lengths). This way, this distance-based information about the
posture can be subsequently associated to a skeletal structure
having different bone lengths.

Since X1 is known for S1, all inter-joint distances Duv can
be computed by applying equ. (1), so that an initial distance
matrix D can be defined. Naturally, all bone-length constraints
in bskel(Eskel) are satisfied by X1. The realization of this initial
matrix D can be performed in polynomial computational time,
and a high-quality approximation of the unique solution can be
easily obtained [2]. Naturally, this unique solution corresponds
to the original posture X1 of S1 (modulo rotations, translations
and reflections).

We propose to extract the information about the posture
of S1 represented by X1 with the following procedure. Our
procedure is based on the idea to compute all shortest paths
Puv = {p1, . . . , pk} between pairs of distinct joints, where p1 =
u, pk = v and, for every i = 1, . . . ,k−1, we have {pi, pi+1} ∈
Eskel . The term “shortest” makes reference to the number of
edges that need to the crossed by the path to walk from the
vertex u to the vertex v of the skeletal structure S; it is not
related neither to the distances δ, not to priority levels π. We
refer to the sum of the distance values δ over a path Puv as
the weight τuv of the shortest path Puv, computed as:

τuv =
(|Puv|−1)

∑
i=1

δ(pi, pi+1).

We will use the superscript “(1)” for indicating that shortest
paths Puv and weights τuv are related to the skeletal structure
S1; the superscript “(2)” will be employed below when refer-
ring to S2.

Once all shortest paths P(1)
uv over the skeletal structure S1 are

computed, we normalize the computed distances Duv with the
weights τ(1)uv of the corresponding shortest path. In other words,
instead of considering the distances computed by equ. (1), we
apply the following formula:

∀{u,v} ∈V ×V, Duv = ||xu − xv||/τ(1)uv ,

where xv is the position of the generic vertex v in the posture
X1. Notice that all distances related to bone lengths are equal
to 1 after the normalization, and that distances close to 0
indicate an inter-joint contact, while non-bone distances close
to 1 are related to completely extended configurations. We
point out that the idea to normalize relative distances is
not completely new, and that it was partially exploited for
example in [5] in a morphology-independent representation of

442 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Fig. 1. The posture X1 of the original skeletal structure S1 .

the motions, which is however not solely based on distance
information.

In order to impose the posture in X1 to another skeletal
structure S2, we apply first of all the formula for computing a
new distance matrix:

∀{u,v} ∈V ×V, δuv = τ(2)uv ·Duv,

where τ(2)uv is the weight of the shortest path P(2)
uv over S2.

This formula makes it possible to reconstruct correctly the
bone lengths of S2 while modifying accordingly the original
distances in X1, for them to be adapted to the new bone lengths
of S2.

Intuitively, distances between joints that are close in the
skeletal structure (i.e. corresponding to shortest paths Puv over
fewer bones) can be approximated better than others (for
example the distance between a hand and a foot is more
difficult to approximate). For this reason, every computed
distance δuv is coupled with the priority level πuv, that is based
on the cardinality |Puv| of the corresponding shortest path:

πuv = (|Pmax|− |Puv|+ 2)/|Pmax|,

where Pmax is the longest shortest path that can be defined
over the two skeletal structures S1 and S2. Notice that, in
correspondence with the bone lengths, the priority πuv is
maximal and equal to 1; the smallest possible priority value
is given by 2/|Pmax|. This distance information, together with
the associated priority levels, defines a DGP instance for the
simulation of human postures.

III. COMPUTATIONAL EXPERIMENTS

In our computational experiments, we consider a human
walking posture extracted from a walking motion. This section
shows the results obtained by constructing an approximated
distance matrix by the method detailed in Section II, and
by looking for the corresponding posture by implementing
the spectral gradient method with non-monotone line search
described in [7]. All codes were written in Matlab 2016b and
the experiments were carried out on an Intel Core 2 Duo @
2.4 GHz with 2GB RAM, running Mac OS X.

A graphical representation of the original skeletal structure
is displayed in Fig. 1, together with the initial posture from
which we extract the distance information. Table I shows the
list of short labels for all joints forming the skeletal structure,
together with the original distances from the corresponding
joint parents (bone lengths).

TABLE I
SOME DETAILS ABOUT THE CONSIDERED SKELETAL STRUCTURE S, WITH
THE ORIGINAL BONE DISTANCES (DISTANCE OF EVERY JOINT FROM ITS

PARENT, IN PARENTHESIS).

Joint label Joint name distance to parent
H Hips /
C Chest 0.160 (H)

CA Chest2 0.179 (C)
CB Chest3 0.069 (CA)
N Neck 0.069 (CB)

HD Head 0.106 (N)
RC RightCollar 0.072 (CB)
RS RightShoulder 0.158 (RC)
RE RightElbow 0.273 (RS)
RW RightWrist 0.258 (RE)
LC LeftCollar 0.072 (CB)
LS LeftShoulder 0.158 (LC)
LE LeftElbow 0.273 (LS)
LW LeftWrist 0.258 (LE)
RH RightHip 0.108 (H)
RK RightKnee 0.435 (RH)
RA RightAnkle 0.453 (RN)
RT RightToe 0.125 (RA)
LH LeftHip 0.108 (H)
LK LeftKnee 0.435 (LH)
LA LeftAnkle 0.453 (LK)
LT LeftToe 0.125 (LA)

Table II shows some preliminary experiments, where the
parameters of the non-monotone spectral gradient method, are
the same of the experiments presented in [7]. The distance
matrix is generated by applying the procedure detailed in
Section II. As a starting point X0 in the spectral gradient
method, we considered the original posture with the original
bone lengths. All experiments took less than 1 second of CPU
time.

As the table shows, the method is able to reproduce quite
well the original posture in the new skeletal structures. It
is possible to remark, however, that when very important
changes in the bone lengths are imposed, the obtained posture
can show some slight deformations w.r.t. the original one
(see for example the posture obtained when imposing a 60%
longer spine). In order to avoid such undesired effects, we are
currently working on a more advance method for the definition
of the approximated distance matrices and of the associated
priority levels.

IV. CONCLUSIONS

We have presented a novel approach, solely based on
distance information, for simulating a given human posture
of a skeletal structure having arbitrary bone lengths. Once
an approximated distance matrix is defined, the problem
to be solved is a classical one in the context of distance
geometry, where an EDM near to the approximated matrix
needs to be identified, by revealing in this way the posture
for the new skeletal structure. Our computational experiments
show that the presented methodology is promising when the
corresponding distance geometry problem is solved by using
the non-monotone spectral gradient method proposed in [7]
in the context of the dynamical distance geometry. Future
works will mostly be aimed at improving and at performing a
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TABLE II
A SET OF EXPERIMENTS WHERE AN APPROXIMATED DISTANCE MATRIX IS GENERATED BY IMPLEMENTING THE PROPOSED METHOD, AND WHERE A

POSTURE IS OBTAINED BY A SPECTRAL GRADIENT METHOD WITH NON-MONOTONE LINE SEARCH.

Spine: -20% Spine: -10% Spine: +10% Spine: +20% Spine: +30% Spine: +40% Spine: +60%

Legs: -20% Legs: -15% Legs: -10% Legs: +10% Legs: +15% Legs: +20% Legs: +30%

Arms: -15% Arms: -10% Arms: -5% Arms: +5% Arms: +10% Arms: +15% Arms: +20%

theoretical validation of the procedure detailed in Section II, as
well as at extending the entire methodology to the simulation
of motions.
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Abstract— In this paper we present MLTBiqCrunch, a hi-
erarchically parallelized version of the open-source solver
BiqCrunch [1]. More precisely, this version has two levels of
parallelization: a coarse grain, assigning a thread to a node
evaluation and a fine grain, parallelizing a node evaluation when
some threads are not busy. We present experiments on some clas-
sical binary quadratic optimization problems with comparison of
their scalability and raw performance. In particular, we obtain
a superlinear speedup for some of the most difficult instances.

I. INTRODUCTION

BiqCrunch [1] is a full open-source solver (publicly avail-
able online) for binary quadratic optimization problems. Such
problems can be stated as 0-1 quadratic programs with mI

inequality constraints and mE equality constraints:




max zTS0z + sT0 z
s.t. zTSiz + sTi z ≤ ai, i ∈ {1, . . . ,mI}

zTSiz + sTi z = ai, i ∈ {mI + 1, . . . ,mI +mE}
z ∈ {0, 1}n

(1)
where the Si’s are real symmetric n × n matrices, the si’s
are vectors in Rn, and the ai’s are real numbers. Note that
if all Si = 0 then one gets a 0–1 linear program. BiqCrunch
requires the objective value of (1) to be integer for any feasible
solution.

Many optimization problems can be stated as (1), for further
details about applications and solvers the reader is referred to
[2], [3]. A vast majority of solvers for continuous, mixed or
integer problems, even to solve special cases (e.g. [4]) or re-
laxations of (1) (e.g. [5]) are multithreaded. Designing parallel
versions is especially useful for Branch-and-Bound-like algo-
rithms (e.g. [6]), and several authors investigated sophisticated
approaches to take advantage of various architectures (e.g. [7],
[8]). Other authors proposed approaches to provide a more
general framework to design such parallel Branch-and-Bound
algorithms (e.g. [9]). Some specific softwares are specialized
to design this type of solvers, such as the COIN-OR High-
Performance Parallel Search Framework [10] which provides
a base layer of a hierarchy consisting of implementations of
various tree search algorithms for specific problem types.

BiqCrunch uses sophisticated high-quality semidefinite
bounds [11] and automatically sets the tightness of its
bounding procedure node by node in the search tree. Moreover,
triangle inequalities are dynamically added and removed from
the underlying nonlinear relaxations in order to obtain stronger
bounds. A complete description of the solver is given in [1] as

well as its mathematical background. The BiqCrunch website
is http://lipn.univ-paris13.fr/BiqCrunch/,
where the source code, numerical results for several classical
combinatorial problems and related papers can be downloaded.
The distribution also includes converters and heuristics for
some specific problems.

The evaluation of each node can be made independently
from the other ones, making BiqCrunch a good candidate
for parallel computing. However, the shape of the search
tree developed by the branch-and-bound procedure does not
immediately extract an optimal level of parallelism.

In this paper, we propose a two-level parallel execution,
mixing parallel, low-level computation kernels and task-based,
coarser-grained parallelism, to adapt the degree of parallelism
at each level of granularity. After a quick review of the
literature on related works, we describe BiqCrunch and how it
can be parallelized in section II. We evaluate the performance
exhibited by each level of parallelism, and its consequence on
the overall performance (including the numerical effects of the
reorganization of the computation) in section III. Moreover, we
compare the new parallel version with the sequential version
of the solver by solving three classical NP-hard combinato-
rial problems (Max-Cut, Max-Independent-Set, and Max-k-
Cluster). Last, we discuss the results and open perspectives in
section IV.

II. MULTITHREADED BRANCH-AND-BOUND

The choices we made for MLTBiqCrunch are inspired by
previous works. For instance, a performance comparison is
available in [12] between multi-core and many-core systems
by solving big optimization problems with a Branch-and-
Bound algorithm. Another branch-and-bound implementation
is described in [8] using multi-GPU systems. While the
previous papers are related to multi-CPU systems on one hand
and to multi-GPU systems on another hand, [13] implements
a Branch-and-Bound for heterogeneous architectures (both
multi-CPU systems with GPU accelerators).

Nevertheless, the solver BiqCrunch has specific characteris-
tics and features that should be taken into account. First, it was
initially designed to be used on a standard personal computer,
i.e. with a limited amount of memory and up to 8 cores.
Second, the nonlinear relaxations used in BiqCrunch have a
higher computational cost (from several seconds to several
minutes) compared to other bounds used generally in Branch-
and-Bound-like algorithms (such as linear programming for
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instance). On the other hand, high-quality bounds are obtained
here and therefore one can expect a small number of nodes
to evaluate. Previous experiments with BiqCrunch2.0 show
that actually, even for difficult combinatorial problems, this
number is at most a few hundred. This means that the
communication cost will be limited in a parallel version if
the grain corresponds to one node evaluation.

However, the bounding procedure of BiqCrunch can be very
fast since the quality of the relaxation is adjustable. Thus it
may be hazardous to allocate many threads to evaluate a given
node if other nodes are ready to be evaluated.

A. Single-threaded branch-and-bound

BiqCrunch is mainly written in C, and makes calls to Fortran
libraries. The code actually makes heavy use of linear algebra
functions (LAPACK [14] or the Intel Math Kernel Library
(MKL)), it includes the nonlinear optimization routine L-
BFGS-B [15], [16], and it is provided with an updated version
of the branch-and-bound platform BOB [17]. Nevertheless, the
current version of BiqCrunch uses only the serial features of
the platform BOB (i.e. one core is used), although the latter
is precisely designed to implement Branch-and-Bound-like
algorithms that take advantage form the benefits of parallelism.

When branching on variable zi in problem (1), the BOB
branch-and-bound platform [17] creates two new subproblems
(nodes of the search tree), one where zi is fixed to 0 and
the other where zi is fixed to 1. The subproblem that has
the weakest bound (among all the nodes previously inserted
into the global priority queue) is then selected to be the next
subproblem to branch on. In the case of a tie, BOB selects the
subproblem which is lower in the search tree (i.e., having the
larger number of fixed variables).

At iteration k of the bounding procedure, the algorithm
computes a bound Fk of all the feasible solutions of the
subtree, and takes advantage of the fact that the optimal
value of the combinatorial problem is an integer. Hence, if
Fk < βk + 1, then the node of the branch-and-bound tree is
pruned, where βk is the current best feasible solution (since all
feasible solutions of the subproblem have an objective value
no better than βk). If this is not the case, then the branch-and-
bound tree needs to be explored further.

The bounding procedure of BiqCrunch enjoys some nice
features. It can actually be fast to run if the node is easy to
prune, but is also able to provide tighter but more expensive
bounds if necessary. Moreover, it stops when it is likely that
a bound which is lower than βk +1 cannot be reached within
a reasonable amount of time. The bounding procedure can
be stopped anytime and will always return a valid upper-
bound for the problem, thanks to duality properties (see [11]).
Therefore, the computation times to evaluate the nodes are
bounded, and this bound can be chosen. In addition, generic
or specific heuristics take advantage of the fractional solution
computed by the relaxation to build a feasible solution for the
initial combinatorial problem (1), in order to try improving
the current best feasible solution. This is done several times

in the bounding procedure (for further details see Section 4.2.
and Algorithm 3 in [1]).

The BiqCrunch solver stores the input problem matrices in
a sparse format in memory to keep its memory requirements
small. Moreover the memory usage of the nonlinear optimiza-
tion routine L-BFGS-B is very low and optimized. Typically,
a problem with 225 variables and 32206 constraints (which
involves a 226 × 226 symmetric matrix, i.e. 25425 variables,
to store the underlying relaxation variables) requires at most
32 MB to be solved. In order to design a parallel version
of BiqCrunch, thanks to this very limited amount of memory,
allocating a private working memory space for each thread is a
simple and still low-cost solution, even on a standard personal
computer.

B. Multithreaded computation kernels

BiqCrunch uses linear algebra kernels intensively: in par-
ticular, profiling data showed that it spends about 60% of
execution time in dsyevr, which is itself spending about
20% of the total execution time in dsytrd. Therefore, the
most basic step to take advantage of multicore architectures is
to use multithreaded routines.

This is a fine-grain, low-level parallelism. This approach
follows a fork/join model. Computation outside of the
BLAS/LAPACK routines is sequential. Besides, each call to
a routine has to pay the cost of spawning new threads and
joining them at the end. Therefore, this parallelization model
might not be sufficient.

C. Task-parallelism

We have seen in section II-A that the branch-and-bound
procedure creates a tree: the branch-and-bound search tree.
Each node of this tree can create (or not) subproblems. Each
of these subproblems forms a node, that can be computed in-
dependently from the other ones. Compared with the approach
using multithreaded computation kernels, this is a coarser-
grain parallelism.

When generated, nodes of the search tree are put in a queue.
When an idle thread is available, it pops a node from the
queue and evaluates it. Therefore, this approach follows a
task-based parallelism model. The priority system provided by
BOB handles different priorities between the different nodes
and, therefore, the different parallel tasks.

When the current best solution is updated (e.g. when an
optimal solution is found), nodes with a evaluation which is
not as good are removed from the queue by the BOB platform.
Moreover, the other threads that are working may also stop
their evaluation if their node can be pruned using this new
bound (since the bounding procedure provides valid bounds
during all the evaluation process : see remark section II-A).

At the beginning of the computation, only one node exists
and therefore, only one thread is computing. As new nodes
are generated, more threads can compute them in parallel.
Therefore, the level of parallelism increases as nodes are gen-
erated. This approach is efficient when the problem generates
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(a) Binary tree of the branch-and-bound.
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(b) Parallel execution on 4 threads.

Fig. 1: Computation of a tree that generates 7 tasks, where the
optimum is found on task T8.

a large number of nodes, in order to amortize the low level of
parallelism of the initial phase.

A short example is given in Figure 1. The initial node
T0 generates two nodes T1 and T4. The sequential version
(represented by the tree in Figure 1a) computes the nodes
in the numerical order indicated (from 1 to 9) if we assume
that the value of their evaluation implies it : the branch-and-
bound does a best-first search, so if T2 has a better evaluation
than T4, T2 will be chosen first. The optimum is found on
T8 : the sequential version has already evaluated T5, T6
and T7 whereas the parallel version (Figure 1b) has not, and
potentially stops the execution of T2, T3 and T9 because the
best solution has been updated.

A drawback of this approach is possible load unbalance.
If a node takes significantly longer than the other ones to be
computed, it can delay the whole computation while the other
threads are waiting for it to complete. However, in practice,
this case does not happen and several mechanisms guarantee
bounded evaluation times and roughly equivalent computation
time (see section II-A).

D. Two-level parallelization

In order to improve the exploitation of the multiple core
platform when the branch-and-bound tree has not generated
enough nodes to keep them all busy, both previous approaches
can be combined together in a hierarchical parallelization. The
core idea is to use multiple threads to evaluate a node when
threads are idle, and one thread when there are enough nodes
to assign one to each thread.

A possible schedule is given by Figure 2 (note that the
tasks are not necessarily related to the ones on Figure 1).
At the beginning of the computation, only one node exists

P0

P1

P2

P3

T0

T1

T2

T3

T4

T5

T6

T7

T8

Fig. 2: Possible (perfect) thread occupation of 9 tasks on 4
threads with hierarchical parallelism.

in the branch-and-bound tree. Therefore, all the threads are
used to evaluate it. It generates two nodes: each of them is
evaluated on two threads. These nodes generate four nodes in
total, which is equal to the number of threads: each node is
evaluated on a single thread. At the end, the tree narrows and
only two nodes are generated, evaluated on two nodes each.

Choosing the number of threads to evaluate a node is not
trivial. If some threads are idle when a node evaluation begins,
later during the evaluation of this node, other nodes might be
generated and need these threads to compute them. In our
system, coarse-grain parallelism has a higher priority than the
fine-grain one on thread occupation. Therefore, idle threads are
assigned to new node evaluation rather than on multithreaded
node evaluation. Various heuristics can be defined to determine
the number of threads to be used to compute a given task.

III. PERFORMANCE EVALUATION

We evaluated and compared the performance of our imple-
mentation of the algorithms described in section II. In partic-
ular, we compared their scalability and raw performance. The
problem instances are described thoroughly and the numerical
results obtained with the current version of BiqCrunch are
given on the BiqCrunch website.

A. Scalability

We limited the number of cores used by the multithreaded
BiqCrunch and multithreaded BLAS in order to avoid using
too many cores. In particular, if our heuristic makes BiqCrunch
choose to use a number of cores for the BLAS routines such
that, later, new tasks are executed and the total number of
threads used exceeds the number assigned to BiqCrunch, the
system limits BiqCrunch in such a way that it does not use
more cores than indicated.

We used a 32-core machine that features two Intel Xeon
CPU E5-2630 v3 running at 2.4 GHz and 32 GB of RAM. The
machine runs a Linux 3.16.0 kernel. All the code was compiled
using the GNU gfortran and gcc 4.9.2 compilers with -O3
optimization flag. We compiled the code against OpenBLAS
0.2.12 and LAPACK 3.5.0. BiqCrunch provides L-BFGS-B
version 3.0, that calls LINPACK and BLAS routines provided
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Fig. 3: Scalability with the brock-200-4 problem.

with the source code. We modified it in order to call routines
from the BLAS and LAPACK libraries installed on our system
(with a wrapper to call equivalent LAPACK routines instead
of the LINPACK ones).

a) Task parallelism: The performance of BiqCrunch
increases when threads are added to the computation (see
section III-C). We evaluated the scalability of the multi-
threaded computation (one thread per node of the search
tree) on various problems. For instance, Figure 3 presents the
scalability (Figure 3a) and the speedup (Figure 3b) obtained
by the computation of brock-200-4, a Max-Independent
Set problem with n = 200 issued from the DIMACS chal-
lenge that maximizes the total weight of the vertices in the
independent set.

We can see that it scales well, up to a certain number of
threads. Unlike small problems, this problem is not limited by
the number of nodes in the search tree: it evaluates 185 nodes.
Therefore we believe that the scalability is limited by thread
management and synchronization costs.

However, this approach faces a strong limitation: in practice,
some problems generate only a few nodes, or even only one.
If the optimal solution is found on the first node, evaluating
nodes in parallel is completely useless, because the one and
only node is evaluated by one thread.

b) Multithreaded computation kernels: In order to take
advantage of the multiple cores available even when the
structure of the search tree does not allow enough parallel

tasks (as described in section II-C), we called the BLAS
routines using multiple threads. However, on small instances,
experimentally, the performance is roughly the same using 1
to 10 threads.

c) Hybrid parallelism: We evaluated the performance of
the hybrid approach in two contexts: with a number of tasks
(used to evaluate the nodes) equal to the number of cores used
(a configuration similar to the one presented by Figure 2), and
with a number of nodes smaller than the number of cores
and several threads per node. The latter configuration tries
to scale beyond the scalability limits of the node parallelism
by assigning several threads to evaluate one node: if solving
the problem scales up to 16 node evaluations in parallel, we
assigned two threads per node in order to use 32 cores in
total: it is a nested parallelism approach. The former uses
several threads per node when some threads are idle because
the search tree has not generated enough nodes to keep them
busy: it is close to a greedy approach.

Figure 4 presents the scalability of solving the bqp-250-6
problem (a pure binary quadratic problem with n = 250,
available in the OR-library and BiqMac libraries, and used in
[18], [19]) using half of the idle threads per node evaluation.
We can see that it scales poorly. We have limited to 8 threads,
since the nodes’ queue list is never longer. We analyzed the
execution of BiqCrunch and we noticed that, because of the
asynchronous nature of the scheduling of the threads that
evaluate the nodes, BiqCrunch tends to use more threads than
the number of cores assigned to the computation (recall that
we limited the number of cores available for each run, for
fairness purpose).

In Figure 6, we are presenting the performance obtained
by the brock-200-4 problem with 2 threads per node
evaluation.

We can see that it “extends” the scalability of the parallel
implementation, but the overall performance is only a few
percent better than with one thread per node evaluation (Figure
3a). It can possibly be explained by the relatively small
speedup obtained by using multithreaded node evaluation in
general.

In order to set the balance between the two levels of paral-
lelism, we used performance profiles [20]. Figure 5 gives the
performance profiles obtained for a set of 45 Max-k-Cluster
problems with n = 100 used in several papers (e.g. [21]) and
publicly available on the BiqCrunch website. The number of
threads assigned to BLAS during the node evaluation ranges
from 1 (sequential BLAS) up to 8 (in this case all the nodes
are evaluated sequentially and BLAS uses all the cores). If one
considers a set S of problems used to benchmark the solvers,
then for each problem p ∈ S , we define tmin

p as the minimum
time required to solve p over all the solvers. Then, for each
solver, we consider the performance profile function θ, which
is defined as

θ(τ) =
1

|S|
∣∣{p ∈ S : tp ≤ τtmin

p

}∣∣ , for τ ≥ 1, (2)

where tp is the time required for the solver to solve problem p.
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Fig. 4: Scalability with the bqp-250-6 use-case with half of
the idle threads per node evaluation.

Fig. 5: Performance profiles using different balancings of the
hybrid approach. Each curve θ(τ) corresponds to a given
setting (from 1 up to 8 threads assigned to BLAS).

The function θ is therefore a cumulative distribution function,
and θ(τ) represents the probability of the solver to solve a
problem from S within a multiple τ of the minimum time
required by all solvers considered. These results confirm the
one obtained in Figure 6: the best choice is to run the BLAS
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Fig. 6: Scalability with the brock-200-4 problem with 2 threads
per node evaluation.

routines using at most two threads.

B. Numerical issues

For now, the two-level parallelism is still not fully satisfac-
tory. We have noticed that using the current parameters (e.g.
tolerance) of the linear algebra functions, the multithreaded
version of BLAS tends to be numerically unstable when
the underlying nonlinear relaxation is very tight (see [11]
for further details about how adjusting the tightness of the
relaxation). We have improved this stability by setting new
values, but a lot of factors come into play here.

First, there is a ”giving up” function in the bounding
procedure that stops the evaluation of a node when the progress
of L-BFGS is too small compared to the value of the best
current feasible solution. Consequently, this can occur at a
different moment of the computation if a different number of
threads are allocated to the BLAS functions.

Second, the branching procedure actually depends on the
fractional solution to select the variable to branch on, and these
values can be slightly different when using the multithreaded
version of BLAS. Nevertheless, for most problems, it must
be pointed out that this second parallelization level does not
improve a lot the solver performance. Indeed, the proportion
of computation time during which the number of nodes in
the queue is smaller than the number of threads is often
negligible (except for ”easy” problems). Consequently, for
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difficult problems (i.e. that require a large number of node
evaluations), each thread will be kept busy most of the time.
Hence, it is possible to avoid these issues by using only a
one-level parallelization (i.e. one thread corresponds to one
node evaluation). But of course, we must investigate in depth
the reasons behind this numerical instability to address the
problem: this is an ongoing work.

C. Performance comparison and computational results

In this section, we present computational results obtained
for three classical NP-hard combinatorial problems that can be
stated as 0-1 quadratic programs. All the tests are run using
the same computer: a DELL T-1600 equipped with an Intel
Xeon E3-1270 CPU running at 3.40GHz with 8 cores. The
same parameters (see the BiqCrunch documentation) are set
for both solvers except for the number of cores: BiqCrunch2.0
uses a single core and MLTBiqCrunch uses four cores (except
in Figure 7 where the number of cores ranges from two to
eight).

We chose instances that are not solved at the root of
the search tree by BiqCrunch, and thus are relevant in our
context. All the problems are publicly available and have been
used by several authors [18], [21] (see the BiqCrunch website
http://lipn.univ-paris13.fr/BiqCrunch/ for
further details and references).

In the Max-Independent-Set (MIS) problem (see Table I),
we are given a graph G = (V,E) with vertex weights wi, and
the objective is to maximize the total weight of the vertices in
an independent set (a set S of vertices having no two vertices
joined by an edge in E):

(MIS)
maximize

∑
i wizi

subject to zizj = 0, ∀(i, j) ∈ E
z ∈ {0, 1}n.

(3)

In the Max-k-Cluster problem (see Tables II, III), we are
given an edge-weighted graph with n vertices and a natural
number k, and the objective is to find a subgraph of k nodes
having maximum total edge weight:

(Max-k-Cluster)
maximize 1

2

∑
ij wijzizj

subject to
∑n

i=1 zi = k
z ∈ {0, 1}n.

(4)

In the Max-Cut problem (see Tables IV, IV, VI, VII,VIII,
IX), we are given an edge-weighted graph with n vertices,
and the objective is to maximize the total weight of the edges
between a subset of vertices and its complement:

(Max-Cut)
maximize

∑
ij wijzi(1− zj)

subject to z ∈ {0, 1}n.
(5)

MLTBiqCrunch is always faster and in some cases it
generates fewer nodes. In some other cases (for example
brock200 1) the optimal solution is found late in the traver-
sal of the search tree; that explains the much larger number of
nodes for MLTBiqCrunch. Let us to point out that solving this
problem requires only 47 MB with MLTBiqCrunch. It involves
200 binary variables (20 100 for the underlying relaxations)
and 5267 equality constraints.

When using MLTBiqCrunch, we have observed a super-
linear speedup for several problems, especially for the most
difficult instances (see Table III). Actually, as pointed out in
Section II-C, the current best feasible solution can be updated
earlier (maybe several times) and therefore, fewer nodes are
generated in the search tree. Moreover, since the bounding
procedure can be interrupted at any time, a superlinear speedup
can even occur with the same number of nodes in the search
tree when several bounding procedures are stopped earlier at
the same time.

Fig. 7: Performance profiles of BiqCrunch2.0 and
MLTBiqCrunch (each curve θ(τ) corresponds to a given
number of threads).

In Figure 7, we illustrate the expected performance from
a standard user point of view when using MLTBiqCrunch
instead of BiqCrunch (the current version is BiqCrunch2.0).
This figure gives the performance profiles [20] obtained for
the set of problems used in Figure 5. Obviously, increasing
the number of threads improves the performance profiles of
the solver. Recall that now BLAS uses at most two threads,
and thus all the additional free cores are assigned to evaluate
the available nodes in the queue.

TABLE I: CPU times and number of nodes in the search tree
to solve Max-Independent-Set problems (DIMACS library)

BiqCrunch 2.0

n m nodes time (s)

MANN a9 45 72 5 3.90
keller4 171 5100 155 155.24
brock200 1 200 5066 1393 1822.81
brock200 2 200 10024 53 87.01
brock200 3 200 7852 107 157.45
brock200 4 200 6811 185 263.32

MLTBiqCrunch

nodes time (s)

3 0.64
113 88.55

2861 747.38
79 73.78

321 113.04
185 77.51

IV. CONCLUSION

In this paper, we have analyzed and compared the perfor-
mance gain of two parallelization strategies for the BiqCrunch
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TABLE II: CPU times and number of nodes (in the search
tree) averaged over five instances for each triple (n,k,d) (d
is the graph density) required to solve medium-sized Max-k-
Cluster problems

BiqCrunch 2.0

n k d(%) nodes time (s)

120 30 25 64.6 133.04
50 110.6 177.20
75 236.6 297.84

60 25 28.6 59.09
50 43.8 90.66
75 19.0 38.95

90 25 1.0 3.53
50 6.2 28.79
75 1.0 2.38

MLTBiqCrunch

nodes time (s)

54.6 29.56
109.0 43.73
222.4 70.05
27.4 21.36
43.0 28.41
19.0 16.76
1.0 3.54
7.4 20.05
1.0 2.24

TABLE III: CPU times and number of nodes (in the search
tree) averaged over five instances for each triple (n,k,d) (d
is the graph density) required to solve to solve large Max-k-
Cluster problems

BiqCrunch 2.0

n k d(%) nodes time (s)

160 40 25 501.0 1927.53
50 6061.6 15411.70
75 4427.8 10798.50

80 25 207.4 854.28
50 505.8 1791.06
75 2017.4 7242.98

120 25 10.2 74.53
50 7.0 63.67
75 3.8 30.64

MLTBiqCrunch

nodes time (s)

535.4 397.59
6430.6 3731.51
5103.8 2624.43

195.4 177.25
536.6 471.94

2101.4 1786.57
10.6 38.75

6.2 30.95
5.0 28.39

TABLE IV: CPU times and number of nodes in the search
tree to solve the w100.d050 max-cut problems.

BiqCrunch 2.0

problem nodes time (s)

0 307 434.02
1 111 188.84
2 57 93.21
3 297 401.06
4 471 646.58
5 349 529.17
6 99 135.20
7 33 62.39
8 403 557.02
9 33 66.20

MLTBiqCrunch

nodes time (s)

345 121.88
109 53.47

59 32.07
319 115.11
451 168.42
363 147.94

99 49.42
31 21.14

401 149.92
31 25.49

branch-and-bound solver. We have seen that a coarse-grain,
task-based approach gives a satisfying speed-up, but is limited
by the start-up phase of the computation, when the search tree
is not wide enough to take advantage of all the available cores.
On the other hand, we have seen that a fine-grain, kernel-level
parallelization is too fine-grained to give a good speed-up,
even in these phases.

Although the evaluation of each node is hardly data-parallel,
parallelizing the evaluation of each node is an interesting
approach that deserves some consideration. The bigger gran-
ularity of this approach might give better results that the one

TABLE V: CPU times and number of nodes in the search tree
to solve the w100.d090 max-cut problems.

BiqCrunch 2.0

problem nodes time (s)

0 229 360.93
1 1555 2288.50
2 551 809.24
3 779 1080.00
4 321 491.79
5 7 16.96
6 55 118.44
7 185 283.12
8 93 192.86
9 259 368.84

MLTBiqCrunch

nodes time (s)

213 97.04
1559 646.63

529 215.36
879 312.68
297 136.62

7 14.33
63 43.40

171 77.38
99 57.93

297 111.79

TABLE VI: CPU times and number of nodes in the search
tree to solve the pw100.d050 max-cut problems.

BiqCrunch 2.0

problem nodes time (s)

0 945 1099.56
1 317 386.65
2 365 452.35
3 91 116.66
4 467 631.61
5 123 172.50
6 745 1054.98
7 149 227.40
8 43 86.13
9 203 278.38

MLTBiqCrunch

nodes time (s)

1121 415.40
293 112.24
399 148.70

93 43.31
373 162.82
115 52.99
663 283.41
139 71.93

43 31.13
241 100.75

TABLE VII: CPU times and number of nodes in the search
tree to solve the pw100.d090 max-cut problems.

BiqCrunch 2.0

problem nodes time (s)

0 291 407.79
1 523 674.41
2 135 197.70
3 111 158.40
4 235 316.92
5 307 502.81
6 221 264.78
7 503 687.72
8 181 316.72
9 137 227.82

MLTBiqCrunch

nodes time (s)

303 128.56
479 178.22
153 62.19
119 52.87
227 93.91
319 144.38
245 84.40
529 199.04
175 88.35
141 65.92

TABLE VIII: CPU times and number of nodes in the search
tree to solve the pm1d100.d090 max-cut problems.

BiqCrunch 2.0

problem nodes time (s)

0 635 796.95
1 1187 1464.82
2 885 1070.42
3 189 266.69
4 567 720.50
5 155 209.20
6 139 203.60
7 57 104.56
8 47 64.67
9 243 309.30

MLTBiqCrunch

nodes time (s)

739 235.88
1159 372.35

823 262.49
249 100.45
573 194.33
159 61.25
127 51.13

57 35.06
37 20.05

239 87.01
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TABLE IX: CPU times and number of nodes in the search
tree to solve the g05.n100 max-cut problems.

BiqCrunch 2.0

problem nodes time (s)

0 379 417.26
1 1683 1886.18
2 103 138.52
3 589 554.84
4 33 44.26
5 107 167.96
6 107 151.56
7 255 331.53
8 163 198.11
9 219 222.28

MLTBiqCrunch

nodes time (s)

387 129.32
1889 648.07

91 38.30
705 172.63

35 16.71
105 45.98
109 43.59
257 92.36
175 60.99
219 61.44

based on multithreaded computation routines, would the data
dependencies allow it.

Overall, the coarse-grain, node-level parallelization presents
good results, with a satisfying speed-up on large problems that
generate a non-trivial number of nodes. Large instances can
be solved in less than an hour, which is very positive: these
instances can be solved in reasonable time on a desktop work-
station. Smaller instances can already be solved in reasonable
time, so they are not the core target of MLTBiqCrunch, which
aims at making it possible to solve 0-1 quadratic problems
on mainstream desktop computers. In that sense, the multi-
threaded version we are presenting here fulfills this goal.

Quite surprisingly, we have noticed that the small loss of
precision suffered by parallel computation routines, due to the
reorganization of the computation in the kernels, can affect the
branch-and-bound computation dramatically, causing a slower
convergence or, more annoyingly, creating extra nodes in
the search tree. The numerical stability and accuracy of the
parallel computation routines is therefore of major importance.
Another perspective for future works consists in exploring
the gain provided by extended-precision or arbitrary-precision
routines, such as MPACK [22] or xBLAS [23].
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Abstract—The berth allocation problem (BAP) in marine 

container terminals is defined as the feasible berth allocation to 

the incoming vessels. In this work, we develop a model of fully 

fuzzy linear programming (FFLP) for the continuous and 

dynamic BAP. The vessel arrival times are assumed to be 

imprecise, meaning that the vessel can be late or early up to a 

threshold permitted. Triangular fuzzy numbers represent the 

uncertainty of the arrivals. The model proposed has been 

implemented in CPLEX and evaluated for different instances. 

The results obtained show that the model proposed is helpful to 

the administrators of a marine container terminal, since a plan 

supporting imprecision in the arrival time of vessels, optimized 

with respect to the waiting time and easily adaptable to possible 

incidents and delays, is available to them. 

I. INTRODUCTION 

n this work, we approach the berth allocation problem 

(BAP), a NP-hard problem of combinatorial optimization 

[1], consisting in the allocation for every incoming vessel 

its berthing position at the quay. Once the vessel arrives to the 

port, it comes a waiting time to be berthed at the quay. The 

administrators of Marine Container Terminal (MTC) must 

face with two related decisions: where and when the vessels 

have to be berthed. 

The actual times of arrivals for each vessel are highly 

uncertain depending this uncertainty, for example, on the 

weather conditions (rains, storms), technical problems, other 

terminals that the vessel have to visit and other reasons. The 

vessels can arrive earlier or later their scheduled arrival time 

[2], [3]. This situation affects the operations of load and 

discharge, other activities at the terminal and the services 

required by costumers. The administrators of MTC change or 

reviews the plans, but a frequent review of the berthing plan 

is not a desirable thing from a planning of resources point of 

view. Therefore, the capacity of adaptation of the berthing 

plan is important for a good system performance that a MTC 

manages. As a result, a robust model providing a berthing 

plan that supports the possible early or lateness in the arrival 

time of vessels and easily adaptable is desirable. 

There are many types of uncertainty such as the 

randomness, imprecision (ambiguity, vagueness), confusion. 

Many of them can be categorized as stochastic or fuzzy [4]. 

The fuzzy sets are specially designed to deal with 

imprecision.  

The simulation is done in the MTC of the port of Valencia, 

the use of stochastic optimization models is difficult because 

there are no distributions of probabilities of the delays and 

advances of the vessels. We assume that the arrival times of 

vessels are imprecise, for every vessel it is necessary to 

request the time interval of possible arrival, as well as the 

more possible time the arrival occurs. 

In this work, we present a model of fuzzy optimization for 

the continuous and dynamic BAP. This paper is organized as 

follows: In Section II, we present a review of literature related 

to the BAP under imprecision. Subsequently, in Section III, 

we describe the basic concepts of the work procedure. In 

Section IV, we propose the model of fuzzy optimization to the 

berth allocation problem with imprecision in the arrival of 

vessels. In Section V, we employ a methodology to resolve 

the model. In Section VI, we evaluated the model. Finally, in 

Section VII, we present the conclusions and future lines of 

research. 

II. STATE OF THE ART 

There are many attributes to classify the models related to 

the BAP [5]. The most important are: spatial and temporal. 

The spatial attribute can be discrete or continuous. In the 

discrete case, the quay is considered as a finite set of berths, 

where segments of finite length describe every berth and 

usually a berth just works for a vessel at once; for the 

continuous case, the vessels can berth at any position within 

the limits of the quay. The temporal attribute can be static or 

dynamical. In the static case, all the vessels are assumed to be 

at the port before performing the berthing plan; for the 

dynamical case, the vessels can arrive to the port at different 

times during the planning horizon. 

In [5], the authors make an exhaustive review of the 

literature existing about BAP. To our knowledge, there are 

very few studies dealing with BAP and with imprecise (fuzzy) 

data.  

A fuzzy MILP (Mixed Integer Lineal Programming) model 

for the discrete and dynamic BAP was proposed in [6]. 

Triangular fuzzy numbers represent the arrival times of 

vessels. The model and design of a method for parametric 
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MILP-based solutions are presented there, but the evaluation 

is not shown. In the previous model, they do not address the 

continuous BAP. According to Bierwith [5], to design a 

continuous model, the planning of berthing is more 

complicated than for a discrete one, but the advantage is a 

better use of the space available at the quay. 

In [7], a MILP fuzzy model for the continuous and dynamic 

BAP was proposed, this model assigns slacks to support 

possible delays or earliness of vessels but it also has an 

inconvenience: if a vessel arrives early or on time, the next 

vessel has to wait all the time considered for the possible 

earliness and delay. This represent a big waste of time without 

the use of the quay and the vessel has to stay longer than is 

necessary at the port. 

In this work, we present and new model for the continuous 

and dynamic BAP that solves the problem of the previous 

model. This model is formulated as a fully fuzzy linear 

programming problem (FFLP), wherewith we obtain robust 

berthing plans supporting imprecision (earliness or delay) of 

vessels without generating unnecessary waiting times. 

III. PRELIMINARIES 

The concepts about fuzzy sets, fuzzy arithmetic and 

possibility distributions are taken from [8]. 

A. Fuzzy Sets 

Definition 1. Let X be the universe of discourse. A fuzzy 

set Ã in X is a set of pairs: Ã = {(x, μÃሺxሻ), x ∈ X}, where μÃ: X → [Ͳ,ͳ] is called the membership function and μÃሺxሻ 

represents the degree that x belongs to the set Ã. 
In this work, we use the fuzzy sets defined on real numbers, Թ. A membership function can be triangular, trapezoidal, 

sigmoidal, quadratic, etc. 
 

Definition 2. A fuzzy set Ã in Թ is normal if maxXμÃሺxሻ =ͳ. 
Definition 3. The fuzzy set Ã in Թ is convex if and only if 

the membership function of Ã satisfies the 

inequality μÃሺβxଵ + ሺͳ − βሻxଶሻ ൒ min[μÃሺxଵሻ, μÃሺxଶሻ],  ∀ ݔଵ, ଶݔ  ∈  Թ, β ∈ [Ͳ,ͳ]. 
Definition 4. A fuzzy number is a normal and convex fuzzy 

set in Թ. 
Definition 5. A triangular fuzzy number (TFN) (see Fig. 1) 

is represented by ã = ሺaଵ, aଶ, aଷሻ 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Triangular fuzzy number 

 

B. Fuzzy Arithmetic 

If we have the nonnegative triangular fuzzy numbers ܽ̃ =ሺܽଵ, ܽଶ, ܽଷሻ and  ܾ̃ = ሺܾଵ, ܾଶ, ܾଷሻ, the operations of sum and 

difference are defined as follows: 

Sum: ܽ̃ + ܾ̃ = ሺܽଵ + ܾଵ, ܽଶ + ܾଶ, ܽଷ + ܾଷሻ 

Difference: ܽ̃ − ܾ̃ = ሺܽଵ − ܾଷ, ܽଶ − ܾଶ, ܽଷ − ܾଵሻ 

 

C. Comparison of Fuzzy Numbers 

The comparison of fuzzy numbers allows deciding between 

two fuzzy numbers ܽ̃ and ܾ̃ which is greater, but fuzzy 

numbers not always provide a totally ordered set just like real 

numbers do. All methods for the comparison of fuzzy 

numbers have advantages and disadvantages. 

In this work, we use the method called First Index of 

Yagger [9]. This method uses the ordering function  

 Ըሺܽ̃ሻ = ܽଵ + ܽଶ + ܽଷ͵  

 

As a result, ܽ̃ ൑ ℎ݁݊ Ըሺܽ̃ሻݓ̃ ܾ ൑ Ը(ܾ̃) , that is,  

 ܽଵ + ܽଶ + ܽଷ ൑  ܾଵ + ܾଶ + ܾଷ 

 

D. Distributions of Possibility 

Imprecision can be represented by distributions of 

possibility [10]. These distributions allow us to formalize, in 

a reliable way, a very large amount of situations estimating 

magnitudes located in the future. The measure of possibility 

of an event can be interpreted as the degree of possibility of 

his occurrence. Among the various types of distributions, 

triangular and trapezoidal ones are most common. Formally, 

the distributions of possibility are fuzzy numbers; in this 

work, we use triangular distributions of possibility ܽ̃ =ሺܽଵ, ܽଶ, ܽଷሻ, which are determined by three quantities: ܽଶ is 

value with the highest possibility of occurrence, ܽଵ and ܽଷ are 

the upper and lower limit values allowed, respectively (see 

Fig. 1). 

E. Fully Fuzzy Linear Programming 

Fuzzy mathematical programming is useful to handle 

situations within optimization problems including imprecise 

parameters [11]. There are different approaches to the fuzzy 

mathematical programming. When the parameters and 

decision variables are fuzzy, the problem is formulated as a 

Fully Fuzzy Lineal Programming Problem (FFLP). There are 

many methodologies of solution to a FFLP [12]. Mostly of 

them, convert the original fuzzy model in a classical 

satisfactory model. 

In this work, we use the method of Nasseri et. al. [13]. 

Given the FFLP problem max ∑ ܿ̃௝𝑛
௝=ଵ ௝ݔ̃  

Subject to ∑ ܽ̃௜௝𝑛௝=ଵ ௝ݔ̃ ൑ ܾ𝑖̃, ∀݅ = ͳ … ݉                 (1) 
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Where parameters ܿ̃௝  , ܽ̃௜௝   , ܾ̃௝ and the decision ̃ݔ௝ are 

nonnegative fuzzy numbers. ∀݆ = ͳ … ݊,     ∀݅ = ͳ … ݉            
 

If all parameters and decision variables are represented by 

triangular fuzzy numbers, 

 ܿ௝̃ = (ܿͳ୨, ܿʹ୨, ܿ͵୨), ܽ̃௜௝ = (ܽͳ୧୨, ܽʹ୧୨, a͵௜௝), ܾ̃௜ = ሺܾͳ୧, ܾʹ୧, ܾ͵୧ሻ,  ̃ݔ௝ = ,ͳ୨ݔ) ,୨ʹݔ  (୨͵ݔ

 

   Nasseri’s Method transforms (1) into a classic problem of 

mathematical programming. 

 max Ը ቌ∑(ܿͳ୨, ܿʹ୨, ܿ͵୨)(ݔͳ୨, ,୨ʹݔ ୨)𝑛͵ݔ
௝=ଵ ቍ 

Subject to: 

 ∑ ܽͳ௜௝ݔͳ௜௝𝑛
௝=ଵ ൑ ܾͳ௜     ,    ∀݅ = ͳ … ݉  
∑ ܽʹ௜௝ݔʹ௜௝𝑛
௝=ଵ ൑ ܾʹ௜     ,    ∀݅ = ͳ … ݉ 

∑ ܽ͵௜௝ݔ͵௜௝𝑛
௝=ଵ ൑ ܾ͵௜     ,    ∀݅ = ͳ … ݉  

ݔ  ௝ʹ − ͳ௝ݔ ൒ Ͳ,      ݔ ௝͵ − ݔ ௝ʹ ൒ Ͳ, ∀݆ = ͳ … ݊ 

 

Where Ը is an ordering function (See Section III.C.) 

IV. FFLP MODEL FOR THE BERTH ALLOCATION 

PROBLEM 

 

In this section, we present the notation to the main 

parameters used in the model (see Fig. 2).  

L: Total length of the quay at the MTC 

H: Planning horizon 

Let V  be the set of incoming vessels, the problem data for 

each vessel ݅ ∈ 𝑉 are given by: ܽ௜:  Arrival time at port. ݈௜:  Vessel length ℎ௜: Handling time of the vessel  in the berth. (service time). 

With these data, the decision variables ݉௜ and 𝑝௜   must be 

obtained ݉௜: Berthing time of vessel. 𝑝௜ :  Berthing position where the vessel will moor. 

 

With the data and decision variables are obtained 𝜔௜ and ݀௜ 𝜔௜ = ݉௜ − ܽ௜ : Waiting time of vessel since the arrival to 

the berthing. 

    ݀௜ = ݉௜ + ℎ௜ : Departure time 

 

We consider the next assumptions: All the information 

related to the waiting vessels is known in advance, every 

vessel has a draft that is lower or equal to the draft of the quay, 

the berthing and departures are not time consuming, 

simultaneous berthing is allowed, safety distance between 

vessels is not considered. 

The objective is to allocate all vessels according to several 

constraints minimizing the total waiting time, for all vessels. 

The arrival times, berthing times and departure times of the 

vessel are considered to be of fuzzy nature (imprecise) and 

denoted by ܽ̃,  ݉̃,  and ℎ̃,   respectively. 

Based on the deterministic model [14] and assuming the 

imprecision of some parameters and decision variables, we 

propose the following fuzzy model optimization. 

 ݉í݊ ∑ ሺ݉̃௜ − ܽ̃௜ሻ௜∈𝑉    (2)

   

   Subject to:  

 ݉̃௜ ൒ ܽ̃௜     ∀݅ ∈ 𝑉 (3) 

 𝑝௜ + ݈௜  ൑ ݅∀     ܮ ∈ 𝑉        (4) 

 𝑝௜ + ݈௜  ൑ 𝑝௝ + ͳ)ܯ − 𝑧௜௝௫ )       ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (5) 

 ݉̃௜ + ℎ̃௜  ൑ 𝐻     ∀݅ ∈ 𝑉 (6) 

 ݉̃௜ + ℎ̃௜  ൑ ݉̃௝ + ͳ)ܯ − 𝑧௜௝௬ )      ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆                   (7) 

  𝑧௜௝௫ + 𝑧௝௜௫ + 𝑧௜௝௬ + 𝑧௝௜௬ ൒ ͳ       ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (8) 

 𝑧௜௝௫ , 𝑧௜௝௬ ∈ {Ͳ,ͳ}       ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆    (9) 

 

In order to assign a vessel to the quay, the following 

constraints must be accomplished: 

(3), the berthing time of vessel must be at least the same as 

the arrival time;  (4), there must be enough space at the quay 

for the berthing; (5), at the quay, a vessel must be to the left 

or right side of another vessel; (6), the berthing plan must be 

within the planning horizon; (7), with regard to the time, a 

vessel berths after or before another one; (8), the constraints 

(5) y (6) must be accomplished. 

Where 𝑧௜௝௫ is a decision variable indicating if the vessel ݅ is 
located to the left of vessel j at the berth, (𝑧௜௝௫ = ͳሻ. 

Fig. 2.  Representation of a vessel according to the time and position 
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 𝑧௜௝௬ = ͳ indicates that the berthing time of vessel ݅ is before  

than vessel ݆. ܯ is a large integer constant. 

The planning horizon is given by 

 𝐻 = ∑ ℎ௜௜∈𝑉 + max௜∈𝑉 ܽଷ௜ 
 

V. SOLUTION TO THE FUZZY BAP MODEL 

We assume that all the parameters and decision variables 

are linear and some diffuse, thus, we have a FFLP problem. 

The arrival of every vessel is represented by a triangular 

possibility distribution ܽ̃ = ሺܽͳ, ܽʹ, ܽ͵ሻ (see Fig. 1), 

indicating the possibility of arrival in a2, but not before a1, or 

after a3. In a similar way, the berthing time is represented by m̃ = ሺmͳ, mʹ, m͵ሻ and h̃ = ሺh, h, hሻ is considered a 

singleton. 

When representing parameters and variables by triangular 

fuzzy numbers, we obtain a solution to the fuzzy model 

proposed applying the methodology proposed by Nasseri, 

(see section III. E). 

To apply this methodology, we use the operation of fuzzy 

difference on the objective function and the fuzzy sum on the 

constraints (see Section III.B.) and the First Index of Yagger 

as an ordering function on the objective function (see Section 

III.C.) obtaining the next auxiliary MILP model. 

 ݉í݊ ∑ ଵଷ (ሺ݉ͳ௜ − ܽ͵ଵሻ + ሺ݉ʹ௜ − ܽʹଵሻ + ሺ݉͵௜ − ܽͳଵሻ)௜∈𝑉  (10)   

 

Subject to: 

 ݉ͳ௜ ൒ ܽͳ௜     ∀݅ ∈ 𝑉 (11) 

 ݉ʹ௜ ൒ ܽʹ௜     ∀݅ ∈ 𝑉 (12) 

 ݉͵௜ ൒ ܽ͵௜     ∀݅ ∈ 𝑉 (13) 

 𝑝௜ + ݈௜  ൑ ݅∀     ܮ ∈ 𝑉 (14) 

 𝑝௜ + ݈௜  ൑ 𝑝௝ + ͳ)ܯ − 𝑧௜௝௫ )       ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (15) 

 ݉ͳ௜ + ℎ௜ + ͳ)ܯ − 𝑧௜௝௬ ) ൑ ݉ͳ௝     ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (16) 

 ݉ʹ௜ + ℎ௜ + ͳ)ܯ − 𝑧௜௝௬ ) ൑ ݉ ௝ʹ     ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (17) 

 ݉͵௜ + ℎ௜ + ͳ)ܯ − 𝑧௜௝௬ ) ൑ ݉ ௝͵     ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (18) 

 ݉ʹ௜ − ݉ͳ௜ > Ͳ    ∀݅ ∈ 𝑉 (19) 

 ݉͵௜ − ݉ʹ௜ > Ͳ   ∀݅ ∈ 𝑉 (20) 

 𝑧௜௝௫ + 𝑧௝௜௫ + 𝑧௜௝௬ + 𝑧௝௜௬ ൒ ͳ       ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (21) 

 𝑧௜௝௫ , 𝑧௜௝௬ ∈ {Ͳ,ͳ}       ∀݅, ݆ ∈ 𝑉, ݅ ≠ ݆ (22) 

VI. EVALUATION 

The experiments were performed in 50 instances, having 

each of them the data arrivals for 8 vessels during a day; the 

instances have been generated with a uniform distribution, in 

order to simulate the berths at TMC of Valencia’s Port 
(Spain). In this TMC, the quay has an approximate length of 

700 meters. All the instances have the same features for all 

vessels (time of service and length), as well as the most 

possible arrival time a2. However, all instances have different 

values to the minimum and maximal arrival time allowed, a1 

and a3, respectively. The method has been coded and solved, 

in an optimum way, by using CPLEX. The instances were 

solved in a desk computer equipped with a Core (TM) i5-

4210U CPU 2.4 Ghz with 8.00 GB RAM. The experiments 

were performed within a “timeout” of 60 minutes. 
To report the data we use a new parameter also considered 

as fuzzy; the departure time of a vessel d̃ = ሺdͳ, dʹ, d͵ሻ. 

One instance is shown in Table I.  

 
TABLE I 

 EXAMPLE OF ONE INSTANCE 

 

 

 

 

 

 

 

 

 

 

 

For example, the most probably arrival of vessel V1 is at 8 

units of time, but it could be early or late up to 4 and 34 units 

of time, respectively. 

The berthing plan obtained with the model is showed in 

Table II, and polygonal-shaped are showed in Fig. 3. 

The berthing plan showed in Table II provides three 

berthing plans. The one we could call the most optimistic 

assuming all the vessel arrival occurring at the minimum time 

allowed, is showed in columns m1 and d1 from Table II. The 

optimum plan, when all vessels arrive precisely on time, is 

given by columns m2 and d2 from Table II. The pessimistic 

plan assuming that all vessels are delayed the maximum 

allowed time is given by columns m3 and d3 from Table II. 
 

TABLE II 

BERTHING PLAN  

 

 

Vessel 

 

Berthing time 

Service 

t i m e 

 

Departure time 

 

l 

 

p 

m1 m2 m3 h d1 d2 d3 

V1 4 8 34 121 125  129 155 159 63 

V2 0 15 36 231 231  246 267 150 222 

V3 18 32 50 87 1 0 5 119 137 95 605 

V4 9 40 46 248 257  288 294 63 0 

V5 32 52 52 213 245  265 285 219 372 

V6 2 4 5 2 6 5 2 6 5 496 7 4 1 761 781 274 332 

V7 2 3 1 2 4 6 2 4 6 435 666  681 702 265 63 

V8 1 0 5 1 1 9 1 3 7 146 251  265 283 94 606 

 

Vessels 

Arrival time  

h 

 

l a1 a2 a3 

V1 4 8 34 121 159 

V2 0 15 36 231 150 

V3 18 32 50 87 95 

V4 9 40 46 248 63 

V5 32 52 72 213 219 

V6 55 68 86 496 274 

V7 62 75 90 435 265 

V8 45 86 87 146 94 
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An appropriate way to observe the robustness of the fuzzy 

berthing plan is the polygonal-shape representation (see Fig. 

3). The red line represents the possible early Berthing time; 

the green line, the possible late berthing time, the small 

triangle represents the optimum berthing time (with a greater 

possibility of occurrence) and the blue line represents the time 

that vessel will stay at the quay. 
 

In the circle of Fig. 3, we observe an apparent conflict 

between the departure of vessel V2 and the berthing of vessel 

V6. The conflict is not such,  if the vessel V2 is late, the vessel 

V6 has slack times supporting delays. For example, assume 

that vessel V2 is late 10 units of time; according the Table II, 

the berthing occurs at m=15 + 10 = 25 units of time and its 

departure occurs at d=25 + 231 = 256 units of time. The vessel 

V6 can moor during this space of time, since according to 

Table II, its berthing can occurs between 245 and 285 units of 

time. This fact is observed in Fig. 4. 

In order to analyze the robustness of the fuzzy berthing 

plan, we simulate the incidences showed in Table III. 

 

 

 

TABLE III 

INCIDENCES IN THE VESSEL ARRIVAL TIMES 

 
Vessel Time Incidence 

V1 13 delay 

V2 15 delay 

V3 0 on time 

V4 18 earliness 

V5 10 earliness 

V6 8 earliness 

V7 9 delay 

V8 21 earliness 

 

To obtain a feasible and optimum berthing plan supporting 

the incidences, we realize a rescheduling, obtaining the 

berthing plan shown in Table IV. In Fig. 5, we observe that 

the berthing plan obtained, is a part of the fuzzy plan obtained 

initially. 

Fig. 6 illustrates the variation of the objective function 

(waiting time) for 50 instances. The average of the objective 

function is 409.76, that is, every day the 8 vessels have to wait 

a total of 409.76 units of time.   

 
TABLE IV 

BERTHING PLAN WITH RESCHEDULING 

 

 

Vessel  

Berthing 

time 

(m) 

Service 

time 

(h) 

Departure 

time 

(d) 

Length 

(l) 

Position 

(p) 

V1 21 121 142 159 63 

V2 30 231 261 150 222 

V3 32 87 119 95 605 

V4 22 248 270 63 0 

V5 42 213 255 219 372 

V6 261 496 757 274 332 

V7 261 435 696 265 63 

V8 119 146 265 94 606 

 

On the other hand, Fig. 7, shows the computer time 

variation to solve the 50 instances. The average computer 

time that uses CPLEX to solve one instance is 2.96 seconds. 

 

 

 

 

 

Fig. 4.  Delayed berthing of vessel V2 

Fig. 3.  Fuzzy berthing plan in polygonal-shape 

Fig. 5. Berthing with rescheduling 
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VII. CONCLUSION 

Even though many investigations about BAP have been 

carried out, most of them assume that vessel arrivals are 

deterministic. This is not real, in practice there are earliness 

or delays in vessel arrivals. Thus, the adaptability of a 

berthing plan is important for the global performance of the 

system in a MTC.  

The results obtained showed that the model, is useful to the 

MTC managers in decision-making, since they have different 

plans in case the vessels arrive late, on time or early up to the 

maximum allowed time. In case the vessels arrive early or late 

a shorter time of the maximum tolerance, the optimum plan 

can be adapted by making a rescheduling. 

The model has been evaluated for 50 instances, each 

consisting of 8 vessels. The number of vessel is for illustrative 

purposes only, the model works in the same way for a large 

number of vessels. 

The proposed model can be used when sufficient 

information is not available to obtain probability distributions 

on the arrival time of vessels that will allow posing a 

stochastic model. 

 

 

 

 

 

Likewise it could be used when we want to do berthing plans 

on the basis of inaccurate information obtained in advance 

about the vessel arrivals. For every vessel it is necessary to 

request the time interval of possible arrival, as well as the 

more possible time the arrival occurs.  

Finally, because of this research, we have open problems 

for future researches: 

 To extend the model that considers the quay 

cranes to be assigned to every vessel. 

 To use meta-heuristics to solve the fuzzy BAP 

model more efficiently, when the number of 

vessels is greater. 
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Abstract—This study introduces an electronic market model
for secondary book markets in which each market participant
can put up books for sale, and simultaneously place requests
for book purchase. The model allows participants to declare a
budget limit so that for each participant, the difference between
the cost of purchased books and the revenue obtained from sold
books stays within the declared budget limit. The model also
allows participants to declare sets of substitutable books along
with their preferences so that they can purchase at most one book
from each of these sets. In this study, the mathematical definition
of the market model is introduced, and the corresponding winner
determination problem is formulated as a multi-objective linear
integer program. Since this problem is NP-Hard, three heuristic
methods are proposed and the performances of these methods are
demonstrated on a comprehensive test suite. The results indicate
that the model can be used efficiently in large-scale electronic
markets in which durable goods are exchanged with tens of
thousands of participants.

I. INTRODUCTION

RECENT advances in information technology provided a
shift from traditional physical markets where the partic-

ipants meet at a certain place for exchanging commodities to
the electronic markets. Electronic markets provide a platform
bringing multiple buyers and sellers in contact by weaken-
ing space and time restrictions [1]. Therefore, an electronic
market has the potential of attracting more participants than a
physical market. For instance, eBay, the world’s largest online
market, has more than 160 million buyers globally [2] and
Alibaba.com, the world’s biggest business-to-business market
has more than 400 million active buyes [3]. As the number
of participants increases, the higher competition level among
the suppliers causes increased supplier innovation [4]. An e-
market can reduce buyers’ search costs to obtain information
about the product offerings of sellers [5], [6]. This increases
the allocative efficiency of the market, i.e. the efficiency with
which a market is allocating resources [7].

This study focuses on secondary electronic book markets,
that is electronic markets for both used and new book trading.
Secondary book markets play an important role in overall

This work is supported by Marmara University, Scientific Research Projects
Committee (BAPKO) under D-Type Project.

economic activity with multi-billion dollars of transaction
volumes. For instance, in the U.S., the transaction volume
of the used book market was approximately $2.2 billion in
2004, and online booksellers are responsible for two-thirds of
the general interest used book sales [8]. Also, compared to
physical markets, electronic book markets provide increased
book variety. For instance, according to the study of Brynjolf-
sson et al. [9], amazon.com and barnesandnoble.com have 2.3
million books listed on their online markets whereas a typical
brick-and-mortar bookstore has only 40,000 to 100,000 titles.
Similarly, Wal-Mart supercenters which occupy an area of up
to 230,000 square-feet have at most one-sixth of the available
books in their online version, walmart.com.

In this paper, an electronic market model, called EMBook
model, is proposed which is designed especially for secondary
book markets for the trading of used books as well as
new ones. In this model, market participants can have both
buyer and seller roles, meaning that each participant can
simultaneously put forward books for sale as well as declare
requests for purchase. Thus, the market allows participants
to spend the revenue to be obtained from the books they
want to sell for the books they want to buy. The model
also offers a budget limiting mechanism such that for each
participant the amount spent on purchased books minus the
revenue to be obtained from sold books does not exceed the
declared budget limit of the participant. Thus, this model
enables participants with limited budgets to purchase new
books using the revenue from their books to be sold and
also encourages them to participate in the market without
a risk of having a budget deficit. Additionally, a participant
may also be indifferent to multiple books, for instance there
may be multiple sellers of the same book or the participant
may be interested in a specific set of novels in a book
market. The EMBook model further provides a mechanism
for handling such situations so that in her purchase request,
a participant can declare a list of substitutable books among
which she wants to purchase only one. Furthermore, she is
also allowed to indicate her preferences for the books she
wants to purchase. By means of these features, the EMBook
model aims to attract more participants to the used book
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markets and to increase the allocative efficiency of such
markets.

In the next section, the EMBook model is explained in
detail on an example book market scenario. In Section III, the
mathematical definition of the EMBook model is given, and
the corresponding winner determination problem is formulated
using multi-objective linear integer programming. The com-
plexity results are also presented. Since the winner determina-
tion problem is NP-Hard, three heuristic methods are designed
which are introduced in Section IV. The experimental results
demonstrating the performances of the heuristic methods on a
comprehensive test suite are presented in Section V. Finally,
the paper is concluded in Section VI.

II. THE EMBOOK MODEL

In this section, the EMBook market model and its rules are
going to be introduced. In the EMBook model, each participant
may sell and purchase books simultaneously, that is each
participant may have a seller role, a buyer role or both. First
of all, the participants with a seller role declare the books they
want to sell along with the prices they request which are called
sales requests. Thus, in this model, each book to be sold is
considered as a unique item and its price is determined by its
owner. This feature allows buyers to differentiate between the
copies of the same book sold by different sellers, since, for
instance, condition of the book, reputation of its seller, location
of the seller and the associated transfer cost may vary.

Secondly, the participants with a buyer role declare the
books they want to purchase which are called purchase re-
quests. However, there may be multiple instances of the same
book in the market (e.g. multiple copies sold by possibly
different participants), or a participant may be indifferent to a
number of different books (e.g. a set of novels). Considering
these cases, the participants are allowed to declare one or more
sets of books (called request sets) among which the participant
can buy only one book. Each request set constructed by a
participant indicates that the participant is interested in any
book in this set, however, she is willing to buy only one
of the books inside this set. Furthermore, if the participant
is not totally indifferent to the books in the request set she
declared, the request set may also be defined as an ordered
set indicating the relative preferences of the participant for the
books inside this set. That is, if the request set of a participant
contains {Book A,Book C,Book B} in this particular order,
the participant is assumed to prefer Book A over Book C,
and Book C over Book B. Note that although the participant
is limited to purchase only one book, this is not a limitation
for a participant who wants to purchase more, since the model
also allow submission of the same request more than once, that
is the purchase requests are not needed to be unique in this
model.

Thirdly, after the sale and purchase requests are collected,
each participant with a buyer role declares a budget limit. The
budget limit indicates the maximum amount of money that the
participant is willing to spend in the market. If the participant
has also a seller role, the budget limit indicates the maximum

difference between the expenditure and the revenue. In other
words, for each participant the amount spent on the purchased
books minus the revenue obtained from the sold books cannot
exceed the budget limit of the corresponding participant.

In order to make the market process easier to understand, an
example scenario which is illustrated in Figure 1 is provided.
In this scenario, there are four participants who put up six
books (BookA to BookF ) for sale with prices ranging from
e15 to e40. For instance, Participant 1 wants to sell two
books, Book A and Book B, for e30 and e20, respectively.
Additionally, she wants to purchase either Book C or Book D
indicating that she prefers Book C over Book D. For all
possible outcomes, she declares that she is willing to spend at
most e10. Since the price of each of Book C and Book D
exceeds the budget limit of Participant 1, this participant
cannot purchase any of these two books unless at least one
of her books is sold in the market. Similarly, Participant 2,
wants to sell two books, Book C and Book D. However, this
participant has two purchase requests. She wants to purchase
both Book A and one of the books from the set containing
Book E, Book F and Book B. She also declares that she
prefers Book E over Book F , and prefers Book F over
Book B. Declaring a budget limit of 0 implies that her two
purchase requests can only be satisfied if both of her books
are sold.

The primary aim of the EMBook model is to increase
the allocative efficiency of the book market by allowing
participants to use revenue to be obtained from sold books
for purchasing new books. The benefit of this feature can also
be seen in this scenario. The budget limits of the participants
do not allow them to purchase the books they want. Therefore,
in traditional book markets, first they would have to sell their
books, and then they would be able to purchase new books
using the obtained budget. Thus, in this particular scenario,
no participants would be able to buy a book. However, the
market outcome of the EMBook model for this scenario is as
follows:

• Participant 1 sells Book A and buys Book C while
spending e10 with a final budget of e0,

• Participant 2 sells Book C,Book D and buys
Book A,Book E while earning e25 with a final budget
of e25,

• Participant 3 sells Book E and buys Book F while
spending e10 with a final budget of e0,

• Participant 4 sells Book F and buys Book D while
spending e5 with a final budget of e10

which yields a total transaction volume of e140. As also seen
from the example, the model does not allow any participant
to have a budget deficit after the market is cleared.

The implementation of the model is also straightforward.
Within a predefined time period, sales and purchase requests
are collected from the participants. At the end of this period,
the market is cleared by solving the winner determination
problem which is introduced in the next section. Unsatisfied
requests of a participant can be transferred to the next round
if the participant wants. The length of the rounds can be
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Book E for €ϭϱ

Book F for €Ϯϱ

Book C for €ϰϬ

and

Book D for €ϯϬ

Book C for €ϰϬ

and

Book D for €ϯϬ

Book A for €ϯϬ

and

Book B for €ϮϬ

Book A for €ϯϬ

and

Book B for €ϮϬ

€ϭϬ

€Ϭ

€ϭϬ

€ϭϱ

One of {Book C, Book D}

{Book F}

One of {Book D, Book C}

and

One of {Book E, Book F, Book B}

{Book A}

and

One of {Book E, Book F, Book B}

{Book A}

Participant 1Participant 1

Participant 2Participant 2

Participant 3Participant 3

Participant 4Participant 4

wants to sell with a budget limitwants to buywants to sell with a budget limitwants to buy

Fig. 1. An example scenario illustrating the EMBook electronic market model for book trading.

determined according to the number of participants and the
rate of submission of requests in the market. The longer
periods result in better allocative efficiency but they also cause
less trading volume to occur per unit time, i.e. reduces the
market throughput.

III. MATHEMATICAL DEFINITION AND FORMULATION OF
THE EMBOOK MODEL

The EMBook model is formally defined as follows: Let T =
{t1, t2, . . . , tm} be the set of m participants in the market and
Bi be the set of books to be sold by participant ti (1 ≤ i ≤
m). The set of all books, B = {b1, b2, . . . , bn}, is defined as
B =

⋃m
i=1 Bi (∀i, i′ |Bi ∩ B′

i = ∅). Note that in this model,
each book is considered as a unique item. The tuple P =
(pb1 , pb2 , . . . , pbn) denotes the prices of the books where pbj is
the price of the book bj as declared by its owner (1 ≤ j ≤ n,
pbj ∈ R+ ∪ {0}). The budget limits of the participants are
denoted by the tuple L = (l1, l2, . . . , lm) where li is the budget
limit of the participant ti (li ∈ R+ ∪ {0}).

In the EMBook model, a purchase request, rk =
(rk1, rk2, . . . , rkz), is an ordered set consisting of z books
which are ordered according to the preferences of the request
owner (1 ≤ l ≤ z, rkl ∈ B). That is, (rk1 ≻ rk2 ≻ . . . ≻ rkz),

where rkx ≻ rky means that the request owner prefers book
rkx over book rky . The set of purchase requests submitted by
the participant ti is denoted as Ri, and the set of all purchase
requests, R = {r1, r2, . . . , rv}, is defined as R =

⋃m
i=1 Ri.

The meaning of a purchase request can be stated as follows:
By submitting a purchase request rk, the participant ti declares
that she wants to purchase at most one of the books in rk. The
purchase request rk is called satisfiable if there exists at least
one book in the purchase request rk which is available for
purchase and the price of the book is within the budget of
the participant. The budget of the participant ti is defined as
proceeds of the sold books of ti + budget limit of ti −
expenses of ti for purchased books. The winner determi-
nation problem (WDP) of the EMBook model is defined as
finding the maximum cardinality set of mutually satisfiable
purchase requests such that the weighted sum of the traded
books is maximized.

In order to formulate the problem using linear integer
programming, a binary variable xkl is introduced. It denotes
whether the book rkl is purchased in the purchase request rk
(1) or not (0). The linear integer programming formulation of
the winner determination problem is as follows:
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First Level: max
∑

rk∈R
rkl∈Rk

w′
kl · xkl, (1)

Second Level: max
∑

rk∈R
rkl∈Rk

w′′
kl · xkl (2)

s.t.
∑

rk∈R
rkl∈Rk
rkl=bj

xkl ≤ 1 (bj ∈ B) (3)

∑

rkl∈Rk

xkl ≤ 1 (rk ∈ R) (4)

∑

rk∈Ri
rkl∈Rk

prkl
xkl −

∑

rk∈R
rkl∈Rk
rkl∈Bi

prkl
xkl ≤ li (ti ∈ T ) (5)

xkl ∈ {0, 1} (∀k, l) (6)

where

w′
kl =

{
prkl

if l = 0 or w′
k(l−1) > prkl

w′
k(l−1) otherwise

and
w′′

kl = max
k
|rk| − l

In this formulation, Eq.(1) is the first level objective function
which maximizes the weighted sum of the traded books
according to the weights values w′

kl, and Eq.(2) is the second
level objective function which again maximizes the weighted
sum of the traded books, however, according to the weights
values w′′

kl. The objective functions are hierarchical, that is,
the model should be optimized according to the first level
objective, and then the second level objective. When optimiz-
ing the second level objective, only the solutions that would
not degrade the objective value of the first level objective are
considered. These two level objective functions cause the total
trading volume to be maximized while taking the preferences
of the participants in consideration which are declared in their
purchase requests. This is achieved by assigning prices of the
books as the weight values w′

kl, i.e. the weight values for
the first level objective function, in order to maximize the
total trading volume. However, if a participant prefers a cheap
book over an expensive one in her purchase request, assigning
the price of the expensive book as the weight value of that
book would cause the model to assign the expensive book
to the participant even if the cheaper one is also assignable.
In order to prevent this kind of situations, the weight values
w′

kl are determined such as they monotonically decrease for
the books requested in the purchase request. Thus, the weight
value of the expensive book would be same as the weight value
of the cheaper alternative given that the participant prefers
the cheaper book over the expensive one. The second level
objective function breaks the tie between the books requested
in a purchase request in which two or more books exist with
the same weight value w′

kl.

Regarding the constraints, Eq.(3) ensures that each book can
be purchased by at most one participant. Eq.(4) enforces that
in each purchase request, at most one book will be purchased
by the request owner. Finally, Eq.(5) is the budget constraint,
that is for each participant the total cost of the purchased books
minus the proceeds of the sold books should not exceed the
budget limit of that participant.

The subset sum problem [10, p. 243] can be reduced in
polynomial time to the winner determination problem, proving
that the winner determination problem is NP-hard. Moreover,
when the budget limits of all participants are 0, then the
problem also becomes inapproximable. However, it is obvious
that if at least one participant has enough budget to purchase
at least one of the books in one of her requests, then finding a
nonzero feasible solution becomes a polynomial-time problem.
Also, at the other end, if budget limits of all participants allow
them to purchase every book they want without using the
revenue obtained from sold books, then the problem becomes a
network problem and thus can be solved in polynomial-time.
The proofs for these statements are provided for a similar
model in the author’s previous work [11].

IV. SOLUTION METHODS

Since the winner determination problem of the EMBook
model is NP-hard, three heuristic methods were designed. The
pseudocode for the first heuristic method, called Forward-
Satisfy (FS), can be seen in Alg. 1. In this method, first a
list S of subrequests is generated based on the list of all of
purchase requests R in the problem instance P . For instance, if
a participant’s request is {Book C,Book A}, two subrequests
one for Book C and one for Book A are included in S. A
subrequest is a data structure comprising the owner of the
subrequest (owner), the requested book (book), the index of
the subrequest in S (index), and the flag indicating whether
the subrequest is satisfied or not (satisfied). After the list
S is generated, all the subrequests in the list is marked as
unsatisfied and the list is sorted in descending order according
to a given sorting criterion. In this study, four different sorting
criteria are tested. These criteria are:

(i) the weights of the subrequests (Weight),
(ii) the prices of the books (Price),

(iii) weight-price ratios (Weight / Price), and
(iv) the weight times price values (Weight * Price).
In these sorting criteria, the value w′

kl is used as the weight
value for each subrequest. However, if w′

kl values are equal
for different subrequests, then comparisons are done based on
the values w′′

kl instead.
After the list S is sorted, the first subrequest in the list S

(marked as the current subrequest) is checked whether it can
be satisfied or not. A subrequest is satisfiable if:

(i) the subrequest is not already satisfied,
(ii) the owner of the subrequest has enough budget to pur-

chase the book requested in the subrequest,
(iii) any other subrequest in the same request is not already

satisfied,
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Algorithm 1 ForwardSatisfy
Input: An EMBook problem instance P , a SortingCriteria

for sorting subrequests
Output: A list Ssol of satisfiable subrequests

1: Generate a list S of subrequests in P .
2: Ssol ← {}
3: Sort S according to SortingCriteria
4: Mark all subrequests in S as unsatisfied
5: sIndex← 0
6: while sIndex < |S| do
7: retIndex← |S|
8: subReq ← S[sIndex]
9: if satisfiable(subReq) then

10: commit(subReq)
11: Ssol.add(subReq)
12: for all subReq2 such that subReq2.owner =

subReq.book.owner do
13: if (subReq2.index < retIndex) and

(subReq2.index < sIndex) and
satisfiable(subReq2) then

14: retIndex← subReq2.index
15: end if
16: end for
17: end if
18: if retIndex < |S| then
19: sIndex← retIndex
20: else
21: sIndex← sIndex+ 1
22: end if
23: end while
24: return Ssol

(iv) the book requested in the subrequest is not already sold.

If the current subrequest is satisfiable (which is checked using
satisfiable method), then it is committed, meaning that the
budget of the request owner is decreased and the budget of the
book owner is increased by the price of the book. Furthermore,
the book requested in the current subrequest is also marked
as sold. After that, the minimum index of the satisfiable
subrequests of the owner of the book is found and compared
to the index of the current subrequest. If the former is smaller,
then the algorithm jumps to the former subrequest. If the latter
is smaller, or if the current subrequest is not satisfiable at all,
then the algorithm moves to the next subrequest in the list S.
The algorithm terminates after the list S is traversed to the
end.

In the FS method, a subrequest is enabled if the owner of the
subrequest has enough budget to purchase the book requested
in the subrequest. In the second proposed method, called
ForwardSatisfyWithIncome (FSWI), if the subrequest owner
has not enough budget to purchase the book, then the method
tries to improve the income of the subrequest owner. The pseu-
docode of the FSWI method can be seen in Alg. 2. Thus, in
the FSWI method, satisfiabilityNBC method (NBC stands

Algorithm 2 ForwardSatisfyWithIncome
Input: An EMBook problem instance P , a

SortingCriterion for sorting subrequests
Output: A list Ssol of satisfiable subrequests

1: Generate a list S of subrequests in P .
2: Ssol ← {}
3: Sort S according to SortingCriterion
4: Mark all subrequests in S as unsatisfied
5: sIndex← 0
6: while sIndex < |S| do
7: retIndex← |S|
8: subReq ← S[sIndex]
9: if satisfiableNBC(subReq) then

10: if (subReq.owner.budget < subReq.price) then
11: Simp ← {}
12: budgetF ixed← false
13: for all inSubReq such that

inSubReq.book.owner = subReq.owner
do

14: if satisfiable(inSubReq) then
15: commit(inSubReq)
16: Simp.add(inSubReq)
17: if subReq.owner.budget ≥ subReq.price

then
18: budgetF ixed← true
19: break {for all loop}
20: end if
21: end if
22: end for
23: if not budgetF ixed then
24: rollback(Simp)
25: sIndex← sIndex+ 1
26: continue {while loop}
27: else
28: Ssol.add(Simp)
29: end if
30: end if
31: commit(subReq)
32: Ssol.add(subReq)
33: for all subReq2 such that (subReq2.owner =

subReq.book.owner) or (subReq2.owner =
subReq.owner) do

34: if (subReq2.index < retIndex) and
(subReq2.index < sIndex) and
satisfiable(subReq) then

35: retIndex← subReq2.index
36: end if
37: end for
38: end if
39: if retIndex < |S| then
40: sIndex← retIndex
41: else
42: sIndex← sIndex+ 1
43: end if
44: end while
45: return Ssol
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for NoBudgetCheck) is used to check the satisfiability of the
current subrequest instead of satisfiability method used in
the FS method. The satisfiabilityNBC method checks only
satisfiability conditions (i), (iii) and (iv) listed above. Then, if
the owner of the current subrequest does not have enough
budget to purchase the book in the subrequest, the FSWI
method tries to improve the budget of the subrequest owner by
trying to satisfy incoming subrequests first, that is to commit
the subrequests inside which one of the books of the current
subrequest owner is requested. If by this process, the budget
of the subrequest owner is fixed, then the current subrequest
is committed, otherwise all the committed subrequests in this
process are rollbacked. The method continues with the next
subrequest the index of which is determined in accordance
with the smallest index of the satisfiable subrequests of the
participants whose budget are increased when the current
subrequest is committed as seen in lines 34-43 of Alg. 2.

Both FS and FSWI methods are forward traversing methods
which start with an empty solution and construct a feasible
solution by trying to satisfy the subrequests in the list S one
by one without sacrificing feasibility. In the third proposed
method, called BackwardRollback (BR), the reverse approach
is taken such that at first all the subrequests are commit-
ted producing most likely an infeasible solution. Then, the
list of subrequests S is traversed in the reverse direction
of the traversal direction of the forward methods. During
the traversal, the current subrequest is checked whether it
contributes to the infeasibility of the current solution. If so,
then it is rollbacked. It may be the case that after the current
subrequest is rollbacked, the owner of the book requested in
the subrequest may have a budget deficit. If this is the case,
then the largest index of the already committed subrequests of
the book owner is found. If this index is larger than the index
of the current subrequest, this index is used as the index of
the next subrequest to be processed. Otherwise, the method
moves to the next subrequest in the list S. Note that after
S is traversed, it is guaranteed that the BR method produces
a feasible solution although in the worst case it may be a
zero solution. When a feasible solution is obtained, some
participants may have remaining budgets to purchase books
in some of their unsatisfied subrequests. In order to satisfy
these subrequests, the BR method calls FSWI method as to
improve the current feasible solution. The pseudocode of the
BR method can be seen in Alg. 3.

The complexity analyses of the proposed heuristic algo-
rithms are quite straightforward. The worst case time com-
plexities of all proposed heuristics are O(n2) where n =
maxk |rk| ∗ |R| and space complexities are only O(n).

V. EXPERIMENTAL RESULTS

In order to estimate the performances of the proposed
heuristic methods under real-life market conditions, a test
case generator was developed and a test suite was prepared.
The test case generator uses GNU Scientific Library [12]
for generating pseudo-random numbers which supports all
common continuous and discrete random number distributions.

Algorithm 3 BackwardRollback
Input: An EMBook problem instance P , a

SortingCriterion for sorting subrequests
Output: A list Ssol of satisfiable subrequests

1: Generate a list S of subrequests in P .
2: Ssol ← S
3: Sort S according to SortingCriterion
4: for i = 0 to |S| − 1 do
5: commit(S[i])
6: end for
7: sIndex← |S| − 1
8: while sIndex ≥ 0 do
9: retIndex← 0

10: subReq ← S[sIndex]
11: req ← Index of the Request that subReq belongs
12: if (subReq.satisfied) and ((subReq.owner.budget <

0) or soldMoreThenOnce(subReq.book) or
moreThanOneBookPurchasedIn(req)) then

13: rollback(subReq)
14: Ssol.remove(subReq)
15: if subReq.book.owner.budget < 0 then
16: for all subReq2 such that ( subReq2.owner =

subReq.book.owner ) do
17: if (subReq2.index > sIndex) and

(subReq2.index > retIndex) and
(subReq2.satisfied) then

18: retIndex← subReq2.index
19: end if
20: end for
21: end if
22: end if
23: if retIndex < |S| then
24: sIndex← retIndex
25: else
26: sIndex← sIndex− 1
27: end if
28: end while
29: Call ForwardSatisfyWithIncome with the current solution

Ssol

30: return Ssol

The generated test suite consists of 1600 problem instances in
which the number of participants varied between 2,000 and
10,000 for simulating different market sizes. The following
parameters of the case generator: the number of books that
each participant put up for sale, the number of purchase
requests, the number of purchase requests per participant,
and the sizes of the purchase requests are configured as to
be distributed with Poisson distribution with mean values
varying between 1 and 7. The requested books in the purchase
requests are uniformly selected among all the books. In order
to determine the prices of the books, a statistical profile
is generated according to the study of Ghose et al. [13]
which is based on the sales information in the Amazon.com
book marketplace. As discussed in Section II, when all the
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participants have zero budget limits, the problem instances
are difficult to solve. In fact, these instances would possibly
have no nonzero feasible solutions at all. On the other hand,
when all the participants have enough budget for all their
possible purchases, the problem instances becomes quite easy,
requiring polynomial time to be solved. Actually, the market
instances in the real life would mostly be in between these
two endpoints. Therefore, in order to determine the budget
limits of the participants in the generated problem instances,
five different budget limit ratios are used varying between 5%
to 75%. Using these ratio values, the budget limit li for a
participant ti is calculated as:

li = blri · (blmax
i − blmin

i ) + blmin
i

where blri is the budget limit ratio, blmin
i the minimum budget

the participant ti needs in order to be able to purchase the
cheapest book listed in her requests if all of her books are
sold, and blmax

i is the maximum budget she needs in order to
be able to purchase all the books she wants even if none of
her books are sold.

The generated test cases were solved using Gurobi mixed-
integer programming (MIP) solver version 7 [14] on two 8-
cores 3.10 GHz CPUs with 128 GB of memory. The solver
was configured to use single thread and a time limit of 60
minutes was defined for each instance. The operating system
used was 64 bit Linux. Among the generated 1600 problem
instances, the MIP solver found the optimal solutions for 972
instances. For the remaining 628 instances, the solver could
not find the optimal solution within the time limit, however,
the MIP solver was able to find a nonzero feasible solution
for these instances.

Optimally solved instances by the MIP solver were used
to measure the quality of the solutions found by the three
proposed heuristic methods, FS, FSWI, and BR. For each
heuristic method, four different sorting criteria which are
explained in Section IV are used. For representing the quality
of the solutions, a goodness measure is defined such as:

Goodness of a Sol. =
Obj. Val of Heuristic Sol.
Optimal Objective Value

· 100%

The goodness of the solutions found by the proposed
heuristic methods and the best solution found by all heuristic
methods (Best of All) can be seen in Table I. According to the
results, among the four sorting criteria, all three heuristics in
which the subrequests are sorted in descending order according
to Weight * Price values find the best solutions. The results
for the sorting criterion Weight follows the Weight * Price
criterion by a close margin. As seen from the results, the
sorting criterion to be used is quite important causing up to
5% difference in mean goodness values.

Considering the best performing sorting criterion, that is
Weight * Price, FSWI method performs better compared
with the FS and BR methods. Mean goodness values of the
solutions found by the FSWI method is approximately 92.4%,
that is within less than 8% of the optimal solutions. The

corresponding standard deviation is also small, less than 9%.
The lowest goodness value obtained in the FSWI method
is approximately 40%. Best solutions found by all three
heuristics are also very close to the solutions found by the
FSWI method indicating that the FSWI method is almost
dominant to other two heuristic methods for the generated
test instances. Note that the maximum goodness values for all
heuristics are 100%, and therefore these value are not included
in Table I for the sake of clarity.

For 628 problem instances among the generated 1600 in-
stances, the MIP solver could only find suboptimal solutions
(note that some of these solutions could in fact be optimal,
however, the MIP solver might not have proven the optimality
of the solutions within given time limit). For these instances,
the proposed heuristics found better solutions on average
compared to the solutions found by the MIP solver. The results
can be seen in Table II. However, in this case, the goodness
values were calculated as the ratio of the objective value of
the heuristic solution to the suboptimal solution found by the
MIP solver. Thus, goodness values may be higher than 100%.
For these instances, the FSWI and the BR methods perform
almost equal producing approximately 40% better solutions
than the solutions found by the MIP solver on average, and
more than 400% better solutions for some specific instances.

The running times of the heuristic methods and the MIP
solver for all problem instances can be seen in Table III.
All three heuristics are very fast, finding solutions less than
1 second on average whereas the MIP solver requires ap-
proximately 1500 seconds for an instance on average. The
FSWI method again can be considered the best method in
terms of running time compared to the other two methods.
The maximum running time of the FSWI method is also very
low, which is less than 10 seconds for all sorting criteria.

VI. DISCUSSION AND CONCLUSION

In his open letter on used book sales dated April 14, 2002,
Jeff Bezos, CEO of Amazon.com, wrote “. . . when a customer
sells used books, it gives them a budget to buy more new
books.” [15]. However, in current book markets, a participant
without a budget for purchasing new books must sell her
books first so as to get a revenue, after then she may be able
to purchase new books. In this study, an electronic market
model, the EMBook model was proposed for trading of used
books as well as new ones in order to overcome this issue.
In this market model, participants may simultaneously place
sale and purchase requests for books allowing participants
to spend the revenue to be obtained from the books they
want to sell for the books they want to buy. Furthermore, a
budget limiting mechanism is also provided such that for each
participant, the difference between the cost of purchased books
and the revenue of sold books does not exceed the declared
budget limit of the participant. This mechanism provides the
participants to place purchase requests without being afraid
of having a budget deficit in case their books are not sold.
Additionally, a participant may also be indifferent to multiple
books, for instance, there may be multiple sellers of the same
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TABLE I
GOODNESS OF SOLUTIONS FOUND BY THE HEURISTIC METHODS FOR THE OPTIMALLY SOLVED INSTANCES

Sorting Criterion
FS FSWI BR Best of All

mean std min mean std min mean std min mean std min

Weight 88.9% 10.9% 31.3% 92.2% 8.5% 36.3% 91.3% 8.9% 34.1% 92.2% 8.5% 36.3%
Price 85.8% 13.3% 27.8% 89.1% 11.7% 32.5% 89.1% 11.7% 32.5% 89.2% 11.6% 32.5%

Weight / Price 88.4% 11.1% 31.0% 91.6% 8.6% 36.1% 90.7% 9.1% 33.9% 91.6% 8.6% 36.1%
Weight * Price 90.1% 10.4% 32.5% 92.4% 8.6% 39.7% 92.3% 8.8% 38.8% 92.5% 8.6% 39.7%

TABLE II
GOODNESS OF SOLUTIONS FOUND BY THE HEURISTIC METHODS FOR THE SUBOPTIMALLY SOLVED INSTANCES

Sorting Criterion
FS FSWI BR Best of All

mean std min max mean std min max mean std min max mean std min max

Weight 119% 86% 26% 446% 141% 108% 34% 514% 140% 107% 32% 518% 141% 108% 34% 518%
Price 108% 79% 25% 442% 120% 90% 27% 494% 120% 91% 27% 495% 121% 91% 27% 495%

Weight / Price 116% 83% 26% 439% 138% 105% 33% 518% 137% 105% 32% 518% 138% 105% 34% 518%
Weight * Price 128% 96% 27% 463% 140% 107% 34% 518% 141% 107% 34% 521% 141% 107% 34% 521%

TABLE III
RUNNING TIMES OF THE HEURISTIC METHODS AND THE MIP SOLVER (IN SECONDS) FOR ALL INSTANCES

Sorting Criteria
FS FSWI BR MIP Solver

mean std max mean std max mean stdev max mean std max

Weight 0.3 0.7 9.4 0.1 0.2 2.1 0.3 0.6 6.1

1490 1733 3600
Price 0.2 0.5 6.9 0.2 0.6 8.2 0.3 0.7 10.4

Weight / Price 0.2 0.5 6.1 0.1 0.1 1.4 0.2 0.4 3.9
Weight * Price 0.4 0.9 12.8 0.1 0.5 6.6 0.3 0.6 7.2

book or the participant may be indifferent to the different
editions of a book. For such situations, the participant can
declare a set of substitutable books which is ordered according
to the participant’s preferences. Then, the model ensures that
the participant buys at most one of the books from this set. By
means of these features, the EMBook model aims to attract
more participants to the book markets and to increase the
markets’ allocative efficiencies.

In this study, the EMBook model was defined mathemati-
cally and the winner determination problem of the EMBook
model was formulated as a multi-objective linear integer pro-
gram. Since this problem is NP-Hard, three polynomial-time
heuristic methods were also proposed. In order to understand
whether the model can be used in large-scale online electronic
markets efficiently, a test suite consisting of 1600 test instances
with up to 10,000 participants were prepared. These instances
were solved using the state-of-the-art MIP Solver and also
using the proposed heuristic methods. The MIP solver failed to
solve approximately 40% of the instances optimally within one
hour of execution time. For the optimally solved instances, the
best heuristic method, ForwardSatisfyWithIncome, provided
results as good as 92.4% on average with respect to the optimal
solutions with a standard deviation of less than 9%. For the
remaining instances, this heuristic method provided solutions
with 40% better objective values on average compared with
the solutions found by the MIP solver in one hour. The
proposed heuristics, however, are quite fast requiring less than
1 second on average and less than 10 seconds maximum.

The high quality of the solutions found by the proposed
heuristic methods and methods’ low polynomial complexities
enable them to be used efficiently in very large-scale electronic
markets with tens of thousands of participants. Note that
although this study focuses on secondary book markets, the
model is surely applicable to the secondary markets in which
other types of durable goods are exchanged.
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Abstract—In this paper, we study the distance-2 broadcast
scheduling problem in synchronous wireless networks of known
topology. Two constraints are taken under consideration: the
schedule must be collision-free and the nodes at distance 2 must
be informed by nodes at distance 1. In general graphs, a tight
bound of O(log(n)2) slots to complete the broadcast is known,
n being the number of nodes at distance 2. We improve this
bound to O(log(n)) in unit disk graphs, and to O(1) when the
neighbourhoods of the nodes are circular intervals.

I. INTRODUCTION

WE consider the communication model proposed by [1]
in which nodes communicate at synchronous slots,

using only one frequency. When a node transmits at a given
slot, all the nodes connected to it may receive the message.
Collisions occur when a node receives several messages at the
same slot. Collisions cannot be detected. When exactly one of
its neighbours transmits at a given slot, a node is said to be
informed.

We study the distance-2 broadcast scheduling problem
(D2B) when the topology of the graph is known in advance.
Given a graph and a source node, one must schedule the roles
of the nodes over several slots in order to inform every node at
distance 2 from the source. We assume that nodes at distance
2 from the source cannot be used to inform other nodes. We
quantify the quality of a scheduling by the number of slots it
uses, the less the better. The number of slots used is an intuitive
measure of the time taken to complete the broadcast. This
problem is motivated by the fact that knowledge at distance 2
is often assumed when designing communication protocols.

A. Related work

This work is primarily inspired by [2], [3], dealing with
D2B in general graphs. They give polynomial algorithms to
schedule distance-2 broadcasts using O(log(n)2) slots, where
n is the number of nodes at distance 2 from the source. Their
result provides a tight upper bound on the number of slots
needed to complete broadcast since there exists a family of
graphs of diameter 2 requiring a logarithmic number of slots
to complete broadcast.

The global broadcast problem, in which a source must flood
the whole network, has been widely studied in general graphs.
See [4] for a survey.

On a theoretical point of view, solving D2B under the
collision model is linked to the exact cover problem. Authors

in [5] give a polynomial algorithm to solve the weighted
covering problem for sets of pseudo-disks in the plane. Their
algorithm can be adapted to decide the existence of a 1-slot
solution to D2B on unit disk graphs.

B. Our results

Our work focuses on restricted classes of graph, and show
that the upper bounds in those cases are strictly lower.

First, we exhibit a family of instances over unit disk graphs
such that solving D2B requires exactly log(n) + 1 slots, n
being the number of nodes at distance 1 from the source. We
further prove that it is always possible to complete broadcast
using O(log(n)) slots, tightening the bound.

Then we consider a more restrictive case: when the neigh-
bourhoods of the nodes at distance 1 are circular arcs of
the nodes at distance 2. We give a simple greedy algorithm
yielding solutions using at most 3 slots. This algorithm proves
a constant upper bound on the number of slots needed to
complete distance-2 broadcasts in these graphs.

C. Notations

An instance of the distance-2 broadcast scheduling problem
(D2B) is given by a graph G = (V,E) and a node xe of
this graph. The immediate neighbours X of xe are called
the source nodes. We call target nodes the set of nodes Y
at distance 2 from xe. This terminology is motivated by the
fact that nodes from Y cannot be scheduled in the broadcast.
Assuming so, solving D2B then consists in scheduling the
transmission of some nodes in X such that every node in Y
gets informed at some slot. A solution to D2B is a set of
subsets of X , {X1, . . . , Xk}, k being the number of slots the
solution uses.

It is clear that X can be fully informed in one slot when
xe acts as the sole transmitter, the bounds we prove in the
following do not count this trivial step.

II. UNIT DISK GRAPHS

In this section, Du denotes the unit disk centred at the
origin. We can assume without loss of generality that the
source node xe is at the origin. When a disk is referred to
as Di for some label i, then Ci will be the corresponding
circle i.e. the border of Di.
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D1

D2

D3

(1, 2, 3)

(1, 3)

(1, 2)

(2, 3)

(3)

(1)

(2)

Fig. 1. Three disks (D1, D2, D3). The gray areas (partitioning the union of
the disks) are the target areas induced by these disks. Each target area contain
its signature

Let us assume that the nodes lie on a plane and that each
source node has a communication disk - its source disk.
Target nodes must be covered using these disks. An instance
of D2B is now a couple (D, Y ), D being a set of source disks
and Y a set of targets. Let D = {D1, . . . , Dm} be a set of
labelled source disks. Given D′ ⊂ D, the proper intersection
of all the disks in D′ is ⊓D′ :=

⋂
x∈D′

x \ ⋃
y∈D\D′

y. If said

proper intersection is non-empty, we say that D′ induces a
target area. We define the signature of a target area as the
set containing all the labels of the disks inducing this area.
In Figure 1, three disks D1, D2, D3 intersect each other. The
gray areas are target areas. Each area has a signature. For
instance the target area of signature (1, 2) is the intersection
between D1 and D2 minus D3. Note that the target areas
partition the union of all the disks.

A. Unit disk graphs requiring a logarithmic number of slots

Theorem II.1. Let m ∈ N. Let D = (D1, . . . , Dm) be a set
of distinct source disks which centres lie on the same radius of
the unit disk. There exists a set Y of points such that solving
D2B over (D, Y ) requires 1 + ⌊log2(|Y |)⌋ slots.

Proof. We can assume that D is ordered by the disks’ centres’
distance to the origin. For all Di in D, xi is the centre of
Di. The signature matrix M given in Figure 2 contains the
signatures of all the non-empty target areas induced by D.

Now we build an instance of D2B by placing a target node
in each target area. Denote n the number of target nodes (n =
m(m+1)

2 ) and tk the number of slots needed to inform k targets
for all k ∈ {1, . . . , n}. Clearly t1 = 1.

For some i, let us remove from M all the target areas which
signatures contain i (see the gray part in Figure 3). Note that
the remaining areas to cover may form two disjoint instances—
residual instances—of the problem on smaller graphs. One

(1)

(1, 2) (2)
...

...
. . .

(1, . . . ,m) (2, . . . ,m) . . . (m)

Fig. 2. Signature matrix M. Each entry is the signature of a target area
induced by D. Note that an entry (i, j) corresponds to the signature (i, . . . , j).

instance uses disks of indexes 1 to i − 1 and the other uses
disks of indexes i+1 to m. Note that if i = 1 or i = m, there
is only one residual instance.

(1)
...

. . .

(1, . . . , i) . . . (i)
...

...
...

. . .

(1, . . . ,m) . . . (i, . . . ,m) . . . (m)

Fig. 3. When node i is the sole emitter at a given slot, the gray rectangle is
covered. The remaining uncovered parts of the matrix are disjoint and can be
processed in parallel without risking to interfere at an uncovered area.

Observe that the signature matrices of the residual instances
have the same form as the original instance. Whichever i is
chosen to emit at first slot, at least one of the residual matrices
has size at least ⌈m−1

2 ⌉. Since the two residual instances
are disjoint, they can be processed in parallel. The following
recurrence on tn is now verified.

tn ≥ t⌈n−1
2 ⌉ + 1 (1)

≥ 1 + ⌊log2(n)⌋ (2)

Now let us prove that the recurrence equation can be tight.
The two following properties are verified.

1) There exists a target area of signature (1, . . . ,m). In any
solution (X1, . . . , Xk) there is thus a Xi of cardinality 1.

2) Given a solution (X1, . . . , Xk), permuting two sets in
the solution does not change it.

Taking these two facts under account, we can assume that
in any solution the first slot is occupied by a single source
node i.e. |X1| = 1.

Now if we choose the central node i = ⌈m−1
2 ⌉ to transmit at

each recursion step, then the solution produced is necessarily
optimal. Indeed, in each residual instance the target area with
the biggest signature has to be covered. By choosing the
central node as sole transmitter for the first step, we ensure
that said area is covered, and that the residual instances have
roughly the same size. We then have tn = 1 + ⌊log2(n)⌋.

B. A logarithmic number of slots always suffices

We call angular region any part of the plane delimited by
two half-lines with a common extremity being the origin. An
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angular region is of angle α if the angle formed by the half-
lines delimiting it is α.

Lemma II.1. Let D be a set of source disks, and Z be an
angular region of angle π

2 . For all Di, Dj in D, Ci and Cj

intersect at most once in Z \Du.

O

A
B

P

Q

C

αβ

γ

Fig. 4. Circles of centres A and B intersecting at points P and Q. Using the
angle at center theorem on γ and β, we show the angle α to be at least π

2
.

Proof. Let D1 and D2 be two disks of centres A and B,
containing the origin O. Let P and Q be the intersection points
between C1 and C2. Let C be the intersection between the line
(OA) and D1. We can assume without loss of generality that
A and B lie in a half of the unit disk centred in O. We can
also assume that A is closer to O than B is. Now let α be
the angle ( ~OP , ~OQ), β the angle ( ~AQ, ~AP ) and γ the angle
( ~CP , ~CQ) (see Figure 4). Since β and γ intercept the same
arc of C1, the angle at center theorem states that γ = β

2 .
By construction, since the triangle OPQ is contained in the
triangle CPQ, we have α ≥ γ. Then, β > π because if β = π
then PQ is a diameter of both C1 and C2 meaning that these
two circles are equal. We thus have α > π

2 and therefore C1

and C2 cannot intersect more than once in Z \Du.

Given a set of source disks D and a disk D ∈ D labelled
i we say that D induces a proper area if there exists a target
area induced by D of signature (i). Now consider an angular
region Z of angle π

2 , we define D|Z as the set of all disks in
D intersecting Z non-emptily. We then remove from D|Z all
the disks not inducing a proper area in Z. Now order the disks
in D|Z according to the angle to the proper area they induce
(see Figure 5). After this ordering D|Z = (D1, . . . , Dm) if Si

and Sj are proper areas induced by Di and Dj with i < j

then ∀P ∈ Si, ∀Q ∈ Sj , ̂
( ~OP , ~OQ) ∈]0, 2π[.

We will next assume that D|Z does not contain three circles
intersecting in one point in Z. It is not hard to work around
it, but simplifies the proof of the following lemma.

D1

D2

D3

Fig. 5. Ordering disks w.r.t the proper areas in a quadrant. D1’s proper area
appears first then D2’s then D3’s.

Lemma II.2. Let S be a target area induced by D|Z such
that S ∩Z 6= ∅ then the signature of S is of the form σ(S) =
(i, i+ 1, . . . , i+ p) for some i, p.

Proof. Let us assume it is not the case, thus there is a gap
in the signature of S : σ(S) = (i, . . . , k, k + j, . . . , i+ p)
with j > 1. Consider the set of source disks
D′ = {Dk, Dk+1, Dk+j} which we can renumber D′ =
{D1, D2, D3} to clarify things. Now there exists an area of
signature (1, 3). Using Lemma II.1 we know that there is a
unique intersection point P between C1 and C2 in Z. Let
Z− (resp. Z+) be the part of Z located counterclockwisely
before (resp. after) the line (OP ). Let D+

i := Di ∩ Z+ and
D−

i := Di ∩ Z− for i = 1, 2, 3. Since C1 intersects C2

only once, we know that D−
2 ⊂ D−

1 and D+
1 ⊂ D+

2 . As a
consequence, the area of signature (1, 3) cannot lie in Z+, it
has to lie in Z−.

1) Assume that C1 and C3 do not intersect in Z−, then
D−

3 ( D−
1 because otherwise the proper area induced

by D3 appears before the proper area induced by D1

which is absurd. Note that C2 and C3 have to intersect
in Z+ because if not

a) either D+
2 ( D+

3 and then D2 does not induce a
proper area in Z since D−

2 ( D−
1 which is absurd;

b) or D+
3 ( D+

2 and then the proper area induced by
D3 appears in Z− thus before the one induced by
D2 which lies in Z+. That is absurd as well.

Thus, C2 intersects C3 in Z+ and we know they do
not intersect in Z− using Lemma II.1. Under these
assumptions D−

3 ( D−
2 because otherwise D−

2 ( D−
3

and P ∈ D−
3 , thus D−

3 ∩D−
1 6= ∅ or D−

3 ( D−
1 , in both

cases it is absurd. Thus, we have D−
3 ( D−

2 , and in that
case the area of signature (1, 3) cannot exist, which is
absurd since we assumed it did exist.

2) Finally, assume that C1 and C3 do intersect in Z−. Then
C3 intersects C1 before P (because we assume that three
circles never intersect in one point) and the proper area
induced by C3 appears before the proper area induced
by C2, absurd again.
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Both cases lead to contradictions, the area of signature
(1, 3) cannot exist. The signature of S is thus of the form
(i, i+ 1, . . . , i+ p), thus the lemma.

Theorem II.2. Let D be a set of source disks, then all the
target areas induced by D can covered using O(log2(n)) slots.

Proof. Partition the plane in four angular sectors of angle
π
2 Z1, Z2, Z3, Z4. First, consider Z1 then using Lemma II.2
any target area appearing in Z1 has signature of form (i, i +
1, . . . , i + j) for some i, j (after removing the disks not
inducing proper areas and reordering D|Z1

). We can thus build
a signature matrix for D|Z1

having the same form as the
matrices considered in subsection II-A. Since we showed that
instances with such signature matrices can be dealt with using
O(log2(n)) slots, we can cover any target area appearing in
Z1 using O(log2(n)) slots. We can then do the same for Z2,
Z3 and Z4 sequentially and cover any target area induced by
D in O(log2(n)) slots.

III. CIRCULAR ARC NEIGHBOURHOODS

We now suppose that the set Y of target nodes can be
placed on a circle, and the neighbourhoods of X can be
represented by proper arcs on that circle - that is a target
node y can be reached by a source node x if y lies on the arc
representing x’s neighbourhood. For instance, on Figure 6, x1

has neighbourhood {y1, y2, y3, y4}.
X and Y can be arbitrarily ordered as follows. Pick one of

the source nodes x to be the first one in the X order (x =
x1), then number {y1, . . . , yk} its neighbours. Now number
x2 the node which arc starts after x1, and its neighbours can
be numbered following x1’s neighbours. One can do so until
every node in X and every node in Y have been ordered (see
Figure 6).

•
y1

•
y2

•
y3•

y4
•
y5

•
y6

•
y7

•
y8 •

y9

•
y10

•
y11

•
y12

x3

x1

x4

x2

Fig. 6. Dots are target nodes, arcs represent source nodes

Theorem III.1. 3 slots are always enough to solve D2B in
the circular arc neighbourhoods case.

Proof. The following procedure produces a solution to D2B
using at most 3 slots.

1) order X and Y as previously explained
2) let y be the first target in Y not yet covered

3) add to the solution the arc covering y ending the furthest
possible after y

4) go to 2 while Y is not entirely covered
Denote x1, . . . , xk the nodes selected during the procedure.
Then N(xi)∩N(xi+2) = ∅ for all i = {1, . . . , k−3}. Indeed,
if N(xi)∩N(xi+2) 6= ∅ then consider the target y that forced
the algorithm to pick xi+1, and the target y′ that made it pick
xi+2. We know that y 6∈ N(xi), and that the arc xi+1 ends
after the arc xi+2 (otherwise xi+2 would have been picked
instead since N(xi) ∩ N(xi+2) 6= ∅), but then y′ being the
first target after xi+2 would be contained in N(xi+1) and
xi+2 would not have been picked, that is absurd thus N(xi)∩
N(xi+2) = ∅.

Possibly N(xk−2) ∩ N(xk) 6= ∅. Now, let X1 = {xi, i <
k is odd }, X2 = {xi, i < k is even } and X3 = {xk}.
{X1, X2, X3} is thus a broadcast using three slots.

IV. CONCLUSION

We studied the distance-2 broadcast problem in two specific
cases. In general graphs, there is a tight O(log(n)2) upper
bound on the number of slots needed to solve the problem.
We improved this bound in unit disk graphs to O(log(n)).
In the case the neighbourhoods can be represented as circular
intervals, we proved the bound to be even lower: O(1).

In the future we would like to extend our research to other
classes of graph, or more accurate communication models.
Another interesting problem is the maximal cover in a fixed
number of slots.
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Abstract—Managing a  one-way  vehicle  sharing  sys-
tem means periodically moving free access vehicles from
excess to deficit stations in order to avoid local shortages.
We perform a lower bound analysis for the static ver-
sion of the resulting operational decision problem, and
derive from this analysis two heuristic algorithms whose
main feature is to be vehicle oriented, which means that
they focus on the way vehicles are exchanged between
excess and deficit stations.  

I. INTRODUCTION

EHICLE Sharing systems [13, 16] are emerging

mobility systems which aim at compromising be-

tween purely individual mobility and rather rigid pub-

lic transportation. Such a system is composed of a set

of  stations, at which free access  vehicles  are parked.

Those  vehicles  can  be  bicycles  or  electric  cars.

There exists a special station called Depot, in which a

set of  carriers (trucks, self-platoon convoys, …) are

stored, which periodically exchange vehicles between

the  stations and eventually provide the system with

additional vehicles. A trend is to make the system be

a one-way system, which means that users are not im-

posed to give vehicles back at the station where they

have been picking up. This feature makes the system

more attractive.  But a drawback is that it  raises the

eventuality of unbalanced situations, in the sense that

some  stations may  become  overfilled  other  under-

filled, provoking local shortages or making users un-

able to give their vehicle back. In order to avoid such

a situation, managers have to periodically perform a

relocation process: carriers pick up vehicles from ex-

cess stations and transfer them to deficit stations. Per-

forming  this  process  while  meeting  both  economic

and quality of service purposes  means addressing a

Vehicle Sharing Relocation problem (VSR). Though

practically  this VSR problem has to be handled  on

line [13, 14], most related academic studies have been

involving static (see [5, 6, 13, 15, 19]), or eventually

dynamic formulations [11, 17].

V

Those  formulations,  which  differ  in  a  significant

way  from  an  author  to  another,  have  been  mostly

handled  through  hierarchical  decomposition  into  a

carrier  routing master model  and  a  vehicle

load/unload slave model, and through local search or

genetic  algorithms  (see  [6,  8,  10,  18]).   Their

common feature is that they are  carrier oriented, in

the sense that they focus on the construction of the

recollection tours which are run by the  carriers, and

consider the routing of the vehicles inside the carriers

as a kind of slave object. Such an approach may be

discussed because it cannot rely on a backward link

between  the  master  carrier  tour  collection  and  the

vehicle sub-problem, which would provide sensitivity

information  and  help  in  driving  the  search  for  the

master object. It comes that the search for the master

carrier  tour collection is very often performed in a

somewhat blind way.

We  adopt  here  the  opposite  point  of  view  and

consider that an efficient way to perform a relocation

process is to route the vehicles from excess stations to

deficit ones in a way which make them share, as often

as possible,  related  carriers.  So the purpose of this

work is to propose and test alternative approaches to

carrier oriented  ones,  which  we  shall  call  vehicle

oriented:  the  vehicle routing  strategy  becomes  the

master  object,  which determines  in turn the  carrier

routes.  

The  paper  is  organized  as  follows.  First  we

introduce a formal VSR model, generic in the sense

that it mixes different criteria: economic cost of the

relocation process  (number  of  carriers and  carrier

riding time), and quality of service (unavailability of

the  vehicles during the process). Next we perform a

lower bound analysis of this VSR model. The way we

obtain  lower  bounds  leads  us  to  the  design  of  2

heuristic VSR algorithm: the first one considers the

way  vehicles are distributed from  excess  stations to

deficit  ones as the master object and relies on a Min

Cost  Assignment/Pick  up  and  Delivery

decomposition;  the  second  one  considers  the

aggregated routing of  the  vehicles along the  station

network  as  a  main  object,  and  relies  on  a  lift

procedure  which  turns  an  aggregated  routing  of

vehicles and  carriers  into a feasible VSR solution.

We end with numerical experiments.  
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II. THE VSR MODEL 

A.  Instances, Feasible Solutions and Models.  

VSR (Vehicle Sharing Relocation Problem) 

Instances: We consider here a set X of stations, one of 

them being a specific station Depot. Any station x is 

provided with a coefficient v(x), which tells us that 

v(x) vehicles are in excess at station x: if v(x) is strictly 

negative, then we need to bring - v(x) vehicles to 

station x (x is then said to be a deficit station); if v(x) 

is strictly positive, then x is an excess station and we 

need to remove v(x) from x;  if v(x) = 0 then x is said 

to be neutral.  We suppose that  x X v(x) = 0, which 

means that the Depot station may be used to bring 

additional vehicles to the system, or, conversely, to 

remove some of them. DIST denotes the X.X distance 

matrix: DISTx,y is the distance (time required for a 

carrier to go from x to y)  between station x to station 

y. Matrix DIST is not required to be symmetric, but 

should satisfy the Triangle inequality. T-Max is the 

maximal makespan of the relocation process, which 

means that the total duration of this process should not 

exceed T-Max.  By the same way, COST denotes the 

carrier cost matrix: COSTx,y is the cost which is 

induced for a carrier when it moves from x to y). All 

carriers are identical with capacity CAP and initially 

located at the Depot station. This defines a VSR 

instance (X, v, CAP, T-Max, DIST, COST).   

 

VSR Feasible Tours: A VSR tour  is a finite 

sequence Route = {x0 = Depot, x1, .., xn() = Depot} of 

stations, which is called a route, given together with a 

loading strategy, that means with 2 sequences  Load 

={L0, L1, .., Ln()} and Time ={T0 = 0, T1, .., Tn()} of 

coefficients whose meaning is: a carrier which 

follows the route  loads, at time Ti, Li vehicles at 

station xi (unloads in case Li  < 0). The COST-length 

L-COST() of such a tour is the sum   j  (COSTxj, xj+1) 

and its DIST-length L-DIST() is the sum   j  (DISTxj, 

xj+1). This VSR tour  is VSR feasible if: 

 For any i = 0, .., n()-1, T-Max  Ti+1   

  Ti + DISTxi,xi+1;        (E1) 

 For any i = 0, .., n()-1, 0 ≤ L*i =  

  j =0..i Lj   ≤ CAP;        (E2) 

  j = 0..n() Lj   = 0;          (E3) 

 For any j such that v(xj)   0,  

  then v(xj)  Lj     0;       (E4) 

 For any j such that v(xj) ≤ 0,  
  then v(xj) ≤  Lj   ≤ 0.      (E5) 

 

Explanation: (E1): A carrier needs at least 

DISTxi,xi+1 time units in order to go from xi to xi+1; 

(E2): L*i denotes its current load when it leaves xi, 

and this loads cannot exceed the capacity CAP; (E3): 

Any carrier is empty when its starts and finishes a 

tour; (E4, E5): loading (unloading) operations are 

respectively restricted to excess (deficit) stations, 

which also means that we impose a given vehicle to be 

moved from an origin station to a destination station 

by exactly one carrier (Non Preemption hypothesis). 

 

Given scaling coefficients  together with a 

VSR instance (X, v, CAP, T-Max, DIST), we set: 

 

VSR Model:{Compute a VSR feasible tour 

collection * = ((k), k = 1..K) such that: 

 For any station x:   

 k  i such that x(k)i = x L(k)i  = v(x).    (E6) 

 Minimize Cost(*) = .K + . k L-Cost((k)) 

+ .( k  j  (DISTx(k)j, x(k)j+1.L*j)}. 

 

Explanation: (E6): For any excess station x, v(x) 

vehicles have to be picked up in x, and for any deficit 

station x, - v(x) vehicles have to be delivered to x 

Minimize: Cost(*) is a weighted sum of the active 

carrier number .K, the carrier riding cost  k L-

Cost((k)) and the vehicle riding time (time vehicles 

spend into the carriers)  k  j  (DISTx(k)j, x(k)j+1.L*j). 

 

Remark 1 about MIP VSR models and 

Complexity: Modeling VSR through a MIP (Mixed 

Integer Linear Program) is possible, but difficult and 

inefficient. As for complexity, VSR is NP-Hard, even 

if we consider one carrier (very large) with capacity 

1, if every quantity v(x) is equal to 1 or -1, and if  = 

0. In such a case, solving the problem becomes 

equivalent to solving the Travelling Salesman 

problem on a bipartite graph (the excess stations on 

one side and the deficit ones on the other side), which 

is known to be NP-Hard. Also, we may notice that 

VSR contains the Uncapacitated Swapping Problem, 

which is also known to be NP-Hard (see [2]). 

  

B. Loading Strategy Flow Model. 

Let us suppose now that we are provided with a 

collection Route= {Route,1, .., Route,K} of K carrier 

routes, all with length ≤ T-Max.  We define a network 

H(Route) as follows: 

 Nodes of H(Route)  are :    

o copies of the nodes x
k
j of Route,1, .., Route,K, 

considered as being all distinct; 

o a source s and a pit p; 

o nodes Exc(x), x  X, excess nodes; 

o nodes Def(x), x  X, deficit nodes. 

 Arcs e of H(Route)  and related costs Ce are :   

o tour-arcs  e = (x
k
j , x

k
j+1) of the routes Route,k, 

with cost Ce = DISTxkj, xkj+1 ; 

o load-arcs e = (Exc(x), x
k
j), x  X, x excess, such 

that the image in X of x
k
j is x, with Ce = 0; 

ounload-arcs e = (y
k
j, Def(y)), y deficit, such that 
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the image in X of y
k
j  is y, with Ce = 0; 

oexcess-arcs e = (s, Exc(x)), x excess, with Ce = 0;  

odeficit-arcs e = (Def(y), p), y deficit, with Ce = 0. 

 

Then we set:    

 

Load-VSR Model:{Compute on the network 

H(Route) a non negative integral arc indexed flow 

vector Z such that: 

o for any arc-tour e, Ze  CAP ; 
o for any arc e =  (s, Exc(x)), x excess, Ze = v(x); 
o for any arc e =  (Def(y), p), y deficit, Ze= -v(x); 

o C.Z =  e Ce .Ze is the smallest possible} 

 

Lemma 0: Any optimal solution (if it exists) of Load-

VSR provides us with an optimal loading strategy 

related to the route collection Route   
 

Proof: Any loading strategy related to the tour 

collection  may be turned into a feasible solution of 

Load-VSR whose cost is exactly the vehicle riding 

time:  k  j  (DIST(x(k)j, x(k)j+1).L*j). Conversely, any 

flow vector Z which is a feasible solution of Load-

VSR can be interpreted as a loading strategy. ฀ 

  

We deduce the following VSR Route Oriented 

reformulation: {Compute a route collection *Route = 

{Route,1, .., Route,K}, and a feasible solution Z of the 

related Load-VSR model, such that: .K + . C.Z  + 

 k L-Cost(route,k)  is the smallest possible}.  

 

III. VSR LOWER BOUNDS 

 

We propose here 2 classes of VSR lower bounds: 

the first one relies on Min-Cost Assignment models 

which separately bound the active carrier number K, 

the carrier riding cost k L-COST((k)) and the 

vehicle riding time  k  j (DISTx(k)j, x(k)j+1.L*j). The 

second one, more complex, embraces the 3 quantities 

in a same Network-Flow model.  

 

A. Min-Cost Assignment Based Lower Bounds.  

We set the following ILP models: 

 

VMC Vehicle-Min-Cost: {Compute integral vector 

Q = (Qx,y, x excess, y deficit stations)  0, such that: 

o For any excess station x, y deficit Qx,y = v(x); 

o For any deficit  station y, x excess Qx,y = - v(y) 

o Minimize  x,y DISTx, y.Qx,y } 

 

We denote by LB-VMC the related optimal value, 

which may be computed while relaxing the 

integrality constraint on the vector Q.   

 

UCMC Unit-Carrier-Min-Cost:{Compute rational 

vector R = (Rx,y, x, y  X)  0, such that: 

o For any excess station x,  

y deficit station Ry,x = y deficit station Rx,y  =  v(x) 

o For any deficit  station y,   

x excess station Ry,x =  x excess station Rx,y = - v(y) 

o y   RDepot,y   = y   Ry,Depot   1 

o For any subset A, which is not empty and does 

not contain Depot,  x A y, y A Rx,y    1 (No 

Subtour Constraint) 

o Minimize  x,y COSTx, y.Rx,y } 

LB-UCMC is the related optimal value. 

 

CMC Carrier-Min-Cost:{Compute rational vector 

R = (Rx,y, x, y stations)    0,  such that: 

o For any excess station x,  

CAP.y Rx,y = CAP.y   Ry,x   v(x) 

o For any deficit  station y,  

CAP.x  Rx,y = CAP.x   Ry,x   - v(y) 

o y   RDepot,y   = y   Ry,Depot   1 

o For any subset A, which is not empty and does 

not contain Depot,  x A y, y A Rx,y    1 

o Minimize  x,y COSTx, y.Rx,y,} 

 

LB- CMC is the related optimal value. We denote 

by LB-Time-CMC the value of the model which 

derives from CMC by replacing COST by DIST.  

 

Theorem 1:LB-MC =LB-Time-CMC/T-Max + 

LB-CMC + LB-VMC is a VSR lower bound. 

 

Proof: We see that VLB-A is a lower bound for the 

vehicle riding time:  k  j (DISTx(k)j, x(k)j+1.L*j). Also 

LB-CMC is clearly a lower bound for the carrier 

riding cost  k T(k)n((k)) .We conclude by noticing that 

the number of carriers K must be at least equal to the 

quantity (Carrier Riding Time/T-Max).฀ 

  

Theorem 2: A Non Preemptive VSR lower bound is 

given by LB-UMC =  LB-Time-UCMC/(CAP.T-

Max) +   LB-UCMC/CAP + LB-VMC.   

 

Proof:  We notice that any tour  which satisfies (E1, 

E2, E3) may be split into CAP tours 1, .., CAP, with 

same lengths, which globally perform the relocation 

process when related CAP = 1. So, if Carrier-Ride-

Time1 and Carrier-Ride-Cost1 respectively denote the 

smallest possible values for the carrier riding time 

and the carrier riding cost  related to the case when 

CAP = 1 and T-Max = + , we see that: the Riding 

Time (Riding Cost) of any VSR solution   is at least 

equal to Carrier-Ride-Time1/CAP (Carrier-Ride-

Cost1/CAP). We deduce that  Carrier-Ride-

Time1/CAP.T-Max  +    Carrier-Ride-Cost1/CAP + 

LB-VMC is a VSR lower bound.  But Carrier-Ride-
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Time1 corresponds to a kind of TSP carrier tour 

starting and ending from depot, according to which 

the carrier alternatively moves from excess to deficit 

nodes. Clearly LB-Time-UCMCA provides us with a 

lower bound for the DIST-length of such a tour.  The 

same reasoning holds with Carrier-Cost-Time1. We 

conclude. ฀ 

 

B. A Network Flow Based Lower Bound.  

One may reinforce the above lower bounds 

according to the following construction. We first 

define a network G* = (X*, E*) as follows: 

o X* = X  {s, p} where nodes s and p are 

additional nodes source and pit; 

o The restriction of G* to X is a complete network: 

any related arc e = (x, y) is provided with a 

carrier cost CCe = COSTx, y.(+ /T-Max) and to 

a vehicle cost CVe  =  .DISTx, y. 

o There is an arc (s, x) from s to any excess station 

x, with null carrier and vehicle costs; 

o There is an arc (y, p) from any deficit station y to 

p, with null carrier and vehicle costs; 

o There is a backward arc (p, s), with null carrier 

and vehicle costs. 

     
 Figure 1: A network G* derived from 3 excess 

stations and 5 deficit stations. 

  

Then we set: 

VSR-Flow Model: {Compute on the network G* 

two integral flow vectors F and f such that: 
o For any arc e = ((x, y), x, y ≠ s, p,  

 fe ≤  CAP.Fe;         (E7) 
o For any excess (or neutral) station x,   

f(s, x) = v(x)           (E8) 
o For any deficit deficit station y,  

f(y p) =  - v(x)           (E8-1) 

o y  FDepot,y   = y   Fy,Depot   1    (E9) 

o Minimize  arcs e CCe.Fe +  arcs e CVe.fe.} 

 

We denote by LB-Flow the related optimal value 

of this program. Then we may state: 

 

Theorem 3: LB-Flow is a VSR lower bound  
 

Proof : Any VSR feasible solution may be represented 

as a tour collection  (it is enough to consider the 

related route collection Route) given together with a 

feasible solution Z of the linear program Load-VSR. 

Clearly,  gives rise to a flow vector F. By the same 

way, Z may be turned into a flow vector f which 

satisfies (E8), and one easily checks that (E7) is 

satisfied by the two projections of and Z as flow 

vectors F, f on the network G*. It comes that any VSR 

feasible solution  Z  may be turned into a feasible 

solution (F, f) of VSR-Flow. But the cost of (, Z) is 

equal to: .K + . k L-COST(k) + C.Z, where C is 

the cost vector of the Load-VSR model. Proceeding as 

in the proof of Theorem 1, we see that this quantity is 

at least equal to:  .(k L.DIST(k))/T-Max + . k L-

COST(k) + C.Z, which coincides with the quantity 

CC.F + CV.f. We conclude.  ฀ 

 

Remark 2: The above VSR-Flow model does not 

solve our VSR problem. On may consider as example, 

a station set X = {Depot, A, B, C}, a carrier flow F 

which describes the route (Depot, A, B, C, A, Depot) 

followed by 1 carrier with capacity 1, and a vehicle 

flow f which routes 1 flow unit from excess station C 

to deficit station B. Then the carrier cannot deliver its 

load in B before picking it up in C. 

 

Remark 3: LB-Flow value provides us with a 

better lower bound than the LB-MC lower bound of 

Theorem 3. Still, VSR-Flow is a complex NP-Hard 

model, whose rational relaxation yields a poor lower 

bound as soon as CAP is large. The Lagrangean 

relaxation of the coupling constraint (E7) yields a 

Lagrangean value Sup Inf h  (CV + ).h) + Inf H 

(CC - ).H) where: 

o Vector flow h is subject to (E8) and vector flow H 

is subject to (E9);  

o ={such that the restriction of the graph GProj to 

X does not contain any negative (CC –)-circuit}.   

But, because of total unimodularity of flow constraint 

matrices, this value is the same as the value obtained 

by performing Lagrangean relaxation of (E7) on the 

rational relaxation of VSR-Flow. That means that the 

above Lagrangean value does not improve the 

standard relaxation of the integrality constraint.  

 

IV. VSR HEURISTICS 

A. Min-Cost Assignment Based Heuristic.  

 

We decompose here the VSR Problem into a 

Master Min-Cost Assignment problem and a Slave 

Pick&Delivery (PDP) Problem. Let us recall that a 

Pick&Delivery instance (see [1, 3, 15]) is defined by: 

o a set J of requests j = (o(j), d(j), (j)), where o(j), 

d(j) and (j) are respectively the origin, the 

destination and the load of j; 

o a maximal duration D-Max of the routes 

followed by the trucks, all with capacity CH; 

o a Depot node, where all trucks are initially 
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located; 

o a distance matrix D, defined on the set N of all 

nodes o(j), d(j), j   J, augmented with the 

Depot node. 

A collection  of truck routes (m), m = 1..M  defined  

on the set N is a feasible PDP solution if: 

o Every request j is serviced by some truck m: m 

first loads (j) in o(j) and unloads it in d(j); 

o The load of a truck never exceeds capacity CH; 

o The length (for the D matrix) of any route (m), 

m = 1..M, never exceeds D-Max. 

The length, in the sense of the D matrix, of route 

(m), is denoted by L-D((m)). Then solving our PDP 

instance means computing such a feasible route 

collection  which minimizes a quantity:   

A.M + B.  m L-D((m)) + C.  j  (j).Ride(j),  

where Ride(j) is the time spent by load (j) inside a 

truck. A Load-Split PDP instance is defined the same 

way, but loads (j) may be split it into several sub-

loads, which are separately handled.   

  

Let us come back to our VSR instance, and 

suppose that we know, for every pair of stations (x, y), 

where x is an excess station and y is a deficit station, 

which quantity Qx,y had to move from x to y in order 

to achieve the Relocation process. Then, we only need 

to solve the Load-Split PDP instance defined by: 

o Requests j = (o(j)= x, d(j) = y, (j) = Qx,y), 

taken for all pairs x, y such that Qx,y≠ 0; 

o D-Max = T-Max; D = DIST; CH  = CAP;   

o A = , B= b, C = . 

 

One easily checks that it is possible to impose 

assignment vector Q to be an optimal solution, for 

some cost vector U = (Ux,y, x Excess, y Deficit)  0, of 

the following MCA(U) (Min-Cost Assignment) model:  

 

MCA(U):{Compute integral vector Q = (Qx,y, x 

excess, y deficit stations)  0,  such that: 

o For any excess station x, y deficit  Qx,y = v(x); 

o For any deficit station  y, x excess Qx,y = - v(y) ; 

o Minimize  x,y Ux, y.Qx,y, .} 

 

This yields the following decomposition scheme 

VSR-MCA for the handling of the VSR Problem:   

 

 VSR-MCA(N-Rep: Replication Number, N: Loop 

Number) 

For j = 1..N-Rep do 

Initialize cost vector U = (Ux,y, x Excess, y 

Deficit)  0;  

For j = 1..N do  (*Local Search Loop*) 

Derive a PDP Assignment vector Q through 

optimal resolution of MCA(U); 

Solve (in a heuristic way) the related Load-

Split PDP instance; 

Update cost vector U; 

Apply to the resulting route collection 

Route= {Route(1), .., Route(K)} the Load-

NP-VSR model, and remove from the routes 

Route(k) all stations which do not correspond 

to any effective load/unload transaction; 

Keep the best result ever obtained. 

 
We deal with Load-Split PDP through a GRASP-

VNS (Variable Neighborhood Search) process based 

upon Insert/Remove operators: 

- Insert operator: Inserting request  

j = (o(j), d(j), (j))  into some route (m) means: 

o  computing 2 insertion nodes x and y in 

(m), and some sub-load   ≤ (j); 

o  inserting o(j) (d(j)) between x (y) and its 

successor in (m); 

o adding  to the current load of (m) 

between x and y, and updating  (j); 

- Remove operator: Delete o(j) and d(j) from (m) 

and update the load of m accordingly.   

 

Cost vector U initialization: Because of Theorem 1 

about LB-MC lower bound, we initialize U according 

to the Shortest Cost/Distance Strategy, that means by 

setting, for any x, y,  x Excess, y Deficit, Ux,y =DISTx,y. 

+ . (COSTx,y. + COSTy,x) where  is some randomly 

generated non negative coefficient. 

 

“Update cost vector U” instruction:   

Let us denote by U
0
 the initial cost vector and let us 

consider that we are provided with a current cost 

vector U. We derive from U a request vector Q, a 

request set Req(U) = {r = (x, y, Qx,y) such that Qx,y ≠ 
0}and a VSR feasible solution *, whose global cost 

Global-Cost(*) may be distributed among requests 

(x, y, Qx,y) in a natural way: 

 The carrier cost  + .L-COST((k)) related to a 

given carrier k is shared between the requests 

which are served by this carrier, proportionally to 

the value L-COST((k)x,y).Qx,y, where (k)x,y is the 

sub-route  which is induced by the restriction 

(k)x,y of (k) between x and y (in case Qx,y is split 

into sub-loads, we deal separately with those sub-

loads); 

 Every request r = (x, y, Qx,y) is assigned its part L-

DIST((k)x,y).Qx,y of the vehicle riding time. It 

comes that Global-Cost(*) may be written  

Global-Cost(*) =  r  Req(U) Partial-Cost(r, *), 

where Partial-Cost(r, *) is the part of  Global-

Cost(*) which is charged this way to request r. 

Then, for every request r =  (x,y, Qx,y ≠ 0) we set 
Vx,y  = Partial-Cost(r, *) Qx,y and update U as 

follows: 

 If Qx,y ≠ 0, Ux,y is replaced by (Ux,y + Vx,y 

)/2 else Ux,y is unmodified; 

 When U = U
0
, U values may be very different 
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from V values. So we compute the mean value 

 of the ratio Vx,y /Ux,y , x,y such that Qx,y ≠ 0, 
and replace every value U

0
x,y by = .U0

x,y. 

 

A natural question comes about the quality of the 

Shortest Distance strategy. We may state: 

  

Shortest Cost/Distance Theorem 4:  If = = 0 

(carrier riding time minimization) and T-Max = + , 

then the Shortest Cost/Distance Strategy induces an 

approximation ratio of (1+CAP). This is the best 

possible ratio. 

  

Sketch of the Proof.  We first notice that we may, 

sinceT-Max = + , deal with only one carrier.  In 

order to check that there is no ratio better than 

(1+CAP), we build a VSR instance as follows: 

- K = 1;  

- X = {Depot}  {on,c, dn,c, n = 0..N-1, c = 1..CAP - 

1} where N is a large number; function v is equal 

to 1 for on,c stations and to – 1 for dn,c, stations.   

- X is the node set of a graph G = (X, E) whose arc 

set E = E1   E2  E3  E4 comes as follows: 

o E1 = {(Depot, o0,1 ), (oN-1,1, Depot)}}, both arcs 

with length equal to ½; 

o E2 = {(on,c, on,c+1), (dn,c+1, dn,c), n = 0..N-1, c = 

1..CAP - 1}, all arcs with length , where  is a 

small number;   

o E3 = {(on,CAP, dn,CAP), n = 0..N-1} 

     {(dn,1, on+1,1), n = 0..N-2},  

   all arcs with length 1; 

o E4 = {{(on,c, dn+c-CAP-1,c), }, n = 0..N-1, c = 

1..CAP} addition being performed modulo N, 

all arcs with length 1- , where  is a small 

number}. 

Then we see that the length of a carrier tour is equal 

to 2n.(1+ (CAP-1)). But the vector Q which derives 

from the Shortest Cost/Distance Strategy Distance 

strategy is provided by E4, and the length of a related 

optimal PDP solution is equal to 2n.(1+ (CAP-1)) +  

 c ((2 –  + 2(c-1)).    

In order to check that (1+CAP) provides us with an 

approximation ratio, we denote by Q
Dist

 some vector 

Q which implements the Shortest Cost/Distance 

Strategy, and prove that it is possible to derive, from 

any VSR solution (with only 1 carrier)  another 

feasible solution  consistent with the Shortest 

Cost/Distance Strategy. We do in such a way, while 

using matching techniques, that Length) ≤ 
CAP.Length(), and we conclude. ฀ 

   

B. A Vehicle Flow Based Heuristic.  

 

We derive from the VSR flow model the following 

heuristic scheme:   

 

Vehicle-Flow Algorithm. 

Route collection Route← Nil; 

While coefficients v(x), x  X are not null do 

Compute an optimal solution (F*, f*) of the 

VSR-Flow model;          (I1) 

Turn F* into an Eulerian route ;    (I2) 

Split into VSR feasible sub-routes  

1, .., s and insert them into Route;  (I3) 

Apply the Load-VSR flow model with 

feasibility oriented objective function:  

“Maximize Zp,s“ in order to minimize 

residual excesses and deficits; 

Accordingly update coefficients v(x), x X; 

Apply to the resulting collection Route the 

Load-VSR flow model and derive related tour 

collection  
 

We must detail some instructions inside this 

algorithmic scheme: 

 

- (I1): Handling of the VSR-Flow model: Since VSR-

Flow is difficult to handle, we use an ILP library 

and impose a threshold on the CPU-Time 

allowed for LB-Flow computation as soon as the 

number of stations exceeds 30. 

   

- (I2): Deriving an Eulerian route from F*: Flow 

vector F*defines a collection of arcs (x, y), each 

of them taken F*(x,y) times, in such a way that for 

any node x, there exists as many arcs which enter 

into x as arcs which come out x. So, every 

connected component Xj, j = 1..s, of the resulting 

graph gives rise to some Eulerian route j. We 

build  by starting from Depot, reaching the 

closest Xj into some node xj, running j until 

being back to xj and then reaching the next 

closest Xj and so on.   As a matter of fact, since 

there exists several ways to perform this route 

construction process, we do it while simulating 

related loading/unloading transactions and trying 

to maximize them.   

- (I3): Splitting the tour  into feasible sub-tours: 

Since L-DIST() may exceed T-Max, we run 

along  (starting from Depot), and every time we 

arrive to some station x such that: 

o interrupting current sub-route j by going 

from x to Depot maintains the feasibility of 

j, 

o going to the successor y of x according to  
and next to Depot makes L-DIST(j) exceed 

T-Max,  

then we close j by going from x to Depot, and 

start j+1 by going from Depot to y and so on. 
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V. NUMERICAL EXPERIMENTS

Our purpose is to get a comparative evaluation of
both  the  lower  bounds  which  were  described  in
Section III and the two heuristic scheme described in
Section  IV,  and  at  testing  the  influence  of  scaling
coefficients , ,  

Algorithms were implemented in C, on PC AMD
Opteron 2.1GHz, while using gcc 4.1 compiler. We
used the CPLEX12 library for the handling of linear
models.

Instances:  No  standardized  benchmarks  exist  for
generic VSR. So we built instances as follows:
- The station set X is randomly generated as set of n

+ 1 points x0,  x1, .., xn,  inside the [0,10] × [0,10]
sub-square of the Euclidean 2D-space ;

- DIST corresponds to the Euclidean Distance;
- COST corresponds either  to a multiple of either

the Euclidean distance or the Sum distance DIST-
S: COST(x,y),(x’,y’) =  x’ - x+y’ - y;

- Each station but Depot = x0 is assigned a random
v(x) value chosen between -10 and 10, in such a
way  that  the  sum  of  demands  over  all  stations
equal to 0;

- T-Max is  randomly  chosen  between   =  30
and 100.

A. Testing the Impact of Scaling Coefficients 
,, .   

On a given instance (X, v, CAP, T-Max, DIST), we fix
α = 10, make vary β, δ with β+δ = 1, and compute
solutions through the Shortest Distance Strategy.  We
obtain the Pareto frontier of figure 2, with ts denoting
the  carrier  riding  cost and  tind the  vehicle  riding
time.

 

Figure 2: Pareto frontier carrier riding cost versus 

vehicle riding time

Comment: Carrier riding cost and vehicle riding
time behave like antagonistic criteria.

B. Comparing the Lower Bounds of Section III

For several groups of 10 instances each related to
a given size n, we compute the mean value of:   

- LB-Flow: as defined in Theorem 3;
- LB-MC and LB-UMC as defined in Theorem

1 and 2.
We get the following results:

TABLE 1: LOWER BOUNDS WITH Α =10, Β =1,∆ =0

n LB-Flow LB-MC LB-UMC

20 84.8 82.3 73.6

30 96.5 84.6 77.2

40 108.4 92.2 89.7

50 135.1 117.8 112.7

60 141.5 130.1 115.2

TABLE 2: LOWER BOUNDS WITH Α =10, Β =0,∆ =1

n LB-Flow LB-MC LB-UMC

20 182.7 176.9 160.0

30 228.2 216.2 210.0

40 235.6 218.7 205.9

50 299.9 288.3 269.7

60 297.3 270.1 261.4

 Comment:   Experiments  confirm  Theory

(Theorem 3).  We  notice  the  quality  of  the  lower

bound LB-LF.  

C. Testing the Heuristics of Section IV   

 We compute, for the same groups of 10 instances as
above, the average of the following Cost values:
 SD (SD(50))  obtained  through  1  (50)

replications  (N-Rep =  1  and  N-Rep =  50)  of
Shortest Cost/Distance Strategy initialization of
VSR-MCA => CPU-SD is the related CPU time
(s).

 LS(50): obtained through 50 iterations (N = 50,
N-Rep = 1) of the  Local Search loop of  VSR-
MCA,  after initialization through  SD =>  CPU-
LS is the related CPU time.

 VF: obtained through the Vehicle-Flow heuristic
=> CPU-VF is the related CPU time.

 LB denotes here the LB-Flow lower bound of the
previous  experiment.  For  n  =  40  (50,  60)  we
force the CPLEX computation to stop after 150
s (150 s, 500 s, 1000 s)

We get:

TABLE 3: VALUES SD, RSD(50) WITH Α =10, Β =1,∆ =0

n LB SD CPU-SD SD(50)

20 84.8 99.5 0.1 94.7

30 96.5 120.5 0.3 113.6

40 108.4 152.6 0.9 166.1

50 135.1 182.3 1.4 169.0

60 141.5 200.1 1.8 178.5
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TABLE 4: VALUES PI(50), VF WITH Α =10, Β =1,∆ =0

n LB LS(50) CPU-LS VF CPU-VF

20 84.8 96.3 5.2 92.3 4.7

30 96.5 112.5 12.6 108.9 9.6

40 108.4 139.7 40.4 132.0 140.1

50 135.1 164.0 61.5 161.8 549.3

60 141.5 176.7 80.2 169.3 1086.0

  

TABLE 5: VALUES SD, RSD(50) WITH Α =10, Β =0,∆ =1

n LB SD CPU-SD SD(50)

20 182.7 220.0 0.1 212.1

30 228.2 273.1 0.2 264.6

40 235.6 297.5 0.6 277.7

50 299.9 372.2 1.0 346.3

60 297.3 378.4 1.4 348.9

TABLE 6: VALUES PI(50), VF WITH Α =10 ,Β =0,∆ =1

n LB LS(50) CPU-LS VF CPU-VF

20 182.7 217.6 4.1 205.6 5.8

30 228.2 270.9 8.3 255.7 10.2

40 235.6 288.7 31.6 264.6 187.1

50 299.9 364.7 50.7 335.9 561.0

60 297.3 369.8 61.8 340.8 1098.4

Comment : The improvement margin induced by the
VSR-MCA local  loop  is  not  very  high,  especially
when  the  focus  is  on  the  vehicle  riding  time.   A
consequence  is  that  performing  random
diversification according to the Randomized Shortest
Cost/Distance Strategy is most often more efficient.
Both require small  computational time.  Conversely,
the  Vehicle Flow oriented algorithm provides better
results but equires higher computation times. At the
end, the gap which remains between the LB value and
the  values  which  are  produced  by  our  heuristics
suggests  that  our  lower  bound probably  misses  the
optimal value of our VSR problem by about 8 %.

II. CONCLUSION

We  mainly  dealt  here  with  a  Vehicle  Sharing
Relocation  problem,  related  to  the  operational
management of  Vehicle Sharing systems, and which
we handled according to an approach which puts the
focus on the way transported object  (vehicles)  move
from excess stations to deficit ones. Still, many open
problems  remain,  related  to  the  design  of  exact
algorithms, to the way allowing carriers to exchange
vehicles may eventually  improve the quality  of  the
solutions, and also, if we refer to practical context, to
the  way  algorithms  which  have  been  designed  for
static model may be adapted in order to fit with  on
line  contexts.  Future  research  will  be  carried  on  in
order to address these issues.     
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Abstract—We describe a stochastic method using Dirichlet
processes to derive mixture models that allow the numerical
description of outbreaks of diseases with multiple sources. We
show that existing disease models may be extended using this
method and how this may be used in a practical context to
support the simulated response to a mass casualty public health
emergency.

Index terms epidemiology, stochastic processes, clustering, mix-
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I. INTRODUCTION

MODERN epidemiological practice during the investiga-
tion of the outbreak of a disease often involves the con-

struction of mathematical or computation models. Frequently,
these models are used to answer operational questions such as
forecasting where further cases are likely to occur, what the
total number of casualties are likely to be, and perhaps even
where the likely source of the disease may be found. To be of
greatest value such estimates need to be made from a small
number of cases early in the course of the outbreak so that
public health officials may prioritize resources.

Many of these epidemiological models use the approach of
representing the outbreak as a probability density function [1]–
[3]. As such, samples taken from this function should produce
a similar spread of cases as the real outbreak. These probability
density functions are usually parametrized by a fixed and finite
number of parameters e.g. spatio-temporal location, climatic
conditions, transmission rates, etc. [3]. The values of these
parameters are manipulated until a set is found which max-
imises the likelihood of the probability density function. This

optimisation process is a well known problem in mathematics
and computer science with a huge literature. Major reviews
may be found in [4]–[6] and also see Fletcher [7] for a partial
overview and introduction of current theory and techniques.

Diseases however may not be limited to a single source or
event. Examples where there may be multiple clusters within
an outbreak could include:

• A legionella outbreak where multiple cooling towers or
air conditioning units are responsible for the cases.

• A shipment of infected food distributed to a large number
restaurants, schools, canteens etc. over a region.

• A terrorist incident involving multiple covert releases of
a pathogen in a short period of time.

Where there are multiple sources, the scenario can be thought
of as several simultaneous, independent outbreaks in space
and time. Since we do not know a priori how many sources
there are, the process of determining the parameter values
becomes substantially more difficult. The problem now re-
quires a solution related to cluster analysis for which there are
many well-known algorithms such as k-means clustering [8],
[9], principal component analysis [10]–[12] and hierarchical
cluster analysis [13] which have been applied to problems
within the field of epidemiology [14]–[17].

Applying such clustering algorithms directly to a multi-
outbreak situation is complicated, especially as it may not be
clear many sources of exposure there are and consequently
what the ‘correct’ number of clusters should be. In this paper
we show how multiple solutions for the value of parameters
in the base model can be considered as a mixture model, i.e.
a weighted sum of several probability density functions each
with different parameter values. We show how such a mixture
model may be calculated by applying a Dirichlet process and
extend a single source disease plume model using Dirichlet
processes to encompass multiple sources to provide a concrete
example of this method in action during a table top exercise.
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II. MIXTURE DISTRIBUTIONS

A. Finite mixture models

In this paper we denote probability density functions by F
(or F∗) and probability mass functions by H (or H∗).

Given a finite collection of probability density functions, a
finite mixture distribution is the probability density function
for a random variable derived by first randomly selecting one
of the probability density functions and then drawing a sample
from that probability density function.

Formally, let F1, F2, . . . , Fn be probability density functions
with the same domain and w1, w2, . . . , wn, be positive real
numbers (weights) such that w1 + w2 + . . .+ wn = 1.

Then the probability density function for the derived mixture
distribution is given by:

F (x) =

n∑

i=1

wiFi(x).

To sample from this distribution we first choose a distribution
Fk with probability P(k = i) = wi, then we draw from Fk.

From an epidemiology perspective, we can think of each
pair (Fi, wi) as distinct clusters and the probability that a case
belongs to that cluster. Here we take all the probability density
functions to be the same (e.g. all lognormal distributions), but
this is not necessary.

B. Infinite mixture models

The mixture model can be extended in a natural way to
an infinite mixture distribution. Infinite mixtures often have
much nicer theoretical properties than finite mixtures and in
the next section we describe a natural relationship between
infinite mixtures and Dirichlet processes. In particular, infinite
mixtures models are often used as they allow us to “by-pass the
need to determine the “correct” number of components in a
finite mixture model, a task fraught with technical difficulties”
[18].

An infinite mixture distribution is defined to be:

F (x) =

∞∑

i=1

wiFi(x),

note that we still require that
∞∑

i=1

wi = 1.

As before, we sample from this distribution by first choosing
a distribution Fk with probability P(k = i) = wi, then
sampling from Fk. In practice it is computationally impossible
to construct an infinite mixture model, instead we approximate
them with finite mixtures for some very large n.

III. DIRICHLET PROCESSES

A. A formal definition of a Dirichlet process

A stochastic process is a distribution over a function space.
Each sample path from the stochastic process is a function
drawn from the distribution. Dirichlet processes are a class
of stochastic process where the sample path is a probability

distribution with special properties. Less formally, a Dirichlet
process is a distribution over distributions, and draws from a
Dirichlet process are random probability mass functions.

Dirichlet processes can be thought of as an infinite dimen-
sional generalization of the Dirichlet distribution. Recall (from
[19]) that the Dirichlet distribution Dir(α) is a continuous
multivariate probability density function parametrized by K,
the number of dimensions and a vector of K positive reals
α = (α1, . . . , αK), the concentration parameters.

Let F (the base distribution) be a probability density
function with support S, and α (the concentration parameter)
be a positive real number. We denote the Dirichlet process by
DP (F, α). F is the expected value of the Dirichlet process
and draws from DP (F, α) are ‘around’ F (in the same
way that draws from a normal distribution are around the
mean). It is impossible to describe DP (F, α) itself or any
probability mass function H drawn from DP (F, α), both
would require an infinite amount of information. However
there are properties of DP (F, α) and H ∼ DP (F, α) that
can be precisely stated.

Let {Si}ni=1 be a measurable finite partition of S and H
be a random probability mass function distributed according
to DP (F, α) (remember that DP (F, α) is a ‘distribution of
distributions’). Then the random vector

(H(A1), . . . , H(AK)) (1)

is distributed according to the multivariate distribution

Dir(αF (A1), . . . , αF (AK)). (2)

Note that we have made no assumptions on the base proba-
bility density function F , in particular we have not assumed
that it is parametrized, or even finitely parametrisable.

The concentration parameter α controls the ‘discreteness’ of
the distributions drawn from DP (F, α). As α → 0 the drawn
distribution becomes more concentrated at a single value and at
the limit the distribution is a Dirac delta function. As α → ∞
the drawn distribution becomes ‘more continuous’, and in the
limit, the distributions are continuous i.e. they are probability
density functions. Note that for finite α any distribution drawn
from DP (F, α) will almost surely be a probability mass
function.

We cannot draw a distribution H explicitly from DP (F, α).
Instead we use a method that allows us to draw a large number
of observations X1, X2, . . . from H without ever describing
H concretely.

Given F and α as above, we sample X1, X2, . . . from H
as follows:

1) Sample X1 from F .
2) For n > 1:

a) With probability α
α+n−1 draw Xn from F .

b) With probability ni

α+n−1 set Xn = Xi, where ni

is the number of Xj , j < n such that Xj = Xi.
It can be shown rigorously, using de Finetti’s theorem, that

this process is the same as drawing a probability mass function
from DP (F, α), then sampling X1, X2, . . . from H (see, for
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example, Aldous [20]). This construction is often called the
Chinese restaurant process.

B. From mixture models to Dirichlet processes

Our assumption was that complex multi-source disease
outbreaks can be approximated by samples from finite mixture
models, a weighted sum of finitely many parametrized distri-
butions. Our goal is to find the parameters and the weights
based on a small number of observations.

Example Consider a mixture model where the probability
density function F is given by a sum of three 1-dimensional
Gaussians with means and standard deviations µ1, µ2, µ3 and
σ1, σ2, σ3 respectively. As µi are real numbers and σi are pos-
itive real numbers, the parameter space for F is (R× R>0)

3

and the probability mass function is:

H(x) =





w1, if x = (µ1, σ1) ;
w2, if x = (µ2, σ2) ;
w3, if x = (µ3, σ3) ;
0, otherwise.

(3)

Given no information about F except for a small number of
values sampled from it, we seek to recover H . However it is
not possible to do this directly. In the next section we describe
a method for approximating H using Dirichlet processes.

IV. GIBBS SAMPLING IN A MONTE CARLO MARKOV
CHAIN

The approach used here is that of a modified Gibbs sampling
algorithm on a Monte Carlo Markov chain (MCMC) and
follows from algorithm 5 as described by Neal [18]. This
method is specifically for use when we believe the unknown
probability density function is a mixture model where all
the components are from the same family of parameterized
probability density functions.

Our hypothesis is that there exists a mixture distribution
that explains the data. Since there is a bijection between mix-
ture models and probability mass functions on the parameter
space, we use Dirichlet processes to find the probability mass
function corresponding to the ‘best’ mixture model.

Let y1, . . . , yn be our data and Fθ a distribution parameter-
ized by θ and let G0 be a base distribution on the parameter
space Θ. Then our hypothesis can be restated as the data yi are
distributed identically to samples from the mixture distribution

F (y) =
∞∑

i=1

wiFθi(y).

The goal is to find the mixture, i.e. the pairs (wi, θi), that best
explain the data. This is equivalent to finding a probability
mass function H over Θ.

The likelihood function is defined to be F(yi, θ) = Fθ(yi).
We initialize the Markov chain by randomly sampling n times
from G0, i.e. we draw n sets of parameters {θi}ni=1 from Θ
parameter space.

We repeatedly sample from the MCMC as follows:
1) For each data point yi, i = 1, . . . n, update θi. First

generate a candidate θ∗i as follows:

a) With probability α
α+n−1 , use θ∗i from G0.

b) With probability ni

α+n−1 set θ∗i = θj , where i 6= j.
The acceptance probability is

θa(θ∗i , θi) = min

{
1,

F(yi, θ∗i )
F(yi, θi)

}
.

With probability θa(θ∗i , θi), set θi to be equal to θ∗i ,
otherwise leave θi unchanged. Repeat this step ‘several
times’ (to ensure thorough mixing and thinning).

2) Update each distinct θi by drawing a new value from
θi|yi.

After sampling from the MCMC chain a large number of
times, normalize to get a probability mass function H over Θ.
We then map this to a finite mixture model F . The probability
mass function H , and consequently the mixture model, arising
from this process is very likely to have a large number of
components. This reflects the uncertainty arising from the
small number of cases and the limitation of the models. The
resulting probability mass function H is likely to have many
thousands of components depending of the length of the chain.
If the MCMC has converged we would expect the components
of H to be grouped around the components of the ‘true’
mixture model where the ‘true’ mixture model is likely to
consist of a small number of components, reflecting the small
number of sources.

Since each state of the MCMC is an assignment of a set
of parameters to each observed data point, we can take a
‘vertical slice’ through the MCMC chain. That is, we can
isolate individual data points or subsets of data points and
produce probability mass functions for data points of particular
interest. This could also allow the additional weighting for
specific data points. e.g. in an epidemiological context, we may
be unsure about the diagnosis of some patients, while being
sure about others. We could use this information to weight the
more certain cases more heavily.

V. EXAMPLE OF USE

This optimization method was developed to extend existing
disease models to respond to the challenge of multiple source
disease outbreaks. To ensure greatest utility of this method in
genuine emergency situations the Dirichlet process optimizer
was implemented as part of a wider suite of large-scale
emergency response tools constructed as part of the IMPRESS
system [21]. The IMPRESS system’s components cover the
range of emergency response disciplines from field triage
through to strategic oversight of a broad scale biological
incident. These capabilities are designed to strengthen coordi-
nation between response organizations and emergency medical
services, including requests for international support.

Here the method was applied to an implementation of
the Anthrax infection model presented in Legrand’s 2009
paper [3]. The model describes a covert, aerosolized release
of Anthrax in a populated area. The model parameters to
be optimized are: the location of the release, the time of
the release, the amount of Anthrax released, and parameters
related to wind speed and wind direction at the time of release.
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Fig. 1. A simulated example of the plume output from SorLoc. Input case
locations are marked as triangles with output plume density shaded.

The optimizer combined with the disease model forms the
SorLoc (source location) module.

The SorLoc module was tested and validated in the last
phase of the IMPRESS project life cycle as part of a wider
Greek-Bulgarian table top exercise. The Table Top Exercise
was held in Sofia, Bulgaria on 16th March 2017. The exercise
was operated by Greek and Bulgarian actors drawn from public
services and hospitals across the two countries.

The exercise was based on a scenario where a combination
of heavy rainfall and a strong earthquake had struck Southern
Bulgaria. As a result, extensive damage was caused to build-
ings and infrastructure along with a landslide which damaged
the road beside the Struma(BG)/Strimon(GR) River causing
the river to overflow and flood part of the E79 Highway. These
incidents were coupled with multiple car accidents caused
by rockfalls along this segment of the E79 near the Greek-
Bulgarian border. This situation generated many fatalities and
injuries requiring immediate response, pre-hospital medical in-
tervention and transportation of casualties to nearby hospitals.
Victims’ transportation via the collapsed E79 connecting the
southern part of Bulgaria with the rest of the country caused
the Bulgarian authorities to request international medical as-
sistance, activating the standard procedures via the European
Emergency Response Centre (EERC) in Brussels.

In order to facilitate the SorLoc module demonstration
within this exercise, a scenario for aerosol released Anthrax
was run in parallel to the main exercise. An outbreak was
simulated for Shoreditch, London. We presented the course of
the epidemic (as home locations and time at which each person
fell ill) to SorLoc at a simulated five days from the first case
and ran the optimization so that predictions of further evolution
of the disease, numbers and locations of affected people and
the original source of the outbreak might be calculated.

An illustrative input and result from the SorLoc module may
be found in Figure 1. The output is provided as the inhalational
dose generated by the plume(s) on a raster grid. This allows
direct and immediate interpretation of size and the scale for
the outbreak. It also provides a foundation for the mitigation
effort and delivery of countermeasures to the population.

VI. CONCLUSION

Within this paper we have shown that a model which
has been formulated as a probability density function and
which would ordinarily be solved by standard optimization
techniques may be extended to support multiple versions of
the modeled process through the use of mixture models and
Dirichlet processes. In addition we have explicitly shown the
use of this within the field of disease modeling where it is
directly applicable to existing models. We also constructed
and demonstrated a production-ready implementation which
was used to support a simulated response to a mass casualty,
public health emergency.
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Probabilités de Saint-Flour XIIIŮ1983, pp. 1–198, Springer, 1985.

[21] N. Dobrinkova, A. De Gaetano, T. J. R. Finnie, M. Heckel, A. Kostaridis,
E. Nectarios, A. Olunczek, C. Psaroudakis, G. Seynaeve, S. Tsekeridou,
and D. Vergeti, “Crisis management and disaster response tools in
IMPRESS project,” in CMDR COE Proceeding 2016, (Sofia, Bulgaria),
pp. 103–124, Sept. 2016.

484 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Computer Science & Systems

CSS is a FedCSIS conference area aiming at inte-
grating and creating synergy between FedCSIS events

that thematically subscribe to more technical aspects of
computer science and related disciplines. The CSNS area
spans themes ranging from hardware issues close to the
discipline of computer engineering via software issues
tackled by the theory and applications of computer sci-
ence and to communications issues of interest to dis-
tributed and network systems. Events that constitute CSNS
are:

• CANA’17—10th Computer Aspects of Numerical Algo-
rithms

• C&SS’17—th International Conference on Cryptography
and Security Systems

• CPORA’17—2nd Workshop on Constraint Programming
and Operation Research Applications

• MMAP’17—10th International Symposium on Multime-
dia Applications and Processing

• WAPL’17—6th Workshop on Advances in Programming
Languages

• WSC’17—9th Workshop on Scalable Computing





10th Workshop on Computer Aspects of Numerical
Algorithms

NUMERICAL algorithms are widely used by scientists en-
gaged in various areas. There is a special need of highly

efficient and easy-to-use scalable tools for solving large scale
problems. The workshop is devoted to numerical algorithms
with the particular attention to the latest scientific trends in this
area and to problems related to implementation of libraries
of efficient numerical algorithms. The goal of the workshop is
meeting of researchers from various institutes and exchanging
of their experience, and integrations of scientific centers.

TOPICS

• Parallel numerical algorithms
• Novel data formats for dense and sparse matrices
• Libraries for numerical computations
• Numerical algorithms testing and benchmarking
• Analysis of rounding errors of numerical algorithms
• Languages, tools and environments for programming

numerical algorithms
• Numerical algorithms on coprocesors (GPU, Intel Xeon

Phi, etc.)
• Paradigms of programming numerical algorithms
• Contemporary computer architectures
• Heterogeneous numerical algorithms
• Applications of numerical algorithms in science and

technology

SECTION EDITORS

• Bylina, Beata, Maria Curie-Sklodowska University,
Poland

• Bylina, Jaroslaw, Maria Curie-Sklodowska University,
Poland
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Abstract—The aim of this paper is to investigate the impact
of thread affinity on computing performance for matrix factor-
ization on shared memory multicore systems with hierarchical
memory. We consider two parallel block matrix factorizations
(LU and WZ) and employ thread affinity to improve their
performance. We study decomposition without pivoting and
we compare differences between various affinity strategies for
diagonally dominant matrices. Our results show that the choice
of thread affinity has the measurable impact on the performance
of the matrice factorizations.

I. INTRODUCTION

THE ADVANCE of the shared memory multicore and
manycore architectures caused a rapid development of

one type of the parallelism, namely the thread level paral-
lelism. This kind of parallelism relies on splitting a program
into subprograms which can be executed concurrently. Each
of such subprograms is performed by one or more software
threads.

The thread affinity is a set of policies that determine how
software threads are pinned to processing units [1]. The goal of
the thread affinity is to bind software threads to the hardware
threads in such a way that memory accesses to data shared
between software threads are optimized and all the cores are
equally loaded.

Determining the efficiency of the thread mapping depends
on the machine and the application. There is not a single thread
mapping strategy that suits all the applications. In this work,
we are going to try to state rules which guide us to determine
efficient thread affinity to improve the performance of matrix
factorization on shared memory multithreaded machines.

Efficient parallel matrix factorizations and their implemen-
tations on different contemporary parallel machines are crucial
for engineering applications and computational science. In this
work, we study the LU factorization, and another form of the
factorization, namely the WZ [3], [4] factorization. We assume
that the factorized diagonally dominant matrix is dense, non-
singular, square. For both factorizations (LU and WZ), we
consider block versions which use a standard set of Basic
Linear Algebra Subprograms (BLAS) [2].

The rest of this paper is organized as follows. Section
II describes the methodology of the numerical experiments.
Section III shows the results of numerical experiments carried

out on shared memory multicore architectures and evaluates
different thread affinities for the matrix decomposition. Section
IV concludes our research.

II. ENVIRONMENT

We tested the execution time of two matrix decompositions,
namely the LU factorization and the WZ factorization. We
compared three implementations of these matrix decomposi-
tions, namely:

• a multithreaded implementation of the dgetrfnpi rou-
tine from the MKL library, which computes the complete
LU factorization of a general matrix without pivoting. In
our case, the matrices are square which size is n × n.
In the implementation of the dgetrfnpi routine the
panel factorization (factorization of a block of columns)
is used, as well as the level 3 BLAS routines (DTRSM and
DGEMM). We denoted this LU factorization implementa-
tion by LU.

• a parallel block WZ factorization with the use of mul-
tithreaded level 3 BLAS routines (DTRSM and DGEMM),
where the matrix is partitioned into r × r tiles (denoted
by TWZ(r));

• a parallel block WZ factorization with the use of level 3
BLAS routines (DTRSM and DGEMM) and the OpenMP
standard (denoted by TWZ(r)-OpenMP). OpenMP is
used to parallelize for loops with the dynamic scheduler.

Experiments were carried out on Intel Xeon E5-2670 v.3
(Haswell) with two 12-cores (24 cores). All applications were
compiled with icc using the following options: -xHost,
-mkl, -openmp, -O3. Here, the -xHost option gener-
ates instructions for the highest instruction set and processor
available on the compilation host machine. The -mkl and
-openmp options link the program against two libraries
(MKL and OpenMP). The last one, -O3, orders the compiler
to optimize the code automatically with the use of vectoriza-
tion and parallelization (among others).

All floating point calculations were performed in the double
precision. The input matrices were generated by the author.
They were random matrices, with a dominant diagonal of an
even size of 1024×{1, . . . , 9}. Various numbers of tiles were
tested, namely, each matrix was divided into r = 8, 16, 32, 64
tiles for each side (for the rows and the columns). The
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Fig. 1. Run-time in seconds of the parallel block WZ factorization algorithm
for different r = 8, 16, 32, 64 for a matrix of size 9216 for various numbers
of threads and three values of the KMP_AFFINITY environment variable —
TWZ(r) implementation.

performance times were measured with the use of a standard
function, namely dsecnd() from MKL library. Another
environment variable used in the tests is KMP_AFFINITY,
which is set to one of the three values: compact, scatter,
none. To better control assigning software threads to hard-
ware threads, we chose the granularity as thread.

We studied a connection between the KMP_AFFINITY en-
vironment variable and the following parameters: the number
of the threads — from 1 to 30, the size of the matrix: 1024×{1,
. . . , 9}, the number of the tiles for each side (for the rows and
the columns): r = 8, 16, 32, 64.

III. RESULTS

Figures 1 and 2 present the time (in seconds) of the
block WZ factorization for 4 different numbers of tiles
(r = 8, 16, 32, 64), for different number of threads (1 – 30
threads), for a matrix of the size 9216, for three values of the
KMP_AFFINITY environment variable — for the TWZ(r) and
TWZ(r)-OpenMP implementations (respectively).

Figures 3 and 4 present the time (in seconds) of the block
WZ factorization for various number of tiles (r = 8, 16, 32, 64)
for 24 threads and different sizes of matrices for all three
considered values of the KMP_AFFINITY environment vari-
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Fig. 2. Run-time in seconds of the parallel block WZ factorization algorithm
for different r = 8, 16, 32, 64 for a matrix of size 9216 for various numbers
of threads and three values of the KMP_AFFINITY environment variable —
TWZ(r)-OpenMP implementation.

able for the TWZ(r) and TWZ(r)-OpenMP implementations
(respectively).

At least one important conclusion can be seen from these
results. Namely, the number of tiles influences the time of
the computation. For r = 64 the TWZ(r) implementation is
the slowest but TWZ(r)-OpenMP is the fastest. The TWZ(r)
implementation is the fastest for r = 16. This conclusion holds
true independent of the value of the KMP_AFFINITY variable,
the number of threads or the matrix size.

Secondly, we investigate the effect of the thread affinity
on the execution time for all three implementations. Figure
5 compares all three values of the KMP_AFFINITY environ-
ment variable and it shows the time (in seconds) for different
numbers of threads (1–30 threads) for a matrix of the size 9216
— for TWZ(16) (top left), TWZ(64)-OpenMP (top right) and
the LU factorization (at the bottom).

Figure 6 compares all three values of the KMP_AFFINITY
environment variable and it shows the time (in seconds) for
different matrix sizes for 24 threads — for TWZ(16) (top left),
TWZ(64)-OpenMP (top right) and the LU factorization (at the
bottom). Thus, it implies that (for the considered applications)
the best value of the KMP_AFFINITY environment variable
is scatter which is further investigated.
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Fig. 3. Run-time in seconds of the parallel block WZ factorization algorithm
for different r = 8, 16, 32, 64 for various sizes of matrices for 24 threads
and three values of the KMP_AFFINITY environment variable — TWZ(r)
implementation.

Finally, we analyzed the execution times of the three imple-
mentations (namely LU, TWZ(16) and TWZ(64)-OpenMP) for
the KMP_AFFINITY environment variable set to scatter.
Figure 7 compares the performance times (in seconds) of the
TWZ(16), TWZ(64)-OpenMP and LU implementations for
scatter and for different numbers of threads and matrix
sizes.

The shortest execution time is obtained for LU. Our
TWZ(64)-OpenMP implementation is a little worse. The
slowest implementation is TWZ(16). To better investigate
the performance time for LU and our best implementation,
they were tested for larger matrices and various values of
the KMP_AFFINITY environment variable. Table I presents
the times (in seconds) of the LU and TWZ(64)-OpenMP
implementations.

For none our implementation is faster than LU; however,
for scatter, LU wins. This implies that LU is more sensitive
for the KMP_AFFINITY setting.

The tests show the following facts. The number of the
threads. To achieve the shortest execution time, it is the best
to use all the physical cores (here, 24 threads), although,
without hyper-threading. The matrix size. For small matrices,
our implementations are better. It is caused by the fact that
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Fig. 4. Run-time in seconds of the parallel block WZ factorization algorithm
for different r = 8, 16, 32, 64 for various sizes of matrices for 24 threads
and three values of the KMP_AFFINITY environment variable — TWZ(r)-
OpenMP implementation.

TABLE I
THE TIMES (IN SECONDS) OF THE LU AND TWZ(64)-OPENMP

IMPLEMENTATIONS — FOR VARIOUS VALUES OF KMP_AFFINITY

matrix size implementation compact scatter none
12 288 TWZ(64)-OpenMP 4.06 2.22 2.39

LU 3.66 1.80 3.50
13 312 TWZ(64)-OpenMP 5.16 2.70 2.24

LU 4.53 2.23 4.70
14 336 TWZ(64)-OpenMP 6.59 3.39 3.50

LU 5.69 2.77 4.30
15 360 TWZ(64)-OpenMP 8.18 4.08 4,24

LU 6.96 3.42 6.40

MKL does not create threads for small problems. However,
for the size of 9216, the shortest time is achieved by LU.
All three implementations scale well in regard to the size
of the matrix. The number of the tiles. The block size
used by the MKL implementation of dgetrf is internally
hidden in the library and unknown to us at the time of this
writing. The r parameter impacts the execution time of the
block WZ factorization for both implementations. Thread
Affinity. The thread affinity had an important impact on
the performance. All three implementations (both the LU
factorization implementation provided by a vendor as well as
the WZ factorization implemented by the author) work fastest
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Fig. 6. Run-time in seconds of the parallel block WZ factorization algorithm
(top left: TWZ(16); top right: TWZ(64)-OpenMP) and the LU factorization
(at the bottom) for different matrix sizes for 24 threads for three values of
the KMP_AFFINITY environment variable.
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Fig. 7. Run-time in seconds of TWZ(16), TWZ(64)-OpenMP and LU for
KMP_AFFINITY=scatter — for various numbers of threads and matrix
sizes
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Fig. 5. Run-time in seconds of the parallel block WZ factorization algorithm
(top left: TWZ(16); top right: TWZ(64)-OpenMP) and the LU factorization
(at the bottom) for a matrix of the size 9216 for different numbers of threads
for three values of the KMP_AFFINITY environment variable.

for scatter, and slowest for compact — and it does not
depend on the number of threads, the matrix size or the value
of r.

IV. CONCLUSION

The paper highlights the significant impact of thread affinity
on the performance of the matrix factorizations which use
BLAS operations in their implementations. For the matrix fac-
torization, the KMP_AFFINITY environment variable should
be set to scatter because this way we efficiently exploit the
potential of modern shared memory multicore machines. With
this setting, threads are put far from each other (as on different
packages) what improves the total memory throughput and the
usage of the caches.
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Abstract—The work describes a flexible framework built to
generate various (parallel) software versions and to benchmark
them. The framework is written with the use of the Python
language with some support of the gnuplot plotting program.
An example of the use of this tool shows the tuning of a
matrix factorization on different architectures (Intel Haswell and
Intel Knights Corner) with various parameters of parallelization,
vectorization, blocking etc.

I. INTRODUCTION

THE OPTIMAL use of the contemporary hardware and
software is not an easy and straightforward job. The

efficiency and the accuracy of the applications depends on a
lot of parameters as: places and manners of parallelization and
vectorization, loops’ order, block sizes, scheduling, affinity etc.
The number of possible (and potentially beneficial) combina-
tions is huge and the choice of the best set of parameters is not
always obvious. So, generating different versions, testing and
benchmarking them, and then tuning is very time consuming
and boring, repetitive task. Thus, it is suitable for automation.

Moreover, the code tuned for one hardware often needs a
very different treatment on another machine. The parameters
chosen and set for one machine as the most profitable can
give a very poor performance of the same code after the
change of the memory, the accelerators, or, especially, the
central processing unit. Now, the hardware market is full
of various parallel machines, processors, and coprocessors.
We have multicore architectures (like Intel Haswell — with
not too many cores), as well as manycore ones (like Intel
Knights Corner and other MIC models) and also very-many-
core chips (like various GPU coprocessors). Some of them
have hierarchical shared memory — with various sizes and
numbers of levels — and vector units — of different sizes.
All of them demand a different treatment to acquire the best
results in terms of performance and efficiency. On top of that,
they can be combined into hybrid machines — which have to
be treated differently than their components.

Our framework addresses these problems. It enables de-
velopers to rapidly generate and automatically test a lot of
versions of the algorithms after a little preparation. It can easily
be employed on different architectures and be utilized to find
the optimal set of parameters on them.

There is also a number of tools to create parallel versions
of an algorithm for various hardware — like OpenMP, MPI,
OpenACC, OpenCL and others. Our framework can be used

with all of them; although we tested it with the use of OpenMP
for now.

The philosophy behind our framework is parametrizing and
testing (and tuning) programming units — like functions or
classes. The developer provides the template of the unit —
with some formal parameters — and some sets of actual
parameters with which the function (or class) is to be tested.
The software generates all the permitted (by actual parameters)
versions of the function (class) and tests them (measuring their
computation speed and/or numerical accuracy).

Since our software works on the text of the source code,
it is very flexible. We can, for example, enable and disable
various directives and pragmas (like OpenMP pragmas or
similar), change the sizes of the blocks and also the order of
loops. Shortly, any textual parametrization of the investigated
function/class can be utilized.

The framework itself is a Python 3 application. However,
the source code in any language with separate and named
units (like functions in C or functions and classes in C++) can
be investigated with it. For now, there are configuration files
created to study efficiency and accuracy of the units written
in C and C++ and compiled with Intel C++ Compiler (icc)
and GNU Compiler Collection (gcc), although it can be easily
extended to other languages.

An advantage of such an approach is an automatic gener-
ation, compilation, and testing of a large number of versions
of the same function/class (or functions/classes) which differ
in an organized manner. The output of the software is a set
of plots of the desired characteristics, which can be easily
compared by the developer. However, we prepare a further fa-
cilitation — automatic ordering and selection of the generated
versions on the ground of their efficiency and accuracy.

The remainder of this work is following. Section II gives
some background of other similar projects. Section III de-
scribes the working of our framework. Section IV shows a
working example of the testing and tuning with our software.
Finally, Section V concludes the work and gives some plans
for the future of the project.

II. RELATED WORK

There is a long tradition of software automatic optimization
in scientific computing and other computer applications. Thus,
there are also a lot of software performing tasks similar to our
framework.
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One of the approaches to the optimization of the algorithms
(or their building blocks) is auto-tuning. It is based on per-
forming many efficiency tests on different versions of building
blocks (like BLAS subroutines) and choosing the best for
a given architecture. Some examples of the narrow libraries
using this approach are ATLAS [10] and FFTW [3]. There
are also languages and libraries which employ the approach
of auto-tuning to general source codes and use the parameter
space (similar to our framework). Their examples are Active
Harmony [9], Atune-IL [7], Chapel [2].

On the other hand, we have profilers and similar tools
which investigate the code and gather information about the
utilization of the architecture and weak points of the imple-
mentations. Their examples are PAPI [1], Tau [8], Vampir [5],
Scalasca [4], Intel VTune Amplifier [13], Intel Advisor [12].

Finally, there is ELAPS (Experimental Linear Algebra Per-
formance Studies), an interactive multi-platform open source
framework [6]. It is designed to build experiments testing
dense linear algebra algorithms, functions, libraries. However,
that software tests ready subroutines and their combinations
and it is very convenient for standard linear algebra building
blocks, but it is not very usable for other applications.

III. THE FRAMEWORK DESCRIPTION

Figure 1 shows the workflow of the framework. The dashed
arrows represent the steps not requiring the user’s intervention
(that is, intermediate steps) and the dashed borders represent
files not demanding user’s direct concern (or even user’s view).
However, all the work can be repeated from an arbitrary step
— for example, after some changes in the configuration.

The flexibility of the framework is provided in two manners
— in the preparation of input files and in choosing configu-
ration options.

A. Input files

The first step the user is to make is to prepare input files.
The files are source codes of tested units (functions and/or
classes) with some of their text parametrized — one file per
unit. Both the formal parameters and actual parameters are
included in the file. The formal parameters are represented
in the code as the Python format strings, that is, %(name)s
where name is an arbitrary name of the parameter. The actual
sets of parameter values are given as special comments in the
beginning of the file. In C or C++ these must be single-line
comments starting with //, directly after which there is a
character indicating the kind of configuration command.

B. Configuration

There are some configuration options with which we can
set other features of the tests. We have, among others:

• the language and the compiler used in tests (C/C++ on
icc/gcc for now);

• the compiler options;
• the precision of the computations (like float, double

etc);

Fig. 1. The framework operation scheme (dashed lines shows the elements
processed without the user’s awareness)

• the investigated measure (or measures — accuracy, run
time and performance for now);

• the number of repetitions of each test (the final value of
the performance or accuracy is computed as a mean value
from these repetitions);

• the set of the number of threads;
• the set of the problem sizes;
• various parameters of the target plots (groups of plots,

ranges etc.).

IV. A FRAMEWORK APPLICATION EXAMPLE

We show more details on the operation of the framework
on an example of parallelizing a numerical problem, namely
the WZ factorization [11]. Two sequential versions of this
algorithm (in pseudocode) are shown in Figures 2 (the basic
version) and 3 (the fission version). In both versions, the matrix
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a is an input-output data and the matrix w is an output data
(the factors of the given matrix a of the size n are stored in
matrices a and w after the end of the algorithm).

for(k = 0; k < n/2-1; k++) {
p = n-k-1;
akk = a[k][k]; akp = a[k][p];
apk = a[p][k]; app = a[p][p];
detinv = 1 / (apk*akp - akk*app);
for(i = k+1; i < p; i++) {

w[i][k] = (apk*a[i][p]
- app*a[i][k]) * detinv;

w[i][p] = (akp*a[i][k]
- akk*a[i][p]) * detinv;

for(j = k+1; j < p; j++)
a[i][j] = a[i][j]
- w[i][k]*a[k][j]
- w[i][p]*a[p][j];

}
}

Fig. 2. The pseudocode of the basic WZ factorization algorithm

for(k = 0; k < n/2-1; k++) {
p = n-k-1;
akk = a[k][k]; akp = a[k][p];
apk = a[p][k]; app = a[p][p];
detinv = 1 / (apk*akp - akk*app);
for(i = k+1; i < p; i++) {

w[i][k] = (apk*a[i][p]
- app*a[i][k]) * detinv;

w[i][p] = (akp*a[i][k]
- akk*a[i][p]) * detinv;

}
for(i = k+1; i < p; i++)

for(j = k+1; j < p; j++)
a[i][j] = a[i][j]
- w[i][k]*a[k][j]
- w[i][p]*a[p][j];

}

Fig. 3. The pseudocode of the fission WZ factorization algorithm

We would like to use our software to parallelize the WZ
factorization with the use of the OpenMP standard and to
test it on two platforms, namely Intel Haswell (denoted CPU)
and Intel Knights Corner (denoted MIC). To achieve that we
use our framework, writing our algorithms in C, with some
parameters which can help us try various variants and test
them on both platforms (CPU and MIC).

The basic versions implemented with the use of our frame-
work is presented in Figure 4, and the fission version — in
Figure 5. Here, the matrices are represented in 1D vectors,
stored column-wise or row-wise and accessed through the
macros INDc and INDr, respectively.

We can see that both are quite straightforward implemen-
tations of pseudocodes from previous Figures — apart from
first lines (special comments) and % signs (parameters). The
meanings of the special comments are following (their order
is freeform).

• //= gives the template of the unit (here: function) name.
Each file generates a lot of functions, and functions
have to possess unique names. We achieve this including
parameters into the name template.

• //? describes the header of the function, where a special
parameter %s is the name of the function (generated on
the basis of the previous line).

• Each //: describes one of the template parameters. Con-
secutively, we give the name of the parameter (IND, for
example) and then its possible values, in two variations
each: the first used in the function name (here: col, row
— it should be short and adjusted to the function name
syntax) and the second used in the function body (here:
INDc and INDr, respectively; _ means ‘space’).

• In Figure 5, we can also see //+ which restricts the
function names to strings containing the given character
sequences (here, we want to test different loop orders, so
we use it to disable incorrect loops, that is ii and jj
allowing only ij and ji).

A lot of functions were generated, compiled and tested on
CPU and MIC for various sizes of the matrix and numbers
of threads. The plots for the results were also automatically
created.

As we can see, we can quite freely shape our source code
and test cases with the use of described above directives. We
can easily investigate the influence of

• the matrix storage order,
• OpenMP scheduling,
• vectorization,
• loop order,

and many others — not presented here; however, everything
which can be parametrized within the text of the function can
be investigated.

V. CONCLUSION

The aim of our work was to create a software which can
support a program developer in his attempts to utilize the
hardware, the compiler, and the libraries the best.

The advantage of the framework is generating a lot of
versions of parallel (for example, but not only) code. These
versions differ in an organized way. Moreover, they are au-
tomatically compiled and run, then some measures are taken
and plots are drawn. The results in such form can be easily
compared by the code developer.

Our framework can be easily used to test not only programs
written with the use of OpenMP on CPU and MIC, but it
can also be adapted to tests on GPU with the use of CUDA
compilers, OpenCL and OpenACC — for example.

Very important — but missing for the present — feature
is the next step in the automatic analysis, namely, automatic
selection of the best (that is the fastest or the most accurate)
sets of parameters. We are working on such a feature to be
included in the future versions of the framework.
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//=wz_bas_%(IND)s_%(sch)s_%(vec)s
//?void %s(int n, double * a, double * w)
//:IND col INDc row INDr
//:sch d10 dynamic,10 d1 dynamic,1 \

s static g guided
//:vec v0 _ v1 #pragma_simd
{

int p, k, i, j;
double det;
for (k = 0; k < n/2-1; k++) {

p = n-k-1;
det = a[%(IND)s(p,k)]*a[%(IND)s(k,p)]

- a[%(IND)s(k,k)]*a[%(IND)s(p,p)];
#pragma omp parallel for default(shared) \

private(i, j) schedule(%(sch)s)
for (i = k+1; i < p; i++) {

w[%(IND)s(i,k)] =
(a[%(IND)s(p,k)]*a[%(IND)s(i,p)]

- a[%(IND)s(p,p)]*a[%(IND)s(i,k)])
/det;

w[%(IND)s(i,p)] =
(a[%(IND)s(k,p)]*a[%(IND)s(i,k)]

- a[%(IND)s(k,k)]*a[%(IND)s(i,p)])
/det;

%(vec)s
for (j = k+1; j < p; j++)
a[%(IND)s(i,j)] =
a[%(IND)s(i,j)]
- w[%(IND)s(i,k)]*a[%(IND)s(k,j)]
- w[%(IND)s(i,p)]*a[%(IND)s(p,j)];

}
}

}

Fig. 4. The basic algorithm for the WZ factorization implemented in our
framework
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Abstract— The  method  for  extracting natural  vibration
frequencies and modes of design models arising when the finite
element method is applied to the problems of structural and
solid mechanics is proposed. This approach is intended to be
used on multicore SMP computers and is an alternative to the
conventional  block  Lanczos  and  subspace  iteration  methods
widely  used in modern FEA software.  We present  the  main
idea of the method as well as the parallel fast block incomplete
factorization  approach for  creating  efficient  preconditioning,
the shift technique and other details accelerating the  solution
and improving the numerical stability. Real-life examples are
taken from  the  computational practice  of  SCAD  Soft  IT
company and approve the efficiency of the proposed method.

I. INTRODUCTION

HE application  of  the  finite  element  method  to  the

problems of natural vibrations of structures results in a

generalized algebraic eigenvalue problem 

T
0 MVΛKV ,                                      (1)

where K and M are the symmetric positive definite stiffness

and semidefinite mass sparse matrices, V = {v1, v2, … , vn }

– matrix of eigenvectors vi, located in V column-by-column,

Λ is a diagonal matrix of eigenvalues λ1, λ2, … , λn , λi = ωi
2,

ωi = 2πfi, i ∈ [1, n], ωi is a cyclic frequency in s-1 and fi is a

frequency in Hz. The dimension of the problem is N and the

number of required eigenpairs is n << N.

For  large  finite  element  design  models the  problem

dimension  N reaches  200 000  –  6 000 000  equations  and

more. The required number of eigenpairs {λi, vi}, i ∈ [1, n]

depends on the type of dynamic analysis and properties of

construction.  Usually  n =  20  –  100,  but  in  the  case  of

seismic analysis it can be 1 000 – 3 000 and more. Some of

the constructions have a lot of local vibration modes in the

lower part of the spectrum. Such modes produce very small

contributions  in  a  seismic  response  of  the  structure,  but

create  huge  difficulties  for  eigenvalue  solvers,  because  a

very large number of eigenpairs are required in such cases.

The  block  Lanczos  method or  block  subspace  iteration

method is used most often in contemporary FEA software.

But  these  powerful  methods  use  the  inverse  iteration

procedure  on each  iteration  step which  requires  the twice

This  work  was  supported  by  IT  company  SCAD  Soft
(www.scadsoft.com)

reading of the factorized stiffness  matrix  [10]. Most  users

prefer  to  solve  these  problems  on  laptops  and  desktops,

which have the amount of RAM 8 – 16 GB. In the case of a

large  dimensionality  of  the  problem,  the  amount  of  core

memory  is  insufficient  for  storing  a  factorized  stiffness

matrix,  which  is  stored  on  the  disk.  Therefore,  when

performing  forward  and  backward  substitutions  at  each

iteration, we need to read twice from the disk the amount of

data on the order of 6 – 20 or more GB. The above methods

work with the speed of a slow disk, not a fast processor, and

it takes many hours to solve the problem.

Therefore, it seems interesting to develop a method that

would solve the problem (1) in a core memory. Our choice

is based on the preconditioned  conjugate  gradient  method

(PCG).  It  is  known  that  for  many  problems  of  structural

mechanics,  which are poorly conditioned for  a number of

reasons  [21],  the  conjugate  gradient  method  demonstrates

unacceptably  slow  convergence.  In  order  to  correct  the

situation, it is necessary to create efficient preconditioning

[2],  [3],  [5],  [6],  [8],  [9],  [13] –  [15],  [19],  [20],  [22]. Our

experience  shows  that  a  stable  convergence  of  the

eigenvalue problem (1) is much more difficult to obtain than

when solving a system of linear algebraic equations

Kx=b ,                                          (2)

where x and b are respectively the unknown vector and the

right-hand part vector. Therefore, the successful solution of

the  problem  (1)  usually  requires  more  effective

preconditioning  than  when  solving  the  problem  (2).  In

addition,  in  order  to  obtain  the  stable convergence in  the

presence of multiple and close eigenvalues, it is required to

introduce the shift into preconditioning

(B−σM ) z
i

k=r
i

k
,                                (3)

where  B is a preconditioning operator without shift, σ is a

shift, zi
k – residual vector for a preconditioned problem and

k is an iteration step number. The preconditioned algebraic

eigenvalue problem is formulated as

B
σ

−1 (KV−MVΛ )=0 ,                          (4)
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where Bσ = B – σM. The residual vector of an initial 

problem (1) is: 

k

i

k

i

k

i

k

i KxMxr  .                            (5) 

Here subscript i denotes a mode number and xi
k, λi

k are the 

approximations of the i-th eigenmode and eigenvalue on 

iteration step k. 

The article [5] presents PCG method with element-by-

element aggregation multilevel preconditioning [6] and 

shift technique. This method does not use multithreading, it 

was implemented in SCAD software in 2004 and enables to 

extract a relatively small number of eigenpairs (5 – 30). A 

parallel version of PCG method has been proposed in [9], 

but acceleration with the increasing number of threads was 

poor. 

The local block PCG method (LOBPCG – [17], [18], 

[25]) uses the following approximation: 
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   (6) 

where pj
k is a conjugate direction vector and m is a 

dimension of the block. The dimension of the block m ൒ n 

and is constant until all required eigenpairs are extracted. 

For the problems of structural mechanics, we found that as 

soon as the first eigenpair begins to converge, the method 

loses the computational stability (see section IV, A), because 

for a converged eigenpair the residual vector ri
k in (5) tends 

to zero, vector zi
k tends to zero too (3) and a zero column 

appears in the projection matrix Qk = {Zk, Xk, Pk}, where 

Zk = {z1, z2, …, zm}k, Xk = {x1, x2, …, xm}k and Pk = {p1, 

p2, …, pm}k.  

To ensure the computational stability of the method, we 

keep a constant dimension of the block m < n, and as soon 

as some vectors in the block converge, we immediately 

remove them, store them as the final results and replace 

them with the new start vectors. In addition, when the 

columns in the projection matrix Qk become almost linearly 

dependent, we orthogonalize all the vectors in the block 

using the modified Gram-Schmidt method. 

This article is a continuation of [10], and we focus our 

attention on a block parallel sparse Cholesky incomplete 

factorization method used for a fast creation of efficient 

preconditioning, shift technique, allowing to improve the 

computational stability of PCG method and other important 

moments of the proposed approach. 

II. BLOCK SUBSPACE PROJECTION PRECONDITIONED 

CONJUGATE METHOD 

The details of our approach have been presented in [10], 

therefore here we briefly mention their general stages. 

A. Initialization 

To ensure a load balance between threads, we accept that 

dimension of block m is multiple to the number of threads 

np: m%np = 0. Usually, we accept m ∈ [16, 64]. There are 

no strict recommendations, and the value of m depends on 

the number of required eigenpairs and peculiarities of the 

problem. We prepare the block of linearly independent start 

vectors X0, set P0 = 0 and start the iteration process k = 0, 1, 

… , until all required eigenpairs are extracted. 

B. Computing of residual vectors 

On the k iteration step we obtain the residual vectors 

using (5) and replacing the subscript i by j ∈ [1, m]. The 

approximations of eigenvalues are computed applying the 

Rayleigh quotient 

     .k

j

Tk

j

k

j

Tk

j

k

j
MxxKxx                          (7) 

Using (3) (i → j), we receive the block of vectors Zk . The 

procedures (5), (7) and (3) are produced in a parallel region 

because for each mode j ∈ [1, m] we can run all 

computations separately. 

The check of convergence is performed. If ||rj
k||2 / λi

k < 

tol, where tol is a required tolerance, convergence is 

achieved, all approximations of eigenpairs in the block, {λj
k, 

xj
k}, satisfying this condition, are stored as the final results. 

The new start linearly independent vectors xj
k are generated 

and put instead of the converged vectors. The 

orthogonalization of these vectors against all converged 

eigenvectors is performed. The conjugate direction vectors, 

corresponding to new start vectors, are accepted as pj
k = 0. 

The evaluation of approximations of eigenvalues (7) for the 

new start vectors, residual vectors rj
k (5) and vectors zj

k (3) 

are produced in a parallel region because it often turns out 

that several vectors are converged. The new vectors zj
k, xj

k 

and pj
k are located on positions of converged and removed 

vectors in blocks Zk, Xk and Pk. 

C. Projection of mass and stiffness matrices on the 

subspace 

The reduced matrix m = Qk
TMQk is prepared in a 

parallel region. The developed algorithm bypasses zero 

columns pj
k in the projection matrix Qk, if any appeared at 

the previous step B. If Cholesky factorization of matrix m is 

successful, we evaluate the reduced matrix k = Qk
TKQk in a 

parallel region. Otherwise, the total reorthogonalization of 

columns in the projection matrix Qk is applied to ensure the 

linear independence of basis vectors. In comparison with 

the previous version [10] we have parallelized this 

algorithm (section V). After reorthogonalization procedure, 

we recalculate the matrix m and prepare the matrix k in a 

parallel region. After this, we solve the reduced 

eigenproblem 

0mqμkq ,                                    (8) 
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where q is a matrix of eigenvectors located column by 

column, and μ is a diagonal matrix of eigenvalues. The 

LAPACK procedures from Intel Math Kernel Library (Intel 

MKL) [26] are applied. We omit a subscript k denoting the 

iteration number. 

D. Evaluation of basis vectors at the next iteration step 

After solving (8), the eigenvectors in matrix q have been 

sorted in the ascending order of eigenvalues. Then, we 

compute: 

pkzkkkk
qPqZPqQX   11

, ,                 (9) 

where q  – the first m eigenvectors from q, qz and qp – the 

blocks of subvectors from q , related to residual vectors and 

conjugate direction vectors respectively. 

E. Orthogonalization of basis vectors against all converged 

eigenpairs. 

We perform the orthogonalization of columns in 

subblocks X and P against all converged modes in a parallel 

region. 

III. THE BLOCK PARALLEL INCOMPLETE CHOLESKY 

FACTORIZATION 

We found that a stable solution of the partial algebraic 

generalized eigenvalue problem (1) by the PCG method 

requires a more efficient preconditioned technique than the 

solution of the linear algebraic equations with the same 

stiffness matrix K. It means that in the case of the 

incomplete Cholesky factorization approach we must accept 

a much smaller drop parameter ȥ than when we solve the 

linear equations. In the last case, we apply the incomplete 

Cholesky factorization using a sparse matrix technique [8]. 

However, it turned out that in order to solve many large-

scale real-time problems of natural vibrations, the drop 

parameter ȥ must be so small that the time of incomplete 

factorization by this method becomes unacceptably large. 

Therefore, there was an urgent need to develop a left-

looking two-level incomplete Cholesky solver “by value” for 

multi-core SMP computers. 

First of all, we prepare a nodal adjacency graph and 

perform its reordering with the help of the METIS or MMD 

reordering method [16]. Then, we assemble a stiffness 

matrix, the lower triangular part of which is packed in a 

compressed column format (CCF). It is source information 

for the solver. 

A. Analysis stage 

Taking the nonzero structure of the stiffness matrix from 

CCF, we prepare an equation adjacency graph and produce 

a symbolic factorization procedure [4] to create a nonzero 

structure of the completely factorized matrix, which is 

accepted as an initial nonzero structure for the incomplete 

factorization. 

Then, we create an elimination tree and reorder the 

sequence of elimination in accordance with moving along 

the elimination tree from the leaves to the root. Such 

reordering does not change the amount of fill-in, but puts 

the columns of the matrix, processed consequently, in the 

close memory addresses and slightly improves the work 

with the caches of processors. The symbolic factorization 

procedure runs again to correct the nonzero structure of the 

factorized matrix for a changed sequence of elimination and 

CCF for source matrix is repacked. 

After this, we combine the neighbor vertexes of the 

elimination tree in supernodes, where it is possible [12], 

and create a structure of levels for the supernodal 

elimination tree. It is well-known that the supernodal 

elimination tree is poorly balanced to ensure a load balance 

between processors. In order to balance the supernodal 

elimination tree, we apply the algorithm 1 (Figure 1). 

 

Fig.  1 Balancing of supernodal elimination tree 

 

Algorithm 1. The task scheduling for the first 

parallelization level. 

 

level = 1; 

root ← str_lev(level);  put vertexes of level to root 

L0 ← root;                  put root to L0 

while(1) 

{ 

 sum_weights ← 0; 

 ∀v ∈ L0: weightv ← get_weight_subtree(v); 

 Find: max_weight = max{weightv} and vmax_weight; 

 L0 ← (L0\ vmax_weight); 

 L0 ← all descendants of vmax_weight 

 sort{L0}; 

 ∀v ∈ L0:  

sum_weights[ip_min] ← get_weight_subtree(v); 

stack[ip_min] ← v; 

if((max{ sum_weights } – min{ sum_weights })/  
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max{ sum_weights } < tol1) break; 

} 

 

Here we denote: str_lev is a structure of levels for 

supernodal elimination tree and str_lev(level) returns all 

vertexes belonging to level; get_weight_subtree(v) returns 

the sum of weights for vertexes of all subtrees, outgoing 

from vertex v; weight of vertex is equal to the number of 

columns in the given supernode, L0 – “level zero”, sort{L0} 

is a sorting of all vertexes belonging to L0 in the 

descending order of their weights. All vertexes of 

supernodal elimination tree, placed above L0, create a 

second level of parallelization. Remaining vertexes 

constitute the first level. Parameter ip_min means the thread 

number which comprises a minimum sum of weights of all 

supernodes, mapped onto this thread. 

Algorithm 1 searches for a set of L0 until an imbalance 

of weights for vertices of the first level is less than the 

required tolerance tol1. The general operations include 

finding a vertex with the maximum weight of subtrees 

among all vertexes of L0 (∀v ∈ L0: weightv ← 

get_weight_subtree(v); Find: max_weight = max{weightv} 

and vmax_weight;), removing this vertex from L0 (L0 ← (L0\ 

vmax_weight);) and adding all descendants of removed vertex to 

L0 (L0 ← all descendants of vmax_weight) (see Figure 1). A 

similar algorithm but with cyclic mapping onto threads has 

been used in [1]. We found that sorting vertexes in L0 in 

the descending order of weights and mapping of the current 

vertex from L0 to the thread which has a minimum sum of 

weights, results in a better load balance than cyclic mapping 

[11], [12]. 

After algorithm 1 is finished, we add the vertexes of all 

subtrees to vertexes of L0, belonging to stack[ip], where ip ∈ [0, np-1] and ip is a current thread number. So, we 

obtained the set of parallel tasks in stack[ip], ip ∈ [0, np-1] 

for the first level of parallelism. Each vertex, added to any 

stack[ip], ip ∈ [0, np-1], is marked. 

Then, we run Algorithm 2 to prepare the parallel tasks 

for the second level of parallelism. 

 

Algorithm 2. The task scheduling for the second 

parallelization level. 

 

sum_weights ← 0; L1 ← 0; 

while(until all vertexes are marked) 

{ 

 loop ∀v ∈ L0: → vnext; 

 if(vnext is unmarked) 

{ 

 marks vnext; 

 L1 ← vnext; 

 weightv ← weight(vnext) 

 queue[ip_min] ← vnext; 

 sum_weights[ip_min] += weightv; 

} 

end of loop 

L0 ← 0; L0 ← L1; L1 ← 0; 

} 

 

Loop while runs until all vertexes of supernodal 

elimination tree are marked as added to the parallel tasks. 

For each vertex belonging to L0 (loop ∀v ∈ L0), we obtain 

its parent vertex vnext. If vnext is marked, pass to the next 

vertex of L0. Otherwise, we mark vnext , add it to the set L1, 

map onto thread ip_min (queue[ip_min] ← vnext), which has 

a minimum sum of weights of mapped vertexes, and add the 

weight of vnext to sum_weights[ip_min] += weightv. After 

loop ∀v ∈ L0 is finished, we reset L0 and L1 to the next 

iteration. 

The parallel tasks of the second level of parallelism are 

presented by queues queue[ip], ip ∈ [0, np-1]. After 

Algorithms 1 and 2 have been run, all vertexes of the 

supernodal elimination tree must be marked. 

B. Numerical factorization stage 

Algorithm 3 presents the numerical factorization stage. 

 

Algorithm 3. The two-level left-looking numerical 

factorization. 

 

parallel region 

{ 

 //the first level of parallelization 

 while(stack[ip] is not empty) 

{ 

 jb ← stack[ip] (stack[ip]\jb) 

 alloc_block(jb); 

 aggreg_block(jb); 

 if(!update_block(jb)) 

  { push_front: stack[ip] ← jb; continue; } 

 factor_block(jb); 

} 

 

//the second level of parallelization 

while(queue[ip] is not empty) 

{ 

 jb ← queue[ip] (queue[ip]\jb) 

 alloc_block(jb); 

 aggreg_block(jb); 

if(!update_block(jb)) 

  { push_back: queue[ip] ← jb; continue; } 

 factor_block(jb); 

} 

} 

 

In a parallel region of the first parallelization level, we 

run the loops while until the stack[ip], corresponding to the 
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thread ip ∈ [0, np-1], is empty. On each iteration, we 

extract from stack[ip] the last element jb (the number of 

block-column in the matrix, corresponding to the supernode 

in the supernodal elimination tree), and remove it from 

stack[ip] (stack[ip] \ jb). 

Then, we allocate memory for sparse block-column jb, 

calling the procedure allock_block(jb), assemble a block-

column jb (aggreg_block(jb)) and update it by columns 

placed at left (update_block(jb)). 

The procedure allock_block(jb) prepares the list of global 

equation numbers for non-zero rows of block-column jb. 

The nonzero rows of the block-column jb of the initial 

stiffness matrix as well as the fill-in that appeared at the 

previous steps of the incomplete factorization take part in 

the creation of this list. Then we apply the parallel dynamic 

allocation of memory, using a separate heap for each thread 

and the Thread Local Storage technique [24]. 

The aggreg_block(jb) procedure puts the elements of the 

initial stiffness matrix stored in CCF to the non-zero 

structure of block-column jb. 

The update_block(jb) procedure in the critical section 

extracts from List[jb] the block-column number kb, kb ∈ 

List[jb], placed at left from the block-column jb and 

updating it, removes kb from List[jb] and checks, whether 

the block-column kb is currently factorized. If yes, the 

update of block-column jb is performed using the dgemm 

procedure from Intel MKL (see Figure 2): 

 

Fig.  2 An update of the block-column jb by block-column kb, placed at 

left. The black areas correspond to the updated elements of the block-

column jb. 

 

T

kbjbkbibjbibjbib ,,,,
LLAA  ,                       (10) 

where ib belongs to the non-zero structure of the block-

column jb. 

Otherwise (the block-column kb is not currently 

factorized) the number kb puts to the end of List[jb], and the 

next element of List[jb] is extracted. When all the block-

columns from the List[jb] have participated in the 

correction of the block-column jb and List[jb] is empty, the 

procedure update_block(jb) returns true. Otherwise, the 

update_block(jb) returns false, and the given block-column 

jb is pushed in stack[ip] and we have to wait until the 

remaining threads factorize all the block-columns from 

List[jb]. Such a technique is similar to [23]. 

The factor_block(jb) procedure produces a Cholesky 

factorization of the diagonal block using the dpotrf 

procedure from Intel MKL [26]: 

T

jbjbjbjbjbjb ,,,
LLA   ,                                  (11) 

and updates the off-diagonal part of the block-column jb, 

applying the dtrsm procedure from Intel MKL [26]: 

jbibjbibjbibjbjb ,,,,
LALL  ,                (12) 

where a lower triangular matrix Ljb,jb has been obtained in 

(11) and ib belongs to the nonzero structure of the block-

column jb.  

After this, we run the drop_proc(jb) procedure, presented 

by algorithm 4. 

 

Algorithm 4. The drop procedure. 

 

do iloc = 0, M – 1 

{ 

 djj = ∑Hjj, j ∈ [Ns, Ne]  

 si = ∑Hij
2  

 dii = Bii 

 if(si < ȥN djj dii) 

 { 

  reject_list ← iloc;  s ← 0; 

for(j= Ns; j൑ Ne; ++j) 

{ 

 Hjj += |Hij|√(Hjj/dii);  

s += |Hij|/√(Hjj/dii) 

} 

critical section 

diag_add[i] = s; 

end critical section 

 } 

} 

 

Here M is the number of non-zero rows in the block-

column jb, iloc – the current local row number in block, Ns 

– the global number of the first column in the block, Ne – 

the global number of the last column in the block, djj is a 

sum of diagonal elements in the block-column jb, si is a 

sum of elements in the i-th row (i belongs to the  nonzero 

structure of the block-column jb), Hij is an element of the 

factorized matrix, i and j are the global subscripts, Bii = Hii, 

if the block-column comprising an element Hii has been 

already factorized, and Bii = Aii – an element of the initial 
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matrix otherwise. If the sum of squares of elements in the 

row i is less than ȥN djj dii, we put i number to reject_list, 

and correct the diagonal elements to ensure the positive 

definiteness of the lower triangular part of the incomplete 

factorization H. The value s corrects the diagonal element 

Dii, which at the current time is not factorized. Such a 

correction is accumulated in the array diag_add and will be 

used later. Several threads can produce this correction 

simultaneously, therefore we use a critical section. 

After loop do is over, we remove from the nonzero 

structure of the block-column jb the entire rows, stored in 

reject_list, compress the block-column jb and reallocate the 

memory in order to free up the amount of memory occupied 

by the rejected rows of the block-column. 

When stack[ip] is empty (see Algorithm 3), the thread ip 

begins to run the second loop while from the second level of 

parallelization. The nearest element of queue[ip] is 

extracted and removed from the queue. If update_block(jb) 

returns a false, jb is pushed at the end of queue[ip] and will 

be processing later. 

After the numeric factorization is finished, we start the 

post-factorization drop procedure, which is similar to the 

one, presented in Algorithm 4. The post-drop procedure 

uses a post-drop parameter ȥ1 instead of the drop parameter 

ȥ (0 ൑ ȥ ≤ ȥ1 < 1) and does not produce the correction of 

the diagonal entries. This approach allows us to maintain a 

low level of error accumulation if the value of the parameter 

ȥ is small because every rejection in the incomplete 

factorization process leads to the accumulation of errors [8]. 

And only after the factorization is completed, secondary 

dropping is performed to reduce the amount of data in the 

preconditioning and accelerate the procedure (3) without 

considerable degradation of the quality of preconditioning. 

In addition, if ȥ = 0 and ȥ1 > 0, the proposed method 

produces the complete Cholesky factorization and then 

makes a post-factorization dropping. For large poorly 

conditioned problems, the application of this approach can 

be very efficient if the capacity of the core memory allows 

the allocation of the completely factorized matrix. 

IV. SHIFT TECHNIQUE 

It is widely known ([5], [7], [9] and others) that the 

application of a properly selected shift accelerates the 

convergence of methods based on the iteration by the 

inverse matrix. In the PCG method, based on minimizing of 

Rayleigh quotient, we introduce a shift into preconditioning 

– see (3), (4). We do not evaluate Bσ directly and use the 

iterative procedure [5], [9] when solving the system of 

linear equations (3). Let us assume that 
k

i
ẑ  is an 

approximation of the exact vector 
k

i
z  and q is a small 

correction: 

qzz  k

i

k

i
ˆ .                                   (13) 

Then, after substituting (13) in (3) we obtain: 

  
termfirstthewithcomparingdroppedis

k

i

k

i

k

i MqzBrzMBq   ˆˆ  .      

(14) 

Due to the assumption that q is a small correction, we 

neglect σMq in comparison with other terms and accept 
k

i

k

i rzB ˆ . In addition, the iterative procedure for the 

solution of (3) is: 

 

Algorithm 5. Iterative solution of (3) 

 

doend

Ssdo

k

i

k

i

k

i

k

i

k

i

k

i

qzz

qzMBq

zrzB








ˆˆ
ˆ

,,,2,1

ˆˆ


 

 

Usually, 1 – 2 iterations are required. We start the natural 

vibration problem analysis with σ = 0. The shift value is 

corrected at the iteration step k, where the convergence of at 

least one eigenpair is achieved, and new starting vectors are 

added to the block, or when five iterations are performed, 

on which no eigenpair has converged. The new value of 

shift is taken as a current approximation of the eigenvalue 
k

shifti _
 , where i_shift = (m – 1)/4 + 1 and m is the 

dimension of the block. 

V. THE ALGORITHM OF TOTAL REORTHOGONALIZATION 

When the Cholesky factorization of the reduced mass 

matrix m has failed (section II,C), we perform the total 

reorthogonalization (Algorithm 6) of the columns in the 

matrix Qk.  

 

Algorithm 6. The parallel reorthogonalization of the 

columns of the matrix Qk 

 

Parallel loop for i =1, 3m 

{ 

 qi = qi/√(qi
TMqi) 

} 

 

do i =2, 3m 

 w ← Mqi 

 Parallel loop for j = 1, i – 1 

{ 

 βij = qj
T∙w 

} 

  

 Parallel loop for l = 1, N, schedule (static, chunk) 
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 { 

  do j = 1, i – 1 

   ql
i ← ql

i – βij ql
j 

  end do 

 } 

 

 qi ← qi/√(qi
TMqi) 

end do 

 

In the first parallel loop, we perform the normalization of 

all columns in the matrix Qk. Then, we apply the modified 

Gram-Schmidt orthogonalization method (loop do i =2, 

3m). The second parallel loop (Parallel loop for j = 1, i – 1) 

calculates βij = qj
TMqi. Here it is very important to ensure 

the coherence in caches of different processors, and we 

make a padding of the array for βij to exceed the dimension 

of the cache line – 64B. The third parallel loop (Parallel 

loop for l = 1, N) covers all elements of vectors qi and qj. It 

is very important to ensure the coherence in caches too, and 

we accept a chunk size as the 16 words of double. The inner 

loop do covers the number of vectors j. Finally, each 

corrected vector qi should be normalized. 

We underline that it is very important to ensure the 

coherence in caches of different processors because 

otherwise, we obtain a drastic degradation of performance 

at least on the AMD Opteron 6276 processor, not protected 

at the hardware level. The second column in Table III 

demonstrates the efficiency of the proposed parallel 

algorithm. 

VI. NUMERICAL RESULTS 

Let us consider examples taken from the collection of 

SCAD Soft (http://www.scadsoft.com) — IT Company, 

developer of the SCAD FEA software, one of the most 

popular softwares used in the CIS countries for structural 

analysis and design, certified according to the regional 

standards. 

We use the computer A with 16-core processor AMD 

Opteron 6276, 2.3/3.2 GHz, 64 GB DDR3 RAM, OS 

Windows Server 2008 R2 Enterprise SP1, 64 bit, and 

computer B with 4-core processor Intel® Core™ i5 – 2500 

CPU 3.30 GHz, 24 GB DDR3 RAM, OS Windows 7, 64 bit. 

Computer A is a workstation and computer B – usual 

desktop. 

A. Problem 1 

The uniform beam (Figure 3) is considered. 

 
Fig.  3 The clamped beam 

 

We accept: a = 2 m, E = 200 000 MPa, ρ = 7 600 kg/m3, A 

= 0.001 m2, I = 0.0001 m4, where E is the Young’s 

modulus, ρ – the material density, A – the cross-sectional 

area and I – the moment of inertia. Three eigenpairs are 

extracted (n = 3). The dimension of the problem N = 24 and 

the dimension of the block m = 3. The preconditioning 

parameters: reordering method is MMD (multiple minimum 

degree), ȥ = 10-16, ȥ1 = 10-13, tol = 10-6 (section II.B). 

Figure 4 presents the comparison of convergence for both: 

the LOBPCG method [17], [18] and the proposed block 

subspace projection PCG (BSPPCG) method. The minimal 

error for the iterated approximations of eigenvectors in the 

block is depicted on the vertical axis. 
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Fig.  4 The convergence of the LOBPCG and BSPPCG methods 

 

The proposed BSPPCG method performs the control of the 

linear independence of the basis vectors in the subspace 

projection matrix Qk, decomposing the reduced mass matrix 

m by the Cholesky method (section II.C). If the Cholesky 

factorization of the m matrix has failed, the total 

reorthogonalization of columns in the projection matrix Qk 

ensures the linear independence of the basis vectors. As 

soon as the first eigenpair begins to converge, the residual 

vector ri
k corresponding to this pair tends to zero, since for 

an exact solution this vector must be strictly zero. The 

vector of the conjugate direction pi
k behaves similarly since 

at the stationary point of the Rayleigh functional the 

gradient vector is also zero and its direction is not defined. 

Hence it follows that the convergence of eigenpairs leads to 

a linear dependence between the columns of the projection 

matrix Qk. Therefore, we remove the converged 

eigenvectors from the block, replacing them with the new 

start vectors, and restore the linear independence of the 

columns of the matrix Qk, if necessary. As a result, we 

obtain a fast and stable convergence for the BSPPCG 

method, and the given example demonstrates it. 

B. Problem 2 

The design model of the multi-storey building, resting on 

the soil, is shown in Figure 5. The number of equations is 

2 989 476. Solid finite elements simulating the soil 
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behavior contribute a relatively dense part in the sparse 

stiffness matrix. The size of the completely factorized 

stiffness matrix using the METIS reordering [16] is 36.53 

GB. Therefore, this problem is very hard for a direct 

solution. We accept the required number of eigenpairs n = 

100, the dimension of the block m = 32. Parameters of 

preconditioning are as follows: METIS reordering, ȥ = 10-

50, ȥ1 = 10-13. The required tolerance is tol = 10-3. 

We compare the performance and speed up with an 

increase of the number of threads of the proposed 

incomplete block Cholesky solver with PARDISO from 

Intel MKL 11.3 accepting a complete factorization mode (ȥ 
= ȥ1 = 0) because in this mode the incomplete solver 

processes the maximum amount of data. 

 
Fig.  5 Multi-storey building, based on a prism of soil 

 

Moreover, for a lot of large poorly conditioned problems 

of structural and solid mechanics, we must take the 

parameter ȥ as very small. Therefore, the mode of 

incomplete solver in such a case will be close to the 

complete factorization, which allows us on the scheduling 

of load on the processors based on the non-zero structure of 

the completely factorized matrix. If the problem admits a 

relatively large value of the dropping parameter ȥ, the 
duration of the incomplete factorization considerably 

decreases and ceases to be critical in comparison with other 

stages of the solution of the problem, and we apply in such a 

situation the non-block version of the incomplete Cholesky 

solver [8], which results in better properties of 

preconditioning than the block Cholesky method due to 

dropping of single elements in columns instead of the 

rejection of the entire rows in the block-columns. 

The Table I presents a comparison of the complete 

factorization time and speed up, when the number of 

threads increases, for the proposed block Cholesky solver 

and PARDISO from Intel MKL 11.3. As it turned out, on 

computer A with AMD Opteron processor the PARDISO 

solver limits the number of threads to eight. The solver 

proposed by us demonstrates a steady acceleration of up to 

15 threads, and only when the number of threads is equal to 

the number of processor cores, there is a slight decrease in 

performance. As a result, we achieve on 15 threads a 

slightly shorter total factorization time than PARDISO. In 

general, both solvers show close results, and this fact allows 

to conclude, that the developed incomplete block Cholesky 

solver can be used successfully for the solution of real-life 

large problems. 

TABLE I 

COMPARISON OF THE COMPLETE FACTORIZATION TIME AND SPEED UP. 

PROBLEM 2, COMPUTER A. 

Nos of 

threads 

Duration of 

the block 

Cholesky, 

factorization s 

Duration of 

the 

PARDISO, 

factorization, s  

Block 

Cholesky, 

Sp = T1/Tp 

PARDISO, 

Sp = T1/Tp 

1 10 211 8 282 1 1 

2 5 448 6 539 1.87 1.27 

4 3 151 3 114 3.24 2.66 

8 1 984 1 898 5.15 4.36 

12 1 713 – 5.96 – 

14 1 635 – 6.25 – 

15 1 629 – 6.27 – 

16 1 704 – 6.00 – 

 

The sums of weights for each thread for both: first and 

second parallelization levels (see section III.A) are 

presented in Table II. We take a parameter tol1 = 0.05. 

Even on 16 threads, the proposed scheduling algorithms 

1 and 2 ensure an acceptable balance of computational load 

between threads. 

The duration of factorization using a conventional 

incomplete Cholesky solver [8] on eight threads (in such 

case this method demonstrates the best performance) is 

42 638 s, and we believe that such a long time is 

unacceptable.  

Table III presents the duration of the main stages of 

BSPPCG method. We use the following abbreviation: Reort. 

time – time of the total reorthogonalization when the 

columns of matrix Qk become almost linearly dependent; 

Orth. against conv. modes – orthogonalization of columns 

in the subblocks X and P against all converged modes (see 

section II.E); Evaluation of residuals – see section II.B; 

Subsp. project. – evaluation of the subspace projection 

matrices m and k (section II.C); Prolong. – prolongation 

procedure (section II.D). All these stages are parallelized. 

Table IV shows the comparison of computing time 

required for the extraction of 100 eigenpairs for different 

methods. The BSPPCG method runs in the core memory, 

requires 35.3 GB RAM and produces 61 iterations and 17 

total reorthogonalization when ȥ = 10-50, ȥ1 = 10-13. When 
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we assign ȥ = 10-8, ȥ1 = 10-8, the amount of required RAM 

is 16.4 GB, the ability of preconditioning of accelerating of 

the convergence is worse than in the previous case, and 142 

iterations and 50 total reorthogonalization is required. 

TABLE II 

THE DISTRIBUTION OF COMPUTATIONAL WORK AMONG THREADS. 

PROBLEM 2, COMPUTER A. 

Thread 

number 

First level of parallelization Second level of 

parallelization 

1 81 957 982 200 429 150 

2 81 992 420 200 070 240 

3 81 051 034 200 507 916 

4 78 914 973 200 263 442 

5 81 610 575 200 230 611 

6 81 862 179 200 518 532 

7 81 724 138 200 079 318 

8 81 287 287 199 915 628 

9 79 117 086 200 671 820 

10 79 027 153 200 172 374 

11 80 780 854 201 390 756 

12 81 153 035 200 164 913 

13 82 434 985 200 463 860 

14 79 223 228 200 221 723 

15 81 595 566 200 978 565 

16 83 031 954 201 070 606 

TABLE III 

COMPUTING TIME OF SEVERAL PHASES VIA A NUMBER OF THREADS. 

PROBLEM 2, COMPUTER A. 

np Reort

time, 

s 

Orth. 

against 

conv 

modes, s 

Evalua-

tion of 

residuals, 

s 

Subsp. 

project. 

s 

Pro-

long., 

s 

Total, 

s 
Snp  

1 5241 6420 40039 8515 319 62711 1 

2 2384 3197 21861 5303 183 34323 1.82 

4 1628 2298 12039 3621 122 20814 3.01 

8 1068 2315 9031 2809 104 16390 3.82 

16 620 2183 8229 2415 103 14552 4.31 

 

The block Lanczos method with the spectral 

transformations (SBLANC, [7]) runs in two modes. When 

the entire amount of the core memory is accessible (100 % 

RAM), solver PARFES [11], [12] – one from the fastest 

sparse direct solvers for multicore computers on today – 

works in a core mode, and the lower triangular factorized 

matrix L, having the size 36.53 GB, is located in RAM. 

Therefore, the forward and back substitutions, performed at 

each step of the Lanczos method, run extremely fast. In this 

case, we obtain practically the same durations for both 

methods. 

When we allow using only 50% of RAM for the Lanczos 

method, PARFES runs in the out of core mode (OOC), and 

the matrix L is written block-by-block on disk. The forward 

and back substitutions run very slowly, and the solution 

time for the Lanczos method increases more than two times. 

TABLE IV 

COMPARISON OF COMPUTATION TIME FOR DIFFERENT METHODS. 

PROBLEM 2, COMPUTER A. 

Method Total time, s 

BSPPCG (core mode, ψ = 10-50, ψ1 = 10-13) 14 552 

BSPPCG (core mode, ψ = 10-8, ψ1 = 10-8) 16 334 

SBLANC (100% RAM) 14 096 

SBLANC (50% RAM) 34 660 

 

C. Problem 3. 

Figure 6 presents the design model of the multi-storey 

building, having quite a different topology and construction 

than the previous problem. 

 

 

 
Fig.  6 Multi-storey building, having three towers 

 

 

The dimension of the problem is N = 4 262 958 

equations, number of required eigenpairs – n = 100, 

dimension of the block m = 32. The parameters of 

preconditioning are: ȥ = 0, ȥ1 = 10-13, tol = 10-3. We use a 

usual desktop – computer B. 

This problem is very hard for stable convergence due to 

the presence of a large number of almost multiple 

frequencies, produced by similar towers, resting on the 

same stylobate, and we were forced to apply a shift 

technique. Table V shows that the given approach proved to 

be stable when the shift correction procedure (algorithm 5) 

performs at least two iterations. 

As a result, we obtain about the same time of solving the 

problem by both methods: BSPPCG and SBLANC, but 

BSPPCG method works in RAM, and when Lanczos 

method is applied, PARFES uses the out of core (OOC) 

mode. 
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TABLE V
COMPARISON OF COMPUTATION TIME FOR DIFFERENT METHODS.

PROBLEM 3, COMPUTER B.

Method Number of 
shift’s 
corrections,
S

Number of
iterations

Number of
total

reorthogona-
lization

Total
time, s

BSPPCG 0 Lock of convergence after 42 eigenpairs
are converged

BSPPCG 1 Lock of convergence after 53 eigenpairs
are converged

BSPPCG 2 70 19 16 901
SBLANC — — — 16 568

VII. CONCLUSION

The  proposed  BSPPCG  method  can  compete  with  the
block  Lanczos  method  widely  used  in  FEA  software  on
shared  memory  multi-core  computers.  The  presented
approach,  based  on  the  PCG  method,  uses  the  block
incomplete Cholesky factorization approach which allows to
keep  a very small  value  of  the rejection parameter  ψ and
produces  a  lower  triangular  matrix  H,  B =  HHT,  which
possesses a high ability to accelerate the convergence. The
use of the iteration technique in a block of fixed dimension,
the shift technique and the parallel algorithm for the total re-
orthogonalization,  when  a  linear  dependence  between  the
columns of the projection matrix Qk was detected, ensure the
high computational stability of the proposed approach.
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Abstract—Recursive Filters (RFs) are a well-known way to
approximate the Gaussian convolution and, due to their compu-
tational efficiency, are intensively used in several technical and
scientific fields. The accuracy of the RFs can be improved by
means of the repeated application of the filter, which gives rise
to the so-called K-iterated Gaussian recursive filter. In this work
we propose a parallel algorithm for the implementation of the K-
iterated first-order Gaussian RF for multicore architectures. This
algorithm is based on a domain decomposition with overlapping
strategy. The presented implementation is tailored for multicore
architectures and makes use of the Pthreads library. We will
show through extensive numerical tests that our parallel imple-
mentation is very efficient for large one-dimensional signals and
guarantees the same accuracy level of the sequential K-iterated
first-order Gaussian RF.

I. INTRODUCTION

NOWADAYS, the recursive filters (RFs) have become a
useful computational tool in several fields. For exam-

ple, Gaussian RFs are usually involved in image processing
[1], [2], in data assimilation for solving three-dimensional
variational analysis schemes [3], [4] and in advanced signal
processing such as other class of RFs has been recently
constructed specifically for the electrocardiogram (ECG) de-
noising [6], [7], [8]. The idea of a recursive filter is to
provide a more efficient approximation either to a given filter
operator, or to the convolution with the impulse response of
the filter. Gaussian RFs are basically designed to approximate
Gaussian-based convolutions and can be built in many ways
(see [9] and the references therein). It is well-known that
Gaussian RFs, when applied to signals with support in a finite
domain, generate distortions and artifacts, mostly localized at
the boundaries. This issue is known as edge effect and heuristic
and theoretical tools, namely boundary conditions, have been
proposed in literature to remove it [9], [10]. These tools can be
used even in the more general case in which a Gaussian RF is
repeatedly applied, i.e. the so-called K-iterated Gaussian RFs
[3] where K denotes the number of filter iterations. In this
paper, we consider K-iterated first-order Gaussian recursive
filters. The analysis of such filters has been recently provided
in terms of accuracy [3], [5].

Although Gaussian RFs have low computational complexity,
they may become inapplicable in practice when the size of
the input signal is very large, so that there is the need of
their parallel implementation. A thorough survey on parallel

implementations of RFs is in [11]. The aim of our work
is to introduce a new parallel algorithm for the K-iterated
first-order Gaussian RF for 1D signals, based on a suitable
domain decomposition with overlapping. Our approach is
specifically designed for multicore architectures and is based
on the Pthreads library. The paper is organized as follows. In
Section II we briefly recall some mathematical preliminaries
about the K-iterated first-order Gaussian RFs. Section III deals
with the structure of the parallel algorithm and the underlying
domain decomposition strategy. In Section IV we give some
details about the implementation of the parallel algorithm
in a multicore environment. Moreover, we discuss results of
numerical tests that show that our parallel algorithm reaches
the same accuracy of the sequential one, and we provide
evidence of the gain obtained by the parallel implementation
in terms of performance. Finally conclusions and future work
are drawn in Section V.

II. PRELIMINARIES

In the following we recall some preliminaries, notations
and results presented in [5], [9]. We limit our description to
the arguments needed for the understanding of the parallel
approach proposed in next section. We first introduce the
K-iterated n-order Gaussian RFs and in particular exhibit a
sequential algorithm for the first-order case. Let:

s(0) =
{
s
(0)
j

}
j∈Z

=
(
. . . , s

(0)
−2, s

(0)
−1, s

(0)
0 , s

(0)
1 , s

(0)
2 , . . .

)

be an input signal. s(0) can be thought of as a complex function
defined on the set of integers, that is an element of the set of
sequences of complex numbers CZ. Let g denote the Gaussian
function with zero mean and standard deviation σ:

g(t) =
1

σ
√
2π

exp

(
− t2

2σ2

)
. (1)

Let δ =
{
δj
}
j∈Z

be the unit-sample:

δj =

{
1 if j = 0

0 if j 6= 0
(2)

The Gaussian filter is a filter whose response to the unit-sample
(i.e. the impulse response) is the restriction of the Gaussian
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function g on Z. Since the Gaussian filter is linear and time-
invariant, its response s(g) to the input s(0) can be simply
expressed by the discrete Gaussian convolution:

s
(g)
j =

(
g ∗ s(0)

)
j
=

∑

t∈Z

gj−ts
(0)
t , ∀ j ∈ Z, (3)

where gt ≡ g(t). Gaussian RFs and K-iterated Gaussian RFs
are efficient tools for approximating the entries s

(g)
j of s(g).

A K-iterated n-order Gaussian RF filter generates an output
signal s(K), the so-called K-iterate approximation of s(g),
whose entries solve the 2K recurrence relations:

p
(k)
j = βs

(k−1)
j +

n∑

t=1

αtp
(k)
j−t, ∀ j ∈ Z, k = 1, 2, . . . ,K,

(4)

s
(k)
j = βp

(k)
j +

n∑

t=1

αts
(k)
j+t, ∀ j ∈ Z, k = 1, 2, . . . ,K.

(5)
For K = 1, the filter merely becomes an n-order Gaussian
RF filter. As K → ∞ the filter converges to the Gaussian
filter[20]. Relations (4) and (5) are conveniently referred to as
the advancing and backing filters, respectively. The values αt

and β are called smoothing coefficients and verify:

β = 1−
n∑

t=1

αt.

In a general setting they depend on σ, n and K. In the
following we consider only the first-order Gaussian RF, so
that relations (4) and (5) take the simplified form [9]

p
(k)
j = βs

(k−1)
j + αp

(k)
j−1, ∀ j ∈ Z, (6)

s
(k)
j = βp

(k)
j + αs

(k)
j+1, ∀ j ∈ Z. (7)

Now, the smoothing coefficients are:

α = 1 + Eσ −
√
Eσ(Eσ + 2), (8)

β =
√
Eσ(Eσ + 2)− Eσ, (9)

with Eσ = Kσ−2. If we consider an input signal s(0) with
support in the grid {0, 1, 2, . . . , N − 1} then, in order to
implement such a Gaussian RF as an algorithm, the index
j must be treated in increasing order in the advancing filter
(from 0 to N−1) and in decreasing order in the backing filter
(from N − 1 to 0) [9]. Such a scheme requires to set values
p
(k)
0 and s

(k)
N−1 for priming the advancing and backing filters,

respectively. A common choice is to set these values at zero
or introduce the so-called boundary conditions that simulate
the effect of the neglected filter equations in the algorithm.
For first-order filters, the boundary conditions are [9]:

p
(k)
0 =

1

1 + α
s
(k−1)
0 , s

(k)
N−1 =

1

1 + α
p
(k)
N−1.

Both approaches suffer from a well-known edge effect, that
is a large perturbation on the boundary entries of the finite
output signal. As shown in [9], provided that the input
support is in [0, N − 1], this effect can be mitigated with a

suitable extending-resizing strategy that allows an effective
implementation of the K-iterated first-order Gaussian RF.
This idea consists in three steps:

(i) extending the given input signal s(0), with support in
{0, 1, 2, . . . , N−1}, by adding artificial zero entries at the
left and right boundaries. More specifically, we introduce
the extended signal:

s(0),m =
(
0, . . . , 0, s

(0)
0 , . . . , s

(0)
N−1, 0, . . . , 0

)
, (10)

which is obtained by inserting m zeros before s
(0)
0 and

m zeros after s(0)N−1;

(ii) applying the K-iterated first-order Gaussian RF to
s(0),m, in order to obtain s(K),m;

(iii) resizing the signal s(K),m, by removing its first and last
m entries, so that the (approximated) output signal s(K)

is recovered.

The underlying idea of this scheme is to shift the edge effects
on the artificially added entries. Step (i)-(iii) are shown in
Figure 1.

s(0) s(0),m

s(K),ms(K)

extending

recursive filter

resizing

Fig. 1. extending-resizing strategy

Algorithm 1 implements this strategy, while Algorithm 2 is
a K-iterated first-order Gaussian RF straight implementation.

Algorithm 1 Extending-resizing strategy for the K-iterated
first-order recursive filter
Input: s(0), σ, m, K

Output: s(K)

1: extend s(0) to s(0),m as described in step (i)
2: apply Algorithm 2 to s(0),m with parameters σ, K as described

in step (ii), to obtain s(0),m

3: resize s(K),m as described in step (iii), to obtain
s(K)

III. THE PARALLEL ALGORITHM

In this section we describe the strategy underlying our
parallel algorithm for a K-iterated first-order Gaussian RF
and highlight the main feature of our parallel software for
multicore environment. A multicore processor is a single com-
puting component with two or more independent actual pro-
cessing units, called ”cores” (see Figure 2). The instructions
are ordinary CPU instructions (such as add, move data, and
branch), but the multiple cores can run multiple instructions
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Algorithm 2 K-iterated first-order RF with boundary condi-
tions
Input: s(0), σ, K

Output: s(K)

1: set β, α as in (8) and (9); M := 1/(1 + α)

2: set N := size(s(0))

3: for k = 1, 2, . . . ,K % filter loop

4: compute p
(k)
0 := Ms

(k−1)
0 % left end conditions

5: if k = 1 then

6: p
(k)
0 := βs

(k−1)
0

7: end

8: for j = 1, . . . , N − 1 % advancing filter

9: p
(k)
j := βs

(k−1)
j + αp

(k)
j−1

10: endfor

11: compute s
(k)
N−1 := Mp

(k)
N−1 % right end conditions

12: for j = N − 2, . . . , 0 % backing filter

13: s
(k)
j := βp

(k)
j + αs

(k)
j+1

14: endfor

15: endfor

Fig. 2. Multicore architecture scheme.

concurrently, the so-called concurrent threads, increasing the
overall efficiency.

Multicore processors are widely used across many applica-
tion domains, including general-purpose, embedded, network,
digital signal processing (DSP), and graphics (GPU).

Possible gains in efficiency are limited by the fraction of the
software that can run in parallel simultaneously on multiple
cores. In the best case, the so-called embarrassingly parallel
problems, one can reach a speedup factor close to the number
of cores, or even more, if problems’ data are decomposed so
that they fit within each core cache, thus avoiding the use of
the slower main memory.
To implement the algorithm in this environment, our starting
idea is to divide in local blocks the original signal and to apply
the strategy shown in previous section to each block. Finally,
after collecting local outputs, the output signal is recovered.
This is a typical domain decomposition approach in which the

starting signal s(0) is first partitioned in t signal blocks, with
t number of threads:

s
(0)
0 , s

(0)
1 , . . . , s

(0)
t−1. (11)

More in particular, denoting by d = ⌊N
t ⌋, r = mod(N, t), the

j-th block (j = 1, . . . , t) has components:

(
s
(0)
j

)
i
=

{
s
(0)
jd+j+i, i = 0, . . . , d if j < r

s
(0)
jd+r+i, i = 0, . . . , d− 1 if j ≥ r

(12)

We highlight that such a domain decomposition strategy relies
in a sort of new method in which the output pieces are an
approximation of the Gaussian convolution of the local inputs.
In other words, the global output, i.e. the approximation of
the Gaussian convolution of the global input, is obtained by
collecting approximated local Gaussian convolutions of the
local inputs that neglect the farthest entries.
A naive choice would be to apply the extending-resizing
strategy to each block s

(0)
j , so that each thread extends (with

2m zeros) its local input, computes the local output by means
of Algorithm 2, and resizes the local output. Finally the
global signal output can be restored by gathering all resized
outputs. However this strategy suffers a serious drawback,
that is a low accuracy in the output entries close to the cut
points of the domain decomposition. This can be explained
observing that each thread uses as extended local input a
block with support in [m+ 1,m+ d+ 1] (or [m+ 1,m+ d])
instead of the input entries of s(0). This can be seen as a
perturbation in the local input signal boundary entries which
causes a significant distortion in the output entries. In order to
overcome the above drawback we devised a more appropriate
extending-resizing strategy that, for extending the local inputs,
uses the known entries of the signal input instead of zero
values.

(i’) domain decomposition with overlapping. The starting
signal s(0) is partitioned in t input blocks s

(0)
j as in

(11), (12), and each block is assigned to a thread. Each
thread extends its block by adding m actual input entries
at the left boundary and m actual input entries at the
right boundary. When not available these entries are set
at zero. Formally, the extended input signal components
are:

(
s
(0),m
j

)
i
=

{
s
(0)
jd+j+i−m, i = 0, . . . , d+ 2m if j < r

s
(0)
jd+r+i−m, i = 0, . . . , d+ 2m− 1 if j ≥ r

where conventionally s
(0)
l = 0 for l < 0 and l ≥ N , so

that zeros are considered only when the input entries do
not exist. This kind of decomposition is illustrated in
Figure 3;

(ii’) each thread j applies the K-iterated first-order Gaussian
RF to s

(0),m
j , in order to obtain s

(K),m
j ;

(iii’) resizing with collecting. Each thread j resizes the signal
s
(K),m
j , by removing its first and last m entries and

generates the local output s(K)
j . Finally, the local outputs

are collected in the global output signal.
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Fig. 3. Domain decomposition with overlapping scheme.

We observe that steps (i’)-(iii’) can be carried out by all
threads in a fully-parallel way. In other words, our strategy can
be considered embarrassingly parallel and can be summarized
in Algorithm 3.

Algorithm 3 Parallel K-iterated first-order Gaussian recursive
filter based on domain decomposition with overlapping
Input: s(0), σ, m, K, t

Output: s(K)

1: FOR ALL THREAD j
2: save in the private memory of thread the extended

input signal s
(0),m
j

as described in step (i’)
(domain decomposition with overlapping)

3: apply Algorithm 2 to s
(0),m
j

with parameters σ, K as

described in step (ii’), to obtain s
(K),m
j

4: resize s
(K),m
j

to recover s
(K)
j

and copy it in the
shared memory in order to obtain the global
output s(K) as described in step (iii’)

5: ENDFOR ALL THREAD j

IV. IMPLEMENTATION DETAILS AND NUMERICAL TESTS

Our parallel algorithm is developed and tested on a CPU
Intel Core i7 (2.8GHz), with 8 cores, 8GB of RAM memory,
4GB GDDR5 of memory size and 173 GB/s of memory
bandwidth. In order to take full advantage of the capabilities
provided by a multicore processor, a standardized interface is
needed for programming the threads. For UNIX systems, this
interface has been specified by the IEEE POSIX 1003.1c stan-
dard. Implementations adhering to this standard are referred
to as POSIX threads, or Pthreads1. The Pthreads library is
a set of C language programming types and procedures for
managing the synchronization and concurrency in a shared
memory environment. Most hardware vendors offer Pthreads
in addition to their proprietary API’s.

1https://computing.llnl.gov/tutorials/pthreads/

TABLE I
σ = 4, N = 2000

K m = σ m = 2σ m = 3σ m = 4σ m = 5σ

5 0.055592 0.056120 0.056124 0.056124 0.056124
15 0.021831 0.022343 0.022345 0.022345 0.022345
30 0.013884 0.013859 0.013861 0.013861 0.013861
50 0.011184 0.010460 0.010462 0.010462 0.010462

100 0.009679 0.007908 0.007909 0.007909 0.007909

TABLE II
σ = 4, N = 2000, NUMBER OF THREADS = 2

K m = σ m = 2σ m = 3σ m = 4σ m = 5σ

5 0.176246 0.062215 0.056333 0.056138 0.056126
15 0.197547 0.033730 0.022521 0.022351 0.022346
30 0.212070 0.029099 0.014043 0.013864 0.013861
50 0.220339 0.028026 0.010657 0.010465 0.010462
100 0.228025 0.027667 0.008127 0.007912 0.007909

A. Accuracy

Here we are interested in comparing, in terms of provided
accuracy, the sequential implementation (Algorithm 1) and
the parallel implementation (Algorithm 3) of the K-iterated
first-order Gaussian RF. The accuracy is measured by the
2-norm ‖s(g) − s(K)‖2, where s(g) is the output of the
standard Gaussian convolution, and s(K) is either the output
of Algorithm 1 or the output of Algorithm 3 depending on
the context.

In Table I we report the results obtained applying Algo-
rithm 1 to the random input signal used in [9], for several
values of K and m with fixed σ and N . Following [9] we
notice that the larger m the better the accuracy, but the choice
m = 2σ guarantees a good trade-off between accuracy and
size of the extended signal (N+2m). In Table II-IV we report
the results obtained applying Algorithm 3 to same input signal
of Table I, with t = 2, 4, 8 threads, respectively. We observe
that, regardless of the number of threads, the parallel algorithm
can obtain the same accuracy level of Algorithm 1 with a
slightly larger value of m (m = 4σ).

B. Performance analysis

Here we are interested in the performance of the parallel
algorithm (Algorithm 3). The performance are measured in

TABLE III
σ = 4, N = 2000, NUMBER OF THREADS = 4

K m = σ m = 2σ m = 3σ m = 4σ m = 5σ

5 0.279605 0.070410 0.056524 0.056145 0.056126
15 0.324447 0.046540 0.022704 0.022353 0.022346
30 0.349988 0.043858 0.014254 0.013866 0.013861
50 0.364236 0.043664 0.010899 0.010466 0.010462

100 0.377388 0.044023 0.008412 0.007913 0.007909
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TABLE IV
NUMBER OF THREADS = 8

K m = σ m = 2σ m = 3σ m = 4σ m = 5σ

5 0.418137 0.083128 0.056548 0.056123 0.056124
15 0.493410 0.064770 0.022829 0.022345 0.022345
30 0.533700 0.064082 0.014463 0.013860 0.013861
50 0.555979 0.064849 0.011178 0.010462 0.010462

100 0.576482 0.066054 0.008779 0.007909 0.007909

TABLE V
EXECUTION TIME IN SECONDS, FOR K = 100

t N = 2000 20 000 200 000

1 3.4e-03 2.3e-02 2.4e-01
2 3.1e-03 2.3e-02 2.3e-01
3 2.6e-03 1.7e-02 1.7e-01
4 2.5e-03 1.3e-02 1.3e-01
5 2.3e-03 1.2e-02 1.2e-01
6 2.2e-03 1.0e-02 1.0e-01
7 2.0e-03 9.5e-03 9.0e-02
8 2.0e-03 8.3e-03 8.0e-02

terms of execution time. In Table V we report the execution
times applying this algorithm to random input signals of
increasing size (N = 2000, N = 20 000, N = 200 000)
and varying the number of threads. The values of the other
parameters are fixed as follows: σ = 4, m = 4σ and
K = 100. Table V shows that execution times decrease as the
number of threads grows. In particular, an appreciable gain
in time, expressed in percentage, reached with 8 threads and
N = 200 000, is:

0.24− 0.08

0.24
· 100% = 66.7%.

V. CONCLUSIONS

In this work, we have presented a new parallel algorithm
for the approximation of the one-dimensional Gaussian con-
volution, based on K-iterated Gaussian recursive filters. The
algorithm has been implemented on a multicore architecture.
We also provided preliminary results that show the accuracy
and the efficiency of our algorithm. This is a first step
towards the development of algorithms and softwares, for
HPC many core environments, for an efficient computation
of multidimensional Gaussian convolutions that appear across
several technical and scientific fields as data assimilation [12],
reputation systems [13], [14], classical [15], [16] and multidi-
mensional interpolation [17], [18], [19], image processing and
data mining.
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Abstract—The presented study analyses 563 representative
benchmark sparse matrices with respect to their partitioning
into uniformly-sized blocks. The aim is to minimize memory
footprints of matrices. Different block sizes and different ways
of storing blocks in memory are considered and statistically eval-
uated. Memory footprints of partitioned matrices are additionally
compared with lower bounds and the CSR storage format. The
average measured memory savings against CSR in case of single
and double precision are 42.3 and 28.7 percents, respectively.
The corresponding worst-case savings are 25.5 and 17.1 percents.
Moreover, memory footprints of partitioned matrices were in
average 5 times closer to their lower bounds than CSR. Based
on the obtained results, we provide generic suggestions for
efficient partitioning and storage of sparse matrices in a computer
memory.

I. INTRODUCTION

The way how sparse matrices are stored in a computer
memory may have a significant impact on the required memory
space, i.e., on the matrix memory footprints. Reduction of
matrix memory footprints may positively influence related
computations and executions of corresponding programs. For
example:

• Lower matrix memory footprints yield faster processing
of matrices by I/O subsystems, e.g., when checkpointing-
restart resilience methods are applied within high perfor-
mance computing (HPC) applications [1], [2].

• Lower matrix memory footprints may increase the effi-
ciency and performance of sparse matrix computations
if these are bounded by memory bandwidth. This is,
e.g., often the case of sparse matrix vector multiplication
(SpMV)1.

• Lower matrix memory footprints allow larger matrices to
fit in the available amount of memory, which, therefore,
allows to solve computational problems to higher extent
or with higher accuracy.

This work was supported by the Czech Science Foundation under grant
no. 16-16772S and by Czech Technical University in Prague under grant
SGS17/215/OHK3/3T/18.

1Memory bandwidth is not the only bound for SpMV performance; there
are others as well [3]. However, in cases where the memory bandwidth is the
main bottleneck, by reducing memory footprints of matrices one can reduce
the overall timings of SpMV applications such as iterative solvers.

One way of reducing memory footprints of sparse matrices
is their partitioning into blocks (which also promotes spatial
locality during computations). Much has been written about
block processing of sparse matrices, frequently in the context
of memory-bounded character of SpMV [4]–[26]. In this arti-
cle, we address the problem of minimizing memory footprints
of sparse matrices by their partitioning into uniformly-sized
blocks. Its solution raises two essential questions: How to
choose a suitable block size? And, how to store resulting
nonzero blocks in a computer memory? These questions form
a multi-dimensional optimization problem that needs to be
solved prior to the partitioning itself. We refer to both these
problems—optimization and partitioning—as (block) prepro-
cessing.

The above introduced optimization problem raises another
question: How to specify the optimization space, i.e., the space
of tested configurations? Intuitively, the larger the optimization
space is, the lower matrix memory footprint can be found,
however, at a price of longer preprocessing runtime. To
amortize block processing of a sparse matrix, the optimization
space thus need to be chosen wisely in a form of a trade-off:
we want it to be small enough to ensure its fast exploration
but also large enough to contain the optimal or nearly-optimal
configuration generally for any sparse matrix.

We present a study that analyses memory footprints of 563
representative sparse matrices from the University of Florida
Sparse Matrix Collection (UFSMC) [27] with respect to their
partitioning into uniformly sized blocks. These matrices arose
from a large variety of applications of multiple problem
types and thus have highly diverse structural and numerical
properties. Our goal is to minimize memory footprints of
matrices and we consider an optimization space that consists
of different block sizes and different ways of storing blocks
in memory. Based on the obtained results, we finally provide
suggestions for both efficient and effective block preprocessing
of sparse matrices in general.

II. METHODOLOGY

In Section I, we referred to the matrix memory footprint
as to the amount of memory space required to store a given
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matrix in a computer memory. More precisely, we can define
it as a number of bits (or bytes) which is needed to store the
values of nonzero elements of a given matrix together with the
information about their structure, i.e., their row and column
positions.

A. Sparse Matrix Storage Formats

The ways how sparse matrices are stored in a computer
memory are generally called sparse matrix storage formats;
we call them formats only if the context is clear. Matrix
memory footprint is thus a function of a given matrix and
format (memory footprints for the same matrix but distinct
formats may differ considerably).

In case of partitioned sparse matrices, their nonzero blocks
represent individual submatrices that can be treated separately.
In practice, well-proven formats used for nonzero blocks of
sparse matrices are:

• The coordinate (COO) format, which stores values of
block nonzero elements together with their row and
column indices [7], [17], [21].

• The compressed sparse row (CSR) format, which stores
values and column indices of lexicographically ordered
block nonzero elements together with the information
about which values / column indices belongs to which
block row [17], [19]–[21].

• The bitmap format, which stores values of block nonzero
elements in some prescribed order and encodes their row
and column indices in a bit array [8], [15], [17].

• The dense format, which stores values of both nonzero
and zero block elements in a dense array (row and column
indices of nonzero elements are thus effectively deter-
mined by positions of their values within this array) [13],
[14], [17], [28].

B. Blocking Storage Schemes

Considering these formats, we have 6 options how to store
nonzero blocks of a sparse matrix in memory:

1) store all the blocks in the COO format,
2) store all the blocks in the CSR format,
3) store all the blocks in the bitmap format,
4) store all the blocks in the dense format,
5) store all the blocks in a format that minimizes the

memory footprint of a given matrix (we refer to this
option as min-fixed),

6) store each block in a format that minimizes the contri-
bution of this block to the memory footprint of a given
matrix (we refer to this option as adaptive).

We call these options blocking storage schemes, or shortly
schemes only. Since the first 4 schemes prescribe a fixed
format for all the blocks, we call them fixed-format schemes.

For the min-fixed and adaptive schemes, we consider for-
mats for nonzero blocks to be chosen from COO, CSR,
bitmap, and dense. In case of the min-fixed scheme, the matrix
memory footprint thus contains 2 additional bits for storing the
information about the format used for all the nonzero blocks.
In case of the adaptive scheme, the matrix memory footprint

contains 2 additional bits for each nonzero block to store the
information about its format.

C. Block Sizes

To evaluate memory footprints of a given matrix for dif-
ferent schemes and some particular tested block size, we
need information about numbers of nonzero elements of all
nonzero blocks [17]. In the end, this information must be
obtained for each distinct block size from the optimization
space, which represents the most demanding part of the whole
optimization process [29]. The block preprocessing runtime
is thus approximately proportional to the number of distinct
tested block sizes. Consequently, the lower is their count, the
higher are the chances that the partitioning will be profitable
at all.

Generally, there is O(m× n) ways how to choose a block
size for an m×n matrix, but for fast block preprocessing, we
need to consider only few of them.2 One possible approach is
to consider only block sizes

2k × 2ℓ, where 1 ≤ k ≤ K and 1 ≤ ℓ ≤ L, (1)

which reduces the number of tested block sizes to K × L.
Such a choice, among others, results in substantially faster
preprocessing in general [29]. Within the presented study, we
consider block sizes (1) and set K = L = 8. The choice of
these upper bounds stemmed from our auxiliary experiments
which showed that space-optimal block sizes have mostly less
than 64 rows/columns. Taking into account block sizes with up
to 256 rows/columns should cover even the remaining corner
cases.

D. Optimization Space

In the summary, our optimization space is initially defined
by S6 × B64, where S6 denotes a set of selected blocking
storage schemes:

S6 =
{

COO,CSR, bitmap, dense,min-fixed, adaptive
}

and B64 denotes a set of selected block sizes:

B64 =
{
2k × 2ℓ : 1 ≤ k, ℓ ≤ 8

}
.

E. Additional Considerations

When measuring matrix memory footprints, we need to
decide how to represent information about nonzero blocks and
how to represent indices. In the presented study, we assume
that:

1) nonzero blocks are stored in memory in the lexicograph-
ical order;

2) block column index for each nonzero block is stored
explicitly;

3) the number of nonzero blocks for each block row is
stored;

2In addition to multiplication and Cartesian product, we also use the
multiplication sign “×” to specify matrix/block sizes. In such cases, m× n
does not denote multiplication, but a matrix/block size of height m and width
n (i.e., having m rows ans n columns).

514 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



TABLE I: Counts of tested matrices falling under particular
problem types (referred to as “kinds” in the UFSMC).

Problem Matrices

2D/3D 36
acoustics 4
chemical process simulation 25
circuit simulationi 41
computational fluid dynamics 47
computer graphics/vision 8
counter-example 2
duplicate model reduction 5
economic 24
eigenvalue/model reduction 2
electromagnetics 11
frequency-domain circuit sim. 4
least squares 7
linear programming 51
materials 15
model reduction 11
optimization 66
power network 35
semiconductor device 16
statistical/mathematical 1
structural 82
theoretical/quantum chemistry 42
thermal 11
weighted graph 17

4) a minimum possible number of bits, i.e., ⌈log2 n⌉ bits,
is used to store an index related to n entities (such an
approach is in the literature sometimes referred to as
index compression).

F. Benchmark Matrices

Sparse matrices are often divided into two main
categories—high performance computing (HPC) matrices and
graph matrices. Efficient processing of graph matrices is
generally governed by special rules that are different from
those being effective for HPC matrices [9], [30], [31] (e.g.,
higher matrix memory footprints in some cases lead to higher
performance of computations and graph matrices are also
typically not suitable for simple block processing mainly due
to emergence of hypersparse blocks [8], [9]). Within this work,
we focused mainly (but not exclusively) on HPC matrices.
Namely, we considered all real matrices from the UFSMC that
contained more than 105 nonzero elements and had a unique
structure of nonzero elements. This way, we obtained 563
sparse matrices arising from different application problems
(see Table I) and thus having different structural (and numeri-
cal) properties; we denote these matrices by A1, . . . , A563. Of
these matrices, 281 were square symmetric and the remaining
282 were either rectangular or square unsymmetric.

G. Matrix Memory Footprint

For symmetric matrices, we always assume storage only of
their single triangular parts in memory, which is a common
practice. Referring to the number of nonzero elements of a
matrix, we thus generally need to distinguish between the
number of all nonzero elements and the number of elements
that are assumed to be stored in a computer memory. While

measuring memory footprints of sparse matrices, we take into
account the latter one.

According to the text above, a matrix memory footprint for
a sparse matrix Ak partitioned into uniformly-sized blocks is
a function of the following parameters:

1) sparse matrix Ak,
2) block storage scheme s ∈ S6,
3) block size h× w ∈ B64,
4) number of bits b required to store a value of a single

matrix nonzero element.
We denote this function by MMF⊞(Ak, s, w×h, b). We further
assume storing values of matrix nonzero elements in either
single or double precision IEEE floating-point format [32],
which implies b = 32 or b = 64, respectively, in case of
real matrices. We refer to such a floating-point precision as
precision only.

We say that a matrix memory footprint for a given matrix A
and a given precision determined by b is optimal (with respect
to our work) if it equals

min
{
MMF⊞(A, s, h× w, b) : s ∈ S6, h× w ∈ B64

}
.

We call the corresponding blocking storage scheme and block
size optimal as well.

Let S ⊆ S6 and B ⊆ B64. S ×B thus define a subspace of
the optimization space S6 × B64. Let

∆b
S,B(k) =

(

min
{
MMF⊞(Ak, s, h× w, b) : s ∈ S, h× w ∈ B

}
/

min
{
MMF⊞(Ak, s, h× w, b) : s ∈ S6, h× w ∈ B64

}

− 1
)
× 100.

This function expresses of how much percent is the minimal
memory footprint of Ak from S × B higher (worse) than its
optimal memory footprint. To assess the subspace S × B, we
define the following parametrized set

Ub
S,B =

{
∆b

S,B(k) : 1 ≤ k ≤ 563
}
.

The minimum, mean (average; µ), and maximum of Ub
S,B then

reflect the best, average, and worst cases, respectively, for S×
B across the tested matrices.

If S or B consists of a single element only, we omit the
curly braces in the subscript of U for the sake of readability;
e.g., we write Ub

s,B64
and Ub

S6,h×w instead of Ub
{s},B64

and
Ub
S6,{h×w}.

III. RESULTS AND DISCUSSION

A. Blocking Storage Schemes

First, we assessed blocking storage schemes. Table II shows
for how many tested matrices were individual schemes opti-
mal. The adaptive scheme clearly dominates this evaluation
metric; it was optimal for 464 tested matrices, which corre-
sponds to 82.4% of their total count. Note that the min-fixed
scheme was never optimal; this is due to the necessity to store
additional information about the format used for blocks (if
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Fig. 1: Numbers of tested matrices for which are block sizes optimal, measured for double precision; block size 8 × 8 was
optimal for 257 matrices.

TABLE II: Counts of tested matrices for which are blocking
storage schemes optimal; the numbers are the same for both
single and double precision.

Scheme Matrices

COO 58
CSR 0
bitmap 36
dense 5
min-fixed 0
adaptive 464

we ignored the additional 2 bits required by this scheme, it
would be optimal for 58 + 36 + 5 = 99 matrices). However,
the numbers in Table II reflect only best cases, i.e., matrices
that were most suitable for particular schemes. To find out
how much were particular schemes better than the others in
average and for their worst-case (most unsuitable) matrices,
we need complete statistics of Ub

s,B64
; these are presented in

Table III and lead to the following observations:
• No fixed-format scheme minimized matrix memory foot-

prints in comparison with the others. Bitmap was the best
in average, however, it was inferior to both COO and CSR
in worst cases.

• Dense provided extremely high matrix memory footprints
in average and worst cases. Due to the explicit storage
of zero elements, this scheme is suitable only for kinds
of matrices that contain highly dense blocks; obviously,
there were only few such matrices in our tested suite
(recall that the dense scheme was optimal for 5 matrices
according to Table II).

• The lowest memory footprints were provided by the min-
fixed and adaptive schemes; their numbers are consider-
ably lower in comparison with the fixed-format schemes.

B. Block Sizes

Similarly as blocking storage schemes, we assessed block
sizes. Fig. 1 shows for how many tested matrices were
individual block sizes optimal in case of double precision

measurements; for single precision, the results differed only
for 2 matrices. We may observe that some block sizes were
especially favourable. The 8 × 8 block size was optimal for
257 matrices, which corresponds to 45.6% of their total count.
Together with 4 × 4 and 16 × 16, these 3 block sizes were
optimal for 65.2% of tested matrices. However, again, the
numbers from Fig. 1 reflect only best cases. To find out
how much were particular block sizes better than the others
in average and for their worst-cases matrices, we present
the average and maximum values of Ub

S6,h×w in Table IV
and Table V for single and double precision, respectively.
According to these results, some blocks sizes—especially
8×8—provided alone average matrix memory footprints close
to their optimal values. However, there was not a single block
size that would yield the same outcome for all the tested
matrices; the maxima were for all the block sizes relatively
high.

Let us remind that one of our goals is a possible reduction
of the number of block sizes in the optimization test space.
The question thus is whether there is some subset B ⊂ B64

that would, at the same time:
1) significantly reduce the number of block sizes (|B|),
2) provide matrix memory footprints close to their optimal

values for most of the tested matrices (average of Ub
S6,B

close to zero),
3) provide low matrix memory footprints for all the tested

matrices (low maximum of Ub
S6,B

).
Natural candidates for such a subset would be the first n
block sizes from Table IV and Table V; let us denote them by
C64
n and C32

n , respectively. Fig. 2 evaluates these subsets as a
function of n. We may notice that

C64
9 = C32

9 =
{
h× w : h,w ∈ {4, 8, 16}

}
,

C64
16 = C32

16 =
{
h× w : h,w ∈ {4, 8, 16, 32}

}
;

seemingly, block sizes from these subsets are especially suit-
able for sparse matrices in general.

Despite that, neither these first 9 nor 16 block sizes reduced
the maximal matrix memory footprints too much according to
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TABLE III: Minimum, average and maximum values of Ub
s,B64

(in percents).

Single precision (b = 32) Double precision (b = 64)

Scheme (s) Minimum Average Maximum Minimum Average Maximum

COO 0.00 4.78 15.27 0.00 2.52 7.67
CSR 0.73 6.84 19.13 0.41 3.74 11.05
bitmap 0.00 3.13 22.01 0.00 1.75 12.38
dense 0.00 84.61 217.04 0.00 92.40 249.02
min-fixed 0.00 1.19 5.41 0.00 0.64 2.94
adaptive 0.00 0.10 2.24 0.00 0.05 1.30

TABLE IV: Average and maximum values of U32
S6,h×w (in percents), sorted by average.

.
Rank h× w Avg. Max.

1 8×8 1.23 18.36
2 8×16 2.14 19.35
3 16×8 2.26 21.41
4 4×8 2.32 17.31
5 8×4 2.38 19.52
6 16×16 2.56 21.82
7 4×4 2.92 21.94
8 4×16 2.99 16.51
9 16×4 3.23 20.44

10 8×32 3.65 21.26

Rank h× w Avg. Max.

11 16×32 4.03 23.75
12 32×8 4.13 23.97
13 4×32 4.36 18.71
14 32×16 4.53 24.45
15 32×4 4.87 23.60
16 32×32 5.20 26.50
17 2×8 5.59 21.15
18 8×64 5.61 23.57
19 8×2 5.66 26.39
20 2×16 5.84 22.84

Rank h× w Avg. Max.

21 16×64 5.89 26.15
22 4×2 6.06 28.77
23 2×4 6.15 23.07
24 16×2 6.25 29.98
25 4×64 6.26 21.53
26 64×8 6.56 25.83
. . . . . . . . . . . .
62 256×2 14.44 37.33
63 256×128 14.61 38.32
64 256×256 14.65 35.42

TABLE V: Average and maximum values of U64
S6,h×w (in percents), sorted by average.

.
Rank h× w Avg. Max.

1 8×8 0.69 11.07
2 8×16 1.18 11.67
3 16×8 1.25 12.91
4 4×8 1.30 9.74
5 8×4 1.33 10.98
6 16×16 1.40 13.16
7 4×4 1.63 12.34
8 4×16 1.66 9.96
9 16×4 1.79 12.32

10 8×32 1.99 11.97

Rank h× w Avg. Max.

11 16×32 2.19 12.84
12 32×8 2.26 14.45
13 4×32 2.40 10.56
14 32×16 2.47 14.04
15 32×4 2.68 14.23
16 32×32 2.82 14.18
17 8×64 3.05 12.62
18 2×8 3.11 12.08
19 8×2 3.14 14.02
20 16×64 3.19 14.00

Rank h× w Avg. Max.

21 2×16 3.25 13.04
22 4×2 3.34 15.74
23 2×4 3.40 12.84
24 4×64 3.42 11.38
25 16×2 3.47 15.93
26 64×8 3.57 15.30
. . . . . . . . . . . .
62 256×2 7.88 21.59
63 256×128 7.92 19.56
64 256×256 7.93 18.96

Fig. 2. However, we may observe that there are some block
sizes where these maxima significantly dropped. Based on the
analysis of the statistics of Ub

S6,Cb
n

, we propose the following
reduced sets of block sizes:

B8 =
{
2k × 2k : 1 ≤ k ≤ 8

}
,

B14 = B8 ∪
{
2k × 2ℓ : 2 ≤ k, ℓ ≤ 4

}
,

B20 = B8 ∪
{
2k × 2ℓ : 2 ≤ k, ℓ ≤ 5

}
.

B8 thus consists of all square block sizes from B64. B14 and
B20 equal B8 plus rectangular block sizes from C32

9 (C64
9 ) and

C32
16 (C64

16 ), respectively.

C. Optimization Subspace

Table III revealed that to minimize memory footprints of
(all) the tested matrices, we had to use either the min-fixed
or the adaptive blocking storage scheme. To reduce the block
preprocessing overhead, we now proposed several reduced sets
of block sizes. Let us now assess these options together. We
measured the statistics of Ub

s,Bj
for all the combinations of s ∈

{min-fixed, adaptive} and j ∈ {64, 20, 14, 8}; the results are
presented in Table VI. The average matrix memory footprints

were in all cases close to their optimal values. Moreover, the
reduced sets Bj required much less block sizes than Cb

n to
achieve the same maxima. For instance:

1) B14 in combination with the min-fixed scheme required
only 14 block sizes to achieve the same maxima as Cb

43 in
combination with all the schemes. This would effectively
reduce the number of block sizes in the optimization
space by a factor of about 3, which would proportionally
reduce the preprocessing overhead in practice.

2) B20 in combination with the adaptive scheme required
only 20 block sizes to achieve the same maxima Cb

50 in
combination with all the schemes. This would effectively
reduce the number of block sizes by a factor of 2.5.

D. Memory Savings Against CSR32

Likely the most widely-used storage format for sparse ma-
trices in practice is CSR, which is supported by vast majority
of software tools and libraries that work with sparse matrices.
To distinguish between CSR used for blocks of partitioned
matrices and CSR used for whole (not-partitioned) matrices,
we call the latter CSR32, since it is typically implemented
with 32-bit indices. Researchers frequently demonstrate the
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Fig. 2: Average and maximum values Ub
S6,Cb

n
(in percents) as a funciton of n.

TABLE VI: Average and maximum values of Ub
s,Bj

(in percents) for j ∈ {64, 20, 14, 8}.

(a) Single precision (b = 32)

s = min-fixed s = adaptive

Block sizes Average Maximum Average Maximum

B64 1.19 5.41 0.10 2.24
B20 1.32 6.23 0.22 4.21
B14 1.35 6.89 0.28 6.81
B8 1.51 10.06 0.51 11.07

(b) Double precision (b = 64)

s = min-fixed s = adaptive

Block sizes Average Maximum Average Maximum

B64 0.64 2.94 0.05 1.30
B20 0.71 3.52 0.12 2.37
B14 0.73 3.77 0.16 3.83
B8 0.81 5.34 0.28 5.88

superiority of their algorithms and data structures (formats)
by comparison with CSR32, which have become de facto an
etalon in sparse-matrix research.

Comparison of memory footprints of sparse matrices
partitioned into blocks and the same matrices stored in
CSR32 allows us to assess our blocking approach. Let
MMFCSR32(A, b) denote a memory footprint of a matrix A
stored in memory in CSR32 with respect to a precision given
by b. The function

Λb(k) =
(
1−

min
{
MMF⊞(Ak, s, h× w, b) : s ∈ S6, h× w ∈ B64

}
/

MMFCSR32(Ak, b)
)
× 100

then expresses how much memory in percents we would
save if we stored the tested matrix Ak in its optimal block-
ing configuration instead of in CSR32. We measured these
memory savings for all the tested matrices and processed
them statistically; the results are presented by Table VII. The
obtained numbers arguments strongly in favour of partition-
ing of sparse matrices in general. Even in worst cases, our

TABLE VII: Statistics of Λb(k), i.e., memory savings of
optimal blocking configurations against CSR32 in percents,
across the tested matrices.

Statistics Single precision Double precision

Minimum 25.46 17.08
Average 42.29 28.67
Maximum 50.21 35.86

blocking approach reduced the memory footprints of matrices
of 25.46% and 17.08% for single and double precision, re-
spectively. In average, the savings were 42.29% and 28.67%,
which significantly reduces the amount of data that needs
to be transferred between memory and processors during
computations.

E. Memory Footprints Compared with Lower Bounds

Section III-D showed how much memory space we would
save if we stored sparse matrices in optimal blocking config-
urations instead of in CSR32. The last object of our concern
within this study was of how much are the memory footprints
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of the tested matrices higher than their potential minima, i.e.,
their lower bounds.

We further do not consider compression of the values of
matrix nonzero elements, since it is generally worth applying
only for special kinds of matrices where nonzero elements
contain few unique numbers. To store nnz nonzero elements
of a matrix A in memory with respect to a precision given
by b, we thus need nnz × b bits to store their values and
some additional space to store the information about their
structure. The lower bound for the latter for any particular
structure of nonzero elements is 1 bit, since it is sufficient
for distinguishing whether or not a matrix has that particular
structure. For instance, we can use this bit to indicate whether
a matrix is tridiagonal. If it is, the bit would be set and we can
store the values of nonzero elements in a dense array; their row
and column indices can then be derived from the positions of
values in this array. Such an approach can be generally applied
for any particular structure of matrix nonzero elements.

In practice, we would likely store in memory also some
additional information about a matrix, such as its dimensions
or its number of nonzero elements. However, for large matrices
such as those from our tested suite, this additional data
require a negligible amount of memory, therefore we define
a lower bound for a matrix memory footprint simply as
MMFlb(A, b) = nnz × b.

Let

Γb
⊞(k) =

(

min
{
MMF⊞(Ak, s, h× w, b) : s ∈ S6, h× w ∈ B64

}
/

MMFlb(Ak, b)− 1
)
× 100

and

Γb
CSR32(k) =

(
MMFCSR32(Ak, b)

MMFlb(Ak, b)
− 1

)
× 100.

Γb
⊞(k) thus expresses of how much percents is the memory

footprint of Ak stored in an optimal blocking way higher
than its lower bound. For comparison purposes, we define
also a corresponding metric for the CSR32 format denoted
by Γb

CSR32(k).
The measured statistics of Γb

⊞(k) and Γb
CSR32(k) for the

tested matrices are shown in Table VIII. Memory footprints
of partitioned sparse matrices were obviously much closer to
the lower bounds than memory footprints of matrices stored in
CSR32; namely, 5 times closer in average and 2 times in worst
cases. Moreover, in best cases, partitioned matrices almost
reached their lower-bound memory footprints. For instance, in
double precision, 7, 26, and 120 matrices out of 563 provided
memory footprints up to 1, 2, and 5 percents above their lower
bounds, respectively.

IV. CONCLUSIONS

Within this study, we analyzed memory footprints of 563
representative sparse matrices with respect to their partitioning
into uniformly sized blocks. We considered different block
sizes and different ways of storing blocks in a computer mem-
ory. The obtained results led us to the following conclusions:

TABLE VIII: Statistics of Γb
⊞(k) and Γb

CSR32(k) (in percents)
for the tested matrices.

Single precision Double precision

Statistics Blk.-opt. CSR32 Blk.-opt. CSR32

Minimum 0.63 100.02 0.31 50.01
Average 21.85 111.03 10.93 55.51
Maximum 71.31 152.39 35.66 76.19

1) Partitioning of sparse matrices substantially reduces
memory footprints of sparse matrices when compared
to the most-commonly used storage format CSR32. The
average observed memory savings in case of single
and double precision were 42.3 and 28.7 percents of
memory space, respectively. The corresponding worst-
case savings were 25.5 and 17.1 percents.

2) Partitioning of sparse matrices provides memory foot-
prints much closer to their lower bounds than CSR32.
In average, the measured memory footprints for optimal
blocking configurations were of only 21.9 and 10.9
percents higher than the lower bounds, while the cor-
responding memory footprints for CSR32 were higher
of 111.0 and 55.5 percents. Moreover, the memory
footprints of matrices most suitable for block processing
approach the lower bounds; the amount of memory
required for storing information about the structure of
nonzero elements of such matrices is relatively negligi-
ble.

3) For minimization of memory footprints of partitioned
sparse matrices in general, we cannot consider only a
single format for storing blocks. Instead, we need to
choose a format according to the structure of matrix
nonzero elements either for all its blocks collectively
(min-fixed scheme) or for each block separately (adap-
tive scheme). The latter approach mostly yields lower
memory footprints.

4) For minimization of memory footprints of partitioned
sparse matrices in general, we cannot consider only a
single block size. However, we can substantially reduce
the set of block sizes in the optimization space and
still obtain memory footprints close to their optima.
In average, the measured memory footprints for the
proposed reduced sets of block sizes B20, B14, and
B8 and the min-fixed/adaptive schemes were at most
of only 1.51 percents higher than the optimal values.
Even considering square blocks only is thus generally
sufficient for minimization of memory footprints of
sparse matrices. However, there exist matrices for which
the corresponding metrics are significantly higher and
are inversely proportional to the number of tested block
sizes. One should thus be aware of whether or not his/her
matrices fall into this category and if yes, he/she might
consider using larger sets of block sizes.

Our findings are encouraging since they show that memory
footprints of partitioned sparse matrices can be substantially
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reduced even when a relatively small block preprocessing
optimization space is considered. Whether or not will such
a reduction pay off in practice depends first of all on the ob-
jective one wants to achieve. A big challenge is to improve the
performance of memory-bounded sparse matrix operations due
to the reduction of memory footprints of matrices. Within our
future work, we plan to face this problem at least partially—
we will focus on the development of scalable efficient block
preprocessing and SpMV algorithms for the min-fixed and
adaptive blocking storage schemes, and we will evaluate them
experimentally on mainstream HPC architectures.
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Abstract—A challenging task in numerical programming mod-
ern computer systems is to effectively exploit the parallelism
available in the architecture and manage the CPU caches to
increase performance. Loop nest tiling allows for both coarsening
parallel code and improving code locality. In this paper, we
explore a new way to generate tiled code and derive the free
schedule of tiles by means of the transitive closure of loop
nest dependence graphs. Multi-threaded code executes tiles as
soon as their operands are available. To design the approach,
loop dependences are presented in the form of tuple relations.
Discussed techniques are implemented in the source-to-source
TRACO compiler. Experimental study, carried out on multi-core
architectures, demonstrates the considerable speed-up of tiled
numerical codes generated by the presented approach.

I. INTRODUCTION

ON MODERN architectures, the cost of moving data
from main memory can be higher than the cost of

computation. This disparity between communication and com-
putation prompts that designing algorithms for better locality
and parallelism exploiting even with simple memory models is
a challenging task. Loop nest tiling allows for both coarsening
parallel code and improving its locality that leads to increasing
parallel code performance.

Widely known tiling techniques use the polyhedral model
and affine transformations of program loop nests [1], [2], [3],
[4], [5]. State-of-the-art automatic parallelizers, such as PLuTo
[1], have provided empirical confirmation of the success of
polyhedral-based optimization.

Techniques based on the polyhedral model and affine
transformations include the following three steps: i) program
analysis aimed at translating high level codes with data depen-
dence analysis to their polyhedral representation, ii) program
transformation with the aim of improving program locality
and/or parallelization, iii) code generation [1].

To implement the second step of the approach mentioned
above, PLuTo and similar optimizing compilers apply the
affine transformation framework (ATF), which has demon-
strated considerable achievement in obtaining high perfor-
mance parallel codes. However, this framework is not able
to parallelize some classes of serial code.

Wonnacott and Strout outlined limitations of tiling trans-
formations that have been released in tools like PLuTo [6].
Techniques involve pipelined execution of tiles, which prevents
full concurrency from the start and do not allow full scaling.

Neverthless, there are known some attempts to enhance the
power of ATF. In paper [7], tiling for dynamic scheduling
is discussed. Wonnacott et al. [8] introduce the definition of
mostly-tileable loop nests for which classic tiling is prevented
by an asymptotically insignificant number of iterations.

Our research is concerned with alternative approaches that
allow us to tile bands of non-permutable loops [9] and find
parallelism when affine solutions miss it. These algorithms are
implemented in the source-to-source compiler, TRACO1.

TRACO realizes all the three steps of the approach men-
tioned above. However, the tool does not find and use any
affine function in the second step to transform the loop nest.
TRACO is based on the idea of the Iteration Space Slicing
Framework introduced by Pugh and Rosser [10] and applies
the transitive closure of a program dependence graph to extract
independent subspaces in the original loop nest iteration space.

In paper [11], we proposed a technique to find the tile free
schedule2 adopting parallelization based on the power k of
relation R, Rk. Unfortunately, when relation Rk cannot be
calculated exactly, the value of k in the Rk constraints is
usually unbounded and valid code generation is impossible.
It is worth to mention that computing exact Rk guarantees
computing exact R+, but not vice versa [12].

In this paper, we show how this limitation can be overcome
by means of applying positive transitive closure, R+, and
transitive closure, R∗, (instead of the power k of relation R,
Rk) to form the free schedule of valid tiles. The proposed
approach generates parallel tiled code even when producing
a band of fully permutable loops with ATF is not possible.
We present the performance of eight real-life parallel tiled
numerical programs generated by TRACO and executed on
modern multi-core processors and co-processors.

II. BACKGROUND

The polyhedral model is a mathematical formalism for
analyzing and transforming program loop nests whose all
bounds and all conditions are affine expressions in the loop
iterators and symbolic constants called parameters [13]. Loop
transformations based on transitive closure [9], [10], [14] are
mainly focused on representation and manipulation of sets
and relations. A set contains integer tuples that satisfy some

1traco.sourceforge.net
2tiles are executed as soon as it is possible (their operands are available)
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Presburger formula built from affine constraints, conjunctions
(and, ∧), disjunctions (or, ∨), projections (exists, ∃) and
negations (not, ¬). Relations are defined in a similar way,
except that the single space is replaced by a pair of spaces
separated by the arrow sign “→”, see paper [12].

The considered approach uses an exact dependence analysis
[15] which returns dependences in the form of relations. The
pairs of input and output spaces represent loop statement
instances corresponding to data dependence sources and des-
tinations, respectively.

Basic operations on sets and relations include intersection
(∩), union (∪), difference (−), composition (◦), domain (dom),
range (ran), relation application (R(S)). Manual [12] describes
the operations in detail.

In the sequential loop nest, the iteration i executes before j
if i is lexicographically less than j, denoted as

i ≺ j, i.e., i1 < j1 ∨ ∃k ≥ 1 : ik < jk ∧ it = jt, for t < k.
The positive transitive closure of a lexicographically for-

ward relation R, R+, is defined as follows [16]:
R+ = {e → e′ : e → e′ ∈ R∨∃e′′s.t. e → e′′ ∈ R∧e′′ →

e′ ∈ R+}.
It describes which vertices e′ in a dependence graph (rep-
resented by relation R) are connected directly or transitively
with vertex e. Transitive closure, R∗, additionally includes the
identity relation, I = {e → e}.

An ultimate dependence source is a source that is not the
destination of another dependence. Set, UDS, comprising all
ultimate dependence sources, can be found as domain(R) –
range(R), where R represents all loop nest dependences.

Let IS be a polytope representing the loop nest iteration
space while the tuple (IS,E) represents a dependence graph,
where E is the set of edges defining dependences. The function
t : IS → Z, which assigns time execution to each loop nest
statement instance, is called a valid schedule if it preserves all
data dependences: (∀x, x′ : x, x′ ∈ IS ∧ (x, x′) ∈ T : t(x) <
t(x′)) [17]. The schedule that maps every x ∈ IS onto the
first possible time allowed by the dependences is called the
free schedule.

III. FREE SCHEDULING ALGORITHM

We use the technique, presented in paper [14], to extract
fine-grained parallelism based on the free schedule which
represents unique time partitions; statement instances within a
time partition are independent. Let us remind the idea of that
approach. First, we calculate relation, R′, by inserting variables
k and k+1 into the first position of the input and output tuples
of relation R which is the union of all dependence relations.
Variable k defines execution time for each partition including
a set of independent statement instances. Next, we find the
transitive closure of relation R′, R′*, and form the following
relation

FS = {[X] → [k, Y] : X ∈ UDS(R) ∧ (k, Y)
∈ Range((R′)∗\{[0, X]}) ∧ ¬(∃ k′>k s.t. (k′, Y) ∈
Range(R′)+\{[0, X]})},
where (R′)∗\{[0, X]} defines the domain of relation R′*
restricted to the set including only ultimate dependences

sources (the first time partition); the constraint ¬(∃ k′>k s.t.
(k′, Y) ∈ Range(R′)+\{[0, X]}) guarantees that partition k
includes only those statement instances whose operands are
available, and each statement instance belongs to only one
time partition [14].

The first element of the tuple of the set Range(FS) points
out the time of partition execution. Parallel code that visits
each element of the set Range(FS) in lexicographical order
can be obtained by applying any well-known code generator,
for example, [18], [19]. The outermost sequential loop of
such code scans the values of variable k (representing the
time of partition execution) while inner parallel loops scan
independent instances of partition k.

IV. THE LOOP NEST TILING ALGORITHM

To improve code locality, we apply loop tiling. In paper
[9], we demonstrated how to generate valid tiled code using
the transitive closure of dependence graphs. That approach
envisages forming the following sets:

• TILE(II, B) includes iterations belonging to a parametric
tile: TILE(II, B) = {[I] | B*II +LB ≤ I ≤ min( B*(II
+1) + LB −1, UB) ∧ II ≥ 0}, where vectors LB and
UB include the lower and upper loop index bounds of
the loop nest, respectively; matrix B defines the size of
original tiles; elements of vector I represent the statement
instances contained in the tile whose identifier is II; 1 is
the vector whose all elements have value 1,3

• TILE LT(GT ) are the unions of all the tiles whose
identifiers are lexicographically less (greater) than that
of TILE(II, B): TILE LT(GT ) ={[I] |∃ II′ s. t.
II′ ≺ (≻) II ∧ II ≥ 0 ∧ B*II+LB ≤ UB ∧ II′ ≥ 0
and B*II′+LB ≤ UB ∧ I in TILE(II′, B)},4

• II SET ={[II] | II≥0 ∧ B*II+LB ≤UB } represents all
tile identifiers,

• TILE ITR = TILE − R+( TILE GT ) does not include
any invalid dependence target, i.e., it does not include any
dependence target whose source is within set TILE GT,

• TVLD LT = ( R+(TILE ITR) ∩ TILE LT) −
R+(TILE GT) includes all the statement instances that i)
belong to the tiles whose identifiers are lexicographically
less than that of set TILE ITR, ii) are the targets of
the dependences whose sources are contained in set
TILE ITR, and iii) are not any target of a dependence
whose source belong to set TILE GT,

• TILE VLD = TILE ITR ∪ TVLD LT defines target tiles,
• TILE VLD EXT is built by means of inserting i) into

the first positions of the tuple of set TILE VLD elements
of vector II: ii1, ii2, ..., iid; ii) into the constraints of set
TILE VLD the constraints defining tile identifiers II ≥
0 and B*II+LB ≤ UB. This set represents valid target
tiles. To scan their elements in lexicographic order, we

3The notation x ≥ (≤) y where x, y are two vectors in Zn corresponds
to the component-wise inequality, that is, x ≥ (≤) y ⇐⇒ xi ≥ (≤) yi,
i=1,2,...,n.

4“≺” and “≻” denote the lexicographical relation operators for two vectors,
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can appy any code generator, for example, CLooG [18]
or the isl AST generator [19].

V. THE FREE SCHEDULE OF TARGET TILES

The approach, presented in this paper, combines the ap-
proaches presented in the two previous sections. We generate
valid tiles and next apply the free schedule for those tiles. For
this purpose, relation, R TILE, is computed which describes
dependences among generated tiles but ignores dependences
within each tile as follows
R TILE:={[II]−>[JJ]: ∃ I, J s.t. J ∈ R(I) ∧ (II, I) ∈
TILE VLD EXT(II) ∧ (JJ, J) ∈ TILE VLD EXTi(JJ)},
where II, JJ are the vectors representing tile identifiers;
vectors I, J comprise the statement instances belonging to
the tiles whose identifiers are II, JJ, respectively.

Next, we calculate relation, R TILE′, by inserting variables
k and and k+1 into the first position of the input and output
tuples of relation R TILE, respectively. In the following steps,
we calculate the transitive closure of this relation and form
set, UDS TILE, including the tile identifiers which are not
dependence destinations.

We use sets R TILE′ and UDS TILE to calculate relation,
FS. Then, we form the free schedule for generated target tiles.
Finally, we generate code scanning statement instances within
the set Range(FS) in lexicographical order.

Algorithm 1 presents the discussed above approach in
details. The proof of its correctness is presented in papers
[9], [14].

VI. EXPERIMENTAL STUDY

To evaluate the performance of tiled code generated by
means of Algorithm 1, we have considered the following eight
numerical polyhedral programs5:

• floyd - Floyd-Warshalls all-pairs shortest-paths from
PolyBench/C6,

• trmm - Triangular matrix-multiply from PolyBench/C,
• k23 - 2-D implicit hydrodynamics fragment from Liver-

more Loops7,
• wz - WZ factorization: dense, square, non-structured

matrix factorization algorithm [20],
• edge detect - 2D-convolution routine to expose edge

information from the UTDSP Benchmark suite8,
• trisolv - Triangular solver from PolyBench/C,
• corcol, covcol - Correlation and Covariance Computa-

tions, data-mining programs from PolyBench/C.
The programs floyd, wz, and k23 cannot be parallelized by

the algorithm based on the power k of relations R, Rk [11]
because ISL returns only an approximation of Rk, where k
is unbounded that prevents code generation – the number of
time partitions is unbounded. Whereas, the transitive closure

5Source and target codes of the examined programs are available in the
repository https://sourceforge.net/p/traco/code/HEAD/tree/

6http://web.cse.ohio-state.edu/ pouchet/software/polybench/
7http://www.netlib.org/benchmark/livermorec
8http://www.eecg.toronto.edu/ corinna/DSP/infrastructure/UTDSP.html

Algorithm 1: Parallel tiled code generation
Input: A loop nest and its all dependences represented with
relation R; diagonal matrix B, defining the size of rectangular
original tiles.
Output: Code generated according to the free schedule of
target tiles: tiles for each time partition are enumerated in
parallel whereas statement instances in each tile are scanned
serially.
Method:
1) Calculate sets II SET, TILE VLD, and TILE VLD EXT

according to the loop nest tiling algorithm [9].
2) Form relation R TILE and transform it into relation

R TILE′ as follows
R TILE′:={[k, II]−>[k+1, JJ]: ∃ I, J s.t. (II, I) ∈
TILE VLD EXT(II) ∧ (JJ, J) ∈ TILE VLD EXT(JJ) ∧
J ∈ R(I) AND k ≥ 0 },
where II, JJ are the vectors representing tile identifiers.

3) Calculate set, UDS TILE, as follows
UDS TILE:=II SET − range (R TILE).

4) Form the following relation
FS = {[X] → [k, Y] : X ∈ UDS TILE ∧ (k, Y) ∈
Range((R TILE′)∗\{[0, X]}) ∧ ¬(∃ k′>k s.t. (k′, Y) ∈
Range(RTILE′)+\{[0, X]})},
where the first element of the second tuple is a parameter
k defining time under the free schedule while the next
elements (represented with Y ) identify tiles.

5) Calculate the set Range(FS) and extend this set by insert-
ing in its last tuple positions the elements of the tuple of set
TILE V LD, returned by step 1, and insert the constraints
of set TILE V LD into the constraints of set Range(FS).

6) Apply to the set, returned by step 5, CLooG [18] or the
isl code generator [19], and postprocess the code to a
compilable form of the following structure:
seqfor // enumerating time partitions
parfor // enumerating tile identifiers

// for a given time partition
seqfor // enumerating statement instances within

// the tiles whose identifiers are
// defined by the previous parfor loop
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Fig. 1. Speed-up of tiled programs executed on Intel Xeon E5-2695
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Fig. 2. Speed-up of tiled programs executed on Intel Xeon Phi 7120P

of R TILE′ can be calculated exactly for those programs as
well as for the rest of the examined loop nests.

To carry out experiments, we have used a computer with the
following features: Intel Xeon CPU E5-2695 v2, 2.40GHz, 12
cores, 24 Threads, 30 MB Cache, 16 GB RAM. We examined
parallel code performance using also a coprocessor Intel Xeon
Phi 7120P (16GB, 1.238 GHz, 61 cores, 30.5 MB Cache).
Programs were compiled with the Intel C Compiler (icc 15.0.2)
and optimized at the -O3 level.

Figures 1 and 2 depict the speed-up of the programs
executed on Xeon E5-2695 v2 and Xeon Phi 7120P cores,
respectively. The speedup, S=T(1)/T(P), is defined as the ratio
of the time of an original program execution to that of the
corresponding parallel tiled one on P processors. The baseline
S=1 presents the speed-up equal to 1.

Analyzing the results, we may conclude that for the studied
programs, performance improvement is achieved by means
of the presented algorithm. For some programs due to con-
siderable increasing program locality super-linear speed-up is
observed.

VII. CONCLUSION

In this paper, we presented a novel approach based on the
transitive closure of dependence graphs to form tiles and their
free schedule. The algorithm was implemented in the open
source TRACO compiler. Experiments demonstrated that the
speed up of examined parallel numerical codes generated by
the approach can be achieved on shared memory machines
with multi-core processors. The usage of the free schedule of
tiles instead of that of loop nest statement instances improves
memory utilization and allows us to adjust the parallelism
grain-size to match the inter-processor communication capa-
bilities of the target architecture.

In future, we plan to study parametric tiling based on
transitive closure aimed at generating more flexible code for
affine loop nests in numerical programs.
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Abstract—This work presents a new parallel non-speculative
implementation of the Unordered Reverse Cuthill-McKee algo-
rithm. Reordering quality (bandwidth reduction) and reordering
performance (CPU time) are evaluated in comparison with
a serial implementation of the algorithm made available by
the state-of-the-art mathematical software library HSL. The
bandwidth reductions reached by our parallel RCM were more
than 90% for several large matrices out of the ones tested, and the
time reordering improvement was up to 57.82%. Speedups higher
than 3.0X were achieved with the parallel RCM. The underlying
parallelism was supported by the OpenMP framework and three
strategies for reducing idle threads were incorporated into the
algorithm.

I. INTRODUCTION

COMPUTATION involving sparse matrices have been of
widespread use since the 1950s, and its application

includes electrical networks and power distribution, structural
engineering, reactor diffusion, and, in general, solutions to
partial differential equations [1]. The typical way to solve such
equations is to discretize them, i.e., to approximate them by
equations that involve a finite number of unknowns. The linear
systems that arise from these discretizations are of the type
Ax = b, in which A is a large and sparse matrix, that is, it
has very few nonzero entries.

In order to simplify the solution of this type of system,
the bandwidth minimization plays an efficient role. This pre-
processing method consists of finding a permutation of rows
and columns of a matrix which ensures that nonzero elements
are located in as narrow a band as possible along the main
diagonal. The sparsity of the matrix is not changed by permu-
tations. In this way, let A be a structurally symmetric matrix,
i. e., if aij 6= 0 then aji 6= 0, but not necessarily aij = aji,
whose diagonal elements are all non-zero. The bandwidth
of A denoted by β(A) is defined as the greatest distance
from the first nonzero element to the diagonal, considering
all rows of the matrix [1]. More formally, for the ith row
of A, i = 1, 2, . . . , n, let fi(A) = min{j | aij 6= 0}, and
bi(A) = i− fi(A). So, β(A) = max

i=2,3,...,n
{bi(A)}.

Since Papadimitrou [2] proved that the bandwidth mini-
mization problem is NP-complete, several heuristic algorithms
have been presented in the literature aiming to find good

quality solutions as fast as possible. An important class of
these algorithms treats a matrix bandwidth reduction under
the perspective of a graph labeling problem. In this way,
reordering a sparse matrix is considered a problem of labeling
the vertices of the corresponding graph in such way that closest
labels are assigned to most linked vertices.

The Reverse Cuthill-McKee (RCM) is a traditional heuris-
tic for the bandwidth reduction problem. It was originally
presented by [3], and a performance modification for it was
proposed by [4] posteriorly. The approach based on looking
into a corresponding graph structure is also explored by several
other algorithms. Some of the most often referred for the
bandwidth minimization problem are Sloan [5] and GPS [6].
They are also able to provide quality solutions in an efficient
way.

Classically, algorithms like the aforementioned implement
the matrix reordering in a serial way. Nevertheless, the ad-
vances toward the massive use of multi-core processors on sci-
entific computation has leveraged significant performance im-
provements related to the solution of sparse matrices problems.
In this context, in 2014 [7] described the first parallelization
of the RCM algorithm, which was based on the speculative
parallel model. In this parallelism model, a runtime system de-
tects dependence violations between concurrent computations
and rolls back conflicting computations as needed [8]. As the
RCM is organized around a graph, which is implemented as a
pointer-based data structure, it is considered as an irregular
algorithm [9]. Algorithms of this type exhibit a complex
pattern of parallelism which must be found and exploited at
runtime [10]. To explore this kind of parallelism and to reduce
the programming burden, [7] use the Galois system [11] which
gives support to the speculative parallelism.

Making use of another parallel model, this paper proposes
a non-speculative OpenMP-based implementation of the Un-
ordered Parallel RCM algorithm presented by Karantasis et
al. [7]. This implementation strategy was considered once the
non-speculative parallel model is the traditional manner to
speedup every type of algorithm, and the OpenMP [12] frame-
work for parallelism is widely used in industry as well as in
academia. To reach an efficient non-speculative parallelization
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of the RCM, three optimizations for reducing idle threads were
incorporated into the implemented algorithm. The performance
evaluation of the Unordered RCM algorithm was against the
HSL [13], a state-of-the-art mathematical software library that
contains a collection of Fortran codes for large-scale scientific
computations.

The outline of the paper is as follow. In the next sec-
tion, an efficient sparse matrix storage format is described.
Section III is dedicated to detailing an auxiliary parallel
algorithm implemented for pseudo-peripheral nodes finding.
The Unordered Parallel RCM algorithm is presented in the
subsequent section, as well as the optimizations proposed by
this work. In Section V, all tests and achieved results are
described. Conclusions and future works are addressed in
Section VI.

II. OPTIMIZED STORAGE FORMAT

In many scientific computations, the manipulation of sparse
matrices is considered the crux of the design. Generally,
the nonzero elements in a sparse matrix constitute a very
small percentage of data. This irregular nature of sparse
matrix problems has led to the development of a variety of
compressed storage formats. The Compressed Sparse Row
(CSR) used in this work is an important sparse matrix storage
method which has been widely applied in most sources [1].
Storing a given matrix A with a CSR scheme requires three
one-dimensional arrays AA, JA and IA of length nnz, nnz,
and n+1 respectively, where n is the number of rows and nnz
is the total number of nonzero elements in the matrix A [14].
The content of each array is as follow. Figure 1 illustrates this
technique.

• Array AA: contains the nonzero elements of A stored
row-by-row.

• Array JA: contains the column indexes in the matrix A
which correspond to the nonzero elements in the array
AA.

• Vector IA: contains n+1 pointers which delimit the rows
of nonzero elements in the array AA. The last position
of the vector stores the number of nonzero elements of
the matrix plus one.

A =




1 1 5 0 0
3 4 0 0 0
6 0 7 8 9
0 0 3 6 0
0 0 2 0 5




AA 1 1 5 3 4 6 7 8 9 3 6 2 5

JA 1 2 3 1 2 1 3 4 5 3 4 3 5

IA 1 4 6 10 12 14

Fig. 1: Example of a matrix A represented in CSR format.

III. PARALLEL PSEUDO-PERIPHERAL NODE FINDING

Empirical data show that the quality of reordering algo-
rithms are highly influenced by the nodes chosen as the source
for Breadth-First Search (BFS) and RCM algorithms [15].
Often, a heuristic is used for this purpose. Thus, considering
d(x, y) the distance between vertices x and y in a graph G,
i.e., the length of the shortest path between x and y, the
graph diameter is defined as δ(G) = max{d(x, y)| x, y ∈
vertices of G}. Then, ideally, one of two nodes in a pair
(x, y) that achieves the diameter, denoted as peripheral nodes,
can be used as a starting point. However, these nodes are
expensive to determine. Instead, a pseudo-peripheral node,
which has approximately the greatest distance from each other
in the graph, is picked up as source node for constructing the
level set structure1 of these algorithms.

Moreover, the nodes choice strategy employed in order
to select ones to be expanded at each search level also
impacts significantly on the reordering quality. In this work,
the pseudo-peripheral node finding heuristic described by [16]
was implemented for the RCM algorithm. The pseudo-code is
presented in Algorithm 1.

Algorithm 1 Parallel Pseudo-Diameter Algorithm

Input: Graph g, ShrinkingStrategy strategy, float CHUNK
Output: Node start, Node end

1: BFS forwardBFS, reverseBFS;
2: GraphDiameter diameter;
3: diameter.start = graph.vertexOfMinimunDegree();
4: diameter.end = -1; {
5: forwardBFS = Parallel_BFS(g, diameter.start, CHUNK);
6: int localDiameter = forwardBFS.height();
7: List candSet = forwardBFS.verticesAt(localDiameter);
8: candSet = strategy.shrink(candSet);
9: int minWidth = MAX_INT;

10: foreach (Node candidate : candSet) {
11: reverseBFS = Parallel_BFS(g, candidate, CHUNK);
12: if (reverseBFS.width < minWidth) {
13: if (reverseBFS.height > localDiameter) {
14: diameter.start = candidate;
15: diameter.end = -1;
16: break;
17: else
18: minWidth = reverseBFS.width;
19: diameter.end = candidate;
20: } } }
21:
22: } while (diameter.end == -1);
23: if (forwardBFS.width > reverseBFS.width)
24: return (diameter.end, diameter.start);
25: return (diameter.start, diameter.end);

1A level set structure of a graph is defined recursively as the set of all
unmarked neighbors of all nodes of a previous level set. Initially, a level set
consists of one node.
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The pseudo-diameter computation uses two BFS engines
(line 1). The forwardBFS always uses the current start
vertex as root. The reverseBFS variable uses candidates for
the end vertex as root. Initially, the start node is chosen to
be any vertex of smallest degree (line 3) and the end node is
unknown (line 4). Next, the algorithm enters the main outer
loop which does not exit until a suitable end node has been
determined and all candidates have been exhausted. For each
iteration of the outer loop, a forward breadth-first search (line
6) is performed, the current diameter is set as the height of
the level structure, and the list of all vertices that are in the
farthest level set (candSet) is gotten (line 8).

According to [16], the most important optimization incor-
porated by this algorithm is the shrinking strategy (line 9).
Instead of performing a reverse breadth-first search on all
vertices that are farthest away from the start vertex, it is much
faster to only try a selected subset. For this work, the heuristic
of choosing a single vertex of each degree was adopted [17].

Therefore, after applying a shrinking strategy, the list of
candidate nodes is processed. For each candidate for end
vertex in candidate list (line 11), a reverse breadth-first search
is done. As the aim is to find out the candidate whose reverse
breadth-first search has the minimum width, so a local variable
minWidth is initialized to an arbitrarily large number (line
10). If it is found a candidate that has a narrower level structure
than the forward breadth-first search, then this candidate vertex
is promoted to the new start vertex (line 15) and the algorithm
is restarted. The break in line 17 affects only the inner loop
(lines 11-21) and jumps to the line 36. Since diameter.end
is still undetermined, the outer loop (lines 5-21) starts a new
iteration. If the reverse breadth-first search is narrower than
the most narrow reverse breadth-first search so far (line 18),
then a new minimum width has been found (line 19), and the
candidate is chosen as the end vertex (line 20).

It is important to observe that the main computation to
calculate the pseudo-diameter is performing multiple BFS
(lines 5 and 11). In this work, the Unordered Parallel BFS
(Algorithm 2) presented in the next section is used as a
way to parallelize this essential step of the pseudo-peripheral
node finding algorithm. The other steps of this algorithm are
executed sequentially.

IV. UNORDERED PARALLEL RCM ALGORITHM

The serial Cuthill-McKee algorithm [3] is based on a BFS
strategy, in which the graph is traversed by level sets. As
soon as a level set is traversed, its nodes are marked and
numbered. The neighbors of each of these nodes are then
inspected. Each time, a neighbor of a visited vertex that is
not numbered is encountered, it is added to a list and labeled
as the next element of the next level set. The order in which
each level itself is traversed gives rise to different orderings
or permutations of rows and columns. In the Cuthill-McKee
ordering, the nodes adjacent to a visited node are always
traversed from the lowest to the highest degree [1]. However,
in 1971, the Reverse Cuthill-McKee algorithm was presented

by [4]. It was empirically observed that reversing the Cuthill-
McKee ordering yields a better permutation scheme for matrix
reordering problems.

The Unordered Parallel RCM proposed by [7] is based on
the construction of a level structure, and an RCM-valid per-
mutation is built after a complete level structure is computed.
The four major algorithms steps are presented and detailed in
the next sections.

A. Unordered Breadth-First Search (Step 1)

Algorithm 2 presents the non-speculative Unordered BFS
including three proposed optimizations. The key aspect of
the approach in which the algorithm is based on relates the
level of a node with a local minimum in the graph. In fact,
excepting the root, the level value of a node corresponds to the
highest level among neighbors added of one [18]. Thus, the
level computation for a node n may be described as a fixpoint
system2:





Initialization:
level(root) = 0; level(k) = ∞, ∀k other than root;
Fixed Point Iteration:
level(n) = min(level(m) + 1), ∀m ∈ neighbors of n.

In order to explore this feature, an unordered worklist (wl)
structure must by maintained by the algorithm. A structure of
this type makes possible any node to be picked up. Thereafter,
the algorithm is able to process several nodes in parallel. As
the iteration over the main worklist (wl) do not have a strict
order, it may happen that a node is temporarily assigned a
level that is higher than the final value. However, the level
will monotonically decrease until it reaches the correct value
(a fixed point). This step of repeatedly taking a closest known
vertex u and testing if level[v] ≤ level[u] + 1 for all of its
v neighbors (lines 19-25), is called node relaxation, which
relaxes constraints on the shortest path between two nodes.
Particularly, the absence of order in the node iteration and
the fact that nodes can be relaxed many times characterize a
chaotic relaxation [20].

d:∞ c:∞

a:1 b:1

r:0

d:3 c:2

a:1 b:1

r:0

d:2 c:2

a:1 b:1

r:0

(i) (ii) (iii)

Fig. 2: Fixed Point Iteration Example.

Figure 2 describes an example of the chaotic relaxation
process executed by speculative BFS. At the step (i), the root r

2A fixed point iteration x(k+1) := f(x(k)) yields a decreasing (increas-
ing) monotonic sequence which converges to a fixed point x∗ such that
f(f(. . . f(x∗) . . .)) = fn(x∗) = x∗ [19].
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Algorithm 2 Parallel Unordered BFS Algorithm

Input: Graph G, Node root, float CHUNK
1: Worklist wl = ∅;
2: ENQUEUE(wl, root);
3: parallel while (wl 6= ∅ ∨ hasUnreachedNodes) {
4: // Shifting head
5: atomic {
6: localHead = wl.head;
7: localTail = wl.tail;
8: sizeChunk = CHUNK * (localTail - localHead);
9: wl.head += sizeChunk;

10: }
11: // Work Chunking
12: Worklist localwl;
13: while (localwl.size() < sizeChunk) {
14: Node v = wl.dequeueAtPosition(localHead++);
15: ENQUEUE(localwl, v);
16: }
17: // Fixed Point Iteration
18: Workset relaxedwl;
19: foreach (Node n: localwl) {
20: int level = n.getLevel() + 1;
21: foreach (Node v: G.neighbors(n)) {
22: if (level < v.getLevel()) {
23: atomic v.setLevel(level);
24: ENQUEUE(relaxedwl, v);
25: } } }
26: // Relaxing nodes
27: foreach (Node m: relaxedwl)
28: atomic ENQUEUE(wl, m);
29: }

has been processed (colored black) and nodes a and b in gray
are actives in the global list. In the intermediate step (ii), node
b has randomly been selected from the global list. After the
activation of node c by b, it has been picked up from the global
list instead of the another possible active node a. Because of
this unordered choice, the node d has become active and its
level has temporarily been set as three. In the last step (iii),
the last active node a has been selected from the global list
and it has updated the level of its neighbor d with the correct
value.

In this work, two optimizations suggested by Hassaan,
Burtscher, and Pingali [18] (Work chunking and Wasted work
reduction) and a new proposed one (Shifted head) were
applied in the implemented Unordered BFS algorithm. Each
implemented optimization is detailed below.

1) Work chunking (lines 12-16). To reduce the overhead
of accessing the main worklist, it was adopted the
strategy of making each thread able to remove a chunk
of active elements from the worklist instead of just one
element. In this way, a newly created worklist is cached
locally by each thread, and after the entire local chunk is
processed (fixed point iteration), a set of new activated

(relaxed) nodes is generated. This newest worklist is
discharged into the main worklist by the respective
thread. With this optimization, each synchronization is
executed by a chunk of nodes rather than node by node.

2) Wasted work reduction (lines 14 and 28). It was
implemented a strategy to reduce the time wasted by
each waiting thread (idle threads) in which all threads
remove active elements from one end of the worklist
and add to the other. The concurrent access of each
worklist end is managed by two distinct access lock.
Naturally, this approach relaxes the strict order in which
the worklist is processed. However, to ensure this strict
order increases the access time of the worklist beyond
the benefit of reducing the amount of wasted work.

3) Shifted head (lines 5-10). Aiming the reduction of the
lock time spent by each thread, it was implemented an
optimization in which the worklist head is shifted to the
first position after the chunk size of the current thread.
After this shifting, the access lock to the worklist head
is released, and the thread starts the dequeue operation
itself. Concomitantly, another different thread grabs the
access lock and carries out a subsequent head shifting.

Such modifications led to the non-speculative parallel ver-
sion of BFS algorithm (Algorithm 2). The parallelism begins at
line 3 where threads are triggered. The shifted head optimiza-
tion is carried out by the first atomic section of the algorithm
(lines 5 to 10). Every time a thread reaches this region, it stores
locally the current memory position of the head (localHead)
and the tail (localTail) of the global main worklist wl. In turn,
the global head is shifted sizeChunk positions. The next two
stages of the algorithm, work chunking (lines 12-15) and fixed
point iteration (lines 18-25), are executed concurrently by each
thread. In fact, the cached locally worklist (localwl) makes
possible the independent nodes processing in each scope of
thread. In the second synchronization point of the algorithm
(lines 27-28) there is no any dependence with the first one
(shifting head). Because of this, the algorithm is able to reduce
the idle time of threads.

v0 v1 v2 v3 v4 v5 v6 v7 v8

th0

(dequeue)

head

th1

trail

th2

(enqueue)

Fig. 3: Multithreading FIFO queue.

Figure 3 describes an iteration of the implemented parallel
BFS. At the execution point presented by the figure, a thread
th0 has executed a shifting head and is carrying out the
dequeue operation of all its corresponding nodes (red positions
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v1, v2, v3). At this moment, the access lock of the main
worklist head has already released by th0 and, furthermore
has already grabbed by th1. Concomitantly, a thread th2 is
executing the respective enqueueing of the nodes processed by
it. It is important to notice that all three threads are performing
their corresponding operations in a completely parallel way.
The synchronization happens just when th1 must wait the
shifting head executed by th0.

B. Counting Nodes by Level (Step 2)

Computing the number of nodes per level of a graph in a
parallel way can be separated in three stages as described by
the Algorithm 3 originally presented by [7].

Algorithm 3 Parallel Counting Nodes by Level Algorithm

Input: Graph G
Output: Array counts, int max_level

1: foreach (Node n : G) {
2: local_count[th_id][n.level]++;
3: local_max[th_id] = max(local_max[th_id], n.level);
4: }
5: foreach (int id : threads) {
6: max_level = max(max_level, local_max[id]);
7: }
8: foreach (int l : [0:max_level]) {
9: foreach (int id : threads) {

10: counts[l] += local_count[id][l];
11: } }
12: return [counts, max_level]

nodes 1 2 3 4 5 6 7 8 9 10
level: 4 0 5 3 1 4 5 3 2 4

(a)
th1: level 4 5 0 3

local_count 1 1 1 1
th2: level 1 4 5

local_count 1 1 1
th3: level 3 2 4

local_count 1 1 1

(b)
level 0 1 2 3 4 5
count 1 1 1 2 3 2

(c)

Fig. 4: Example of parallel counting nodes by level.

In the initial stage, all nodes of the graph are divided among
the set of threads. Each thread counts locally how many nodes,
from its respective subset of nodes, belong to each level.
Moreover, a local maximum level is determined by each thread
(lines 1-4). In the subsequent stage (lines 5-7), the global
maximum level is computed through the comparison of each
maximum local level of each thread. In the final stage (lines 8-
10), as the number of levels of the graph is already computed,
thus a range of levels is assigned to each thread that, in turn,
counts how many nodes were computed by all threads in its

respective range. The result is stored in the global counts
array.

Figure 4 describes an example of the parallel process of
counting nodes per level. The respective level of each node is
stored in the array of Figure 4(a). In Figure 4(b), a range of
the levels is assigned to each one of three threads (th1, th2,
th3) and the number of nodes by level is locally computed.
The Figure 4(c) presents the final array as a result of the merge
of each locally counting carried out by the threads.

C. Prefix Sum (Step 3)

In this work, the Algorithm 4 was implemented for the
prefix sum3 calculus. It is based on the algorithm proposed
by [21]. Initially, each thread computes the prefix sums of
the n

p elements it has locally (lines 3-5). The total number of
elements (n) corresponds to the maximum level (max_level)
accounted for by the previous step of the Unordered RCM
algorithm. The value p is related to the number of threads.

Algorithm 4 Parallel Prefix Sum Algorithm

Input: Array counts, int max_level
Output: Array prefix_sum

1: int num_changes = log2(threads.size());
2: int chunk = threads.size() / max_level;
3: for (int i = thId; i < thId + chunk; i++) {
4: prefix_sum[i] = prefix_sum[i-1] + counts[i];
5: }
6: cPrefix[thId] = cTotal[thId] = prefix_sum[thId + chunk];
7: lPrefix[thId] = lTotal[thId] = prefix_sum[thId + chunk];
8: for (i = 0; i < num_changes - 1; i++) {
9: thId’ = thId ⊗ 2i;

10: if (thId’ < threads.size() ∧ thId’ 6= thId) {
11: if (thId’ < thId) {
12: lPrefix[thId’] += cTotal[thId];
13: lTotal[thId’] += cTotal[thId];
14: else
15: lTotal[thId’] += cTotal[thId];
16: }
17: cPrefix[thId] = lPrefix[thId];
18: cTotal[thId] = lTotal[thId];
19: } }
20: for (int i = thId; i < thId + chunk; i++)
21: prefix_sum[i] += lPrefix[i];
22: return prefix_sum;

In the second phase of the algorithm, the last prefix sum
of each thread is assigned to four arrays (lines 6-7) which are
responsible for guiding the data exchanging process among the
threads. In fact, the local prefix sum values are exchanged and
each thread accumulates the respective received value (lines 8-
19). The rule to determine a pair of threads that are going to
communicate is through a XOR (exclusive OR, denoted by ⊗)

3The prefix sum operation takes a binary associative operator ⊕, and an
ordered set of n elements [a0, a1, . . . , an−1] and returns the ordered set
[a0, (a0 ⊕ a1), . . . , (a0 ⊕ a1 ⊕ . . .⊕ an−1)].
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bitwise operation between the unique identifier of the sender
thread and a constant related to the group of the receiver thread
(line 9). Finally, each thread combines the result from the
accumulated prefix sums with each local prefix sum initially
computed (lines 20-21).
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Fig. 5: Parallel prefix sum example.

Figure 5 presents an example of the implemented parallel
prefix sum algorithm. The prefix sum is carried out by a set of
eight threads (the unique identifier of each thread is shown in
binary notation). The values indicated by xi line correspond
to the values initially assigned to each thread i = 1, . . . , 8. In
the other words, the prefix sum is going to be executed on the
ordered xi set. Each line labeled with si is related to the prefix
sum value stored by the thread i. The label Ti indicates the
total sum value calculated by a thread i. The parallel prefix
sum is executed in three phases of data exchanging. In the first
one, threads are divided among groups of size two, and the
data exchanging carries out inside each group. In the second
and third phases, the group size is increased to four and eight
respectively. When the unique identifier of a sender thread is
lower than a receiver thread, both the values of local prefix
sum and local total sum are updated. Otherwise, only the local
prefix sum of the receiver thread is incremented.

D. Nodes Placement (Step 4)

The fourth step is described by the Algorithm 5. It was
originally proposed by [7]. The underlying concept behind
the operation of this phase is the pipelining of threads actions
among the levels of the graph. For this, one thread is assigned

for each level, and the communication among them takes place
in pairs: a thread responsible for a level l plays a producer
(writer) role, while a thread assigned to the level l+1 acts as
a data consumer (reader). Every read/write operation happens
over the permutation array. The controller of this implemented
producer/consumer paradigm is done through the prefix sum
array (sums) generated in the previous step. Two copies
(read_offset and write_offset) of this array are created
(line 1) in order to control the number of nodes to read from
a level, and the number of nodes to write from the next level.
The original sums array is never changed once its values are
used as bounds for threads operations.

The process starts assigning the source node to the first
position of the permutation array. As there is a write op-
eration related to the level 0, the corresponding position
in write_offset array is incremented (line 3). Thereafter,
every time the read_offset[l] is different of sums[l + 1]
(line 6), the thread assigned to the level l becomes able
to read the node from the permutation array at position
read_offset[l] (line 8). Actually, this condition indicates that
there are sums[l+1]− read_offset[l] nodes whose children
must be placed in the permutation array. In this way, the
reading of each node at level l generates an increment of the
read_offset array at position l (line 9). Next, the respective
thread gets the neighbors of the read node (line 10), sort them
by degree (line 11), and place them in the permutation array
(line 13). Each write operation produces an increment of the
write_offset array at position l+1 (line 14). Therefore, this
pipeline makes possible the construction of the permutation
array in a parallel way: while a thread writes the children
nodes from a level l in the permutation array, another thread
reads these ones in order to write the corresponding neighbors
of them at level l + 1 in the permutation array.

Algorithm 5 Parallel Nodes Placement Algorithm

Input: Graph G, Node source, int dist, Array sums
Output: Array perm

1: int read_offset = write_offset = sums;
2: int perm[0] = source;
3: write_offset[0] = 1;
4: foreach (int thread : threads) {
5: for (int l = thread; l < dist; l += threads.size()) {
6: while (read_offset[l] 6= sums[l + 1]) {
7: while (read_offset[l] == write_offset[l]) { }
8: Node n = perm[read_offset[l]];
9: ++read_offset[l];

10: children = G.neighborsAtLevel(n, level+1);
11: sort(children); // Sort children by degree
12: foreach (Node c : children) {
13: perm[write_offset[l+1]] = c;
14: ++write_offset[l+1];
15: } } }
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V. EXPERIMENTAL RESULTS

The program was coded in the C language and the paral-
lelism was supported by OpenMP framework - version 4.0.
The experiments were performed on a PC running Ubuntu
Linux, version 14.04.5 LTS, with Kernel version 3.19.0-31. It
consists of one Intel i7-3610QM processor of 4 cores (two
threads per core), operating at 2.3 GHz. Each core has a
unified 256KB L2 cache and each processor has a shared
6MB L3 cache. The PC contains 8GB of main memory and
the code was compiled with GCC version 5.4.0, and with the
−O3 optimization flag turned on. The complete source code
is available on GitHub repository [22].

A. Methodology

A set of twenty structural symmetric and square matrices
was selected from the University of Florida Sparse Matrix
Collection [23]. These matrices cover multiple types of prob-
lems in order to increase the dataset variety and the percentage
of sparsity of each one is higher than 99.95%. The set of
tested matrices is shown in Table I. The columns tabulate the
matrice’s name, as well as the dimension, the number of non-
zeros, and the average of non-zeros per row (NNZ/row) of
them.

TABLE I: Tested sparse matrices.

# Matrix Dimension Non-zeros NNZ/row
01 m_t1 97,578 9,753,570 100
02 filter3D 106,437 2,707,179 25
03 SiO2 155,331 11,283,503 73
04 d_pretok 182,730 1,641,672 9
05 CO 221,119 7,666,057 35
06 offshore 259,789 4,242,673 16
07 Ga41As41H72 268,096 18,488,476 69
08 F1 343,791 26,837,113 78
09 mario002 389,874 2,097,566 5
10 msdoor 415,863 19,173,163 46
11 inline_1 503,712 36,816,170 73
12 gsm_106857 589,446 21,758,924 37
13 Fault_639 638,802 27,245,944 43
14 tmt_sym 726,713 5,080,961 7
15 boneS10 914,898 40,878,708 45
16 audikw_1 943,695 77,651,847 82
17 nlpkkt80 1,062,400 28,192,672 27
18 dielFilterV2real 1,157,456 48,538,952 42
19 Serena 1,391,349 64,131,971 46
20 G3_circuit 1,585,478 7,660,826 5

The algorithms were performed five times for each pair
(mi, tj), where mi is a sparse matrix, and tj is the number
of threads between 1 and 12 (in steps of 2). For each (mi, tj)
tested pair, the average was calculated from the reported
values. In order to confront the algorithms, for each matrix
mi, it was selected the number of threads tj that reached the
best value considering the CPU time. The Compressed Sparse
Row format (Section II) was the mechanism used to store each
tested matrix. For the starting point of the algorithms (source
node), it was used a pseudo-peripheral node obtained by
the heuristic described in Section III. Moreover, the speedup
S computed for the parallel RCM algorithm was calculated
according to expression S(n) = T1

Tn
, where T1 is the run-time

of the parallel RCM executed with one thread, and Tn is the
run-time of the same algorithm executed with n threads.

B. Environment Variables Setup

Some OpenMP variables that affect the execution of
OpenMP programs were configured to guide the threads be-
havior. According to OpenMP Language Working Group [24],
all settings must be done before the program has started.
Otherwise, modifications to the environment variables are
ignored. In this work, the OpenMP configured variables are
described below.

• OMP_DYNAMIC: This environment variable controls
dynamic adjustment of the number of threads inside
parallel regions. As the executed experiments involve
a specific number of threads, this variable was set to
FALSE.

• OMP_WAIT_POLICY: It provides a hint to the
OpenMP implementation about the desired behavior of
waiting threads. For all experiments of this work, the
behavior of waiting threads was set to PASSIVE. This
value specifies that waiting threads should mostly be
passive, not consuming cycles, while waiting.

• OMP_PROC_BIND: It enables or disables threads bind-
ing to processors. In this work, the value TRUE was
defined for this variable. With this configuration, the
execution environment does not move OpenMP threads
between OpenMP places.

C. Reordering Quality

Table II shows reordering quality (final bandwidth columns)
comparison between the serial HSL library and the im-
plemented Unordered Parallel RCM algorithm (URCM).
Columns reduction display the bandwidth percentage reduc-
tion attained by each algorithm in relation to the original
bandwidth value.

TABLE II: Bandwidth Comparison after Reordering

Matrix Final Bandwidth Reduction (%)
Name Bandwidth HSL URCM HSL URCM

m_t1 6,482 6,807 6,482 -5.01 0.00
filter3D 8,276 3,492 3,613 57.81 56.34
SiO2 55,068 21,647 19,572 60.69 64.46
d_pretok 129,917 2,564 2,577 98.03 98.02
CO 26,470 20,734 19,116 21.67 27.78
offshore 237,738 23,923 21,617 89.94 90.91
Ga41As41H72 40,195 35,164 34,139 12.52 15.07
F1 343,754 14,970 10,052 95.65 97.08
mario002 387,647 1,191 1,178 99.69 99.70
msdoor 291,114 6,088 5,823 97.91 98.00
inline_1 502,403 6,468 6,002 98.71 98.81
gsm_106857 588,744 18,132 17,742 96.92 96.99
Fault_639 19,988 17,016 15,749 14.87 21.21
tmt_sym 1,921 1,141 1,139 40.60 40.71
boneS10 8,969 15,789 13,751 -76.04 -53.32
audikw_1 925,946 39,441 35,102 95.74 96.21
nlpkkt80 550,481 37,522 37,445 93.18 93.20
dielFilterV2real 948,032 18,014 18,045 98.10 98.10
Serena 81,578 81,360 81,647 0.27 -0.08
G3_circuit 947,128 5,069 5,069 99.46 99.46
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(a) SiO2 (b) d_pretok (c) offshore

(d) inline_1 (e) audikw_1 (f) G3_circuit

Fig. 6: Sparse matrix pattern yielded by the Unordered RCM.

The results displayed in Table II highlight the efficiency
of the implemented algorithms for solving the bandwidth
minimization problem. The HSL’s sequential RCM and the
Unordered RCM produce very similar bandwidth numbers.
The HSL library reached a better solution only for four
matrices. For eleven matrices, the percentage of bandwidth
reduction attained by the URCM algorithm was higher than
90%. For the other matrices, there was a lower bound of
15.07% for the bandwidth reduction. Just three exceptions
were observed: (i) Despite the URCM has not reached any
bandwidth reduction with the m_t1 matrix, the result achieved
by HSL was worse. The library increased the matrix band-
width; (ii) For the boneS10 matrix, both algorithms produced
a bandwidth higher than the original; and (iii) For the Serena
matrix, the URCM algorithm also generated a final bandwidth
worse than the original.

The reordering quality produced by the implemented algo-
rithm may also be graphically attested through Figure 6. It

presents some examples of sparse matrix pattern yielded by
the URCM algorithm. The first row of each subfigure presents
the matrix sparsity before reordering. In the below rows, each
respective matrix is exhibited as result of a permutation of
rows and columns. The first set of matrices (Figures 6(a), 6(b),
and 6(c)) are samples out of smallest matrices (order up to
around 500.000). The second group of matrices (Figures 6(d),
6(e), and 6(f)) corresponds to some of the highest ones (with
order of 1.500.000 approximately). The bandwidth reduction
reached with these six matrices varied from 64.46% (SiO2)
to 99.46% (G3_circuit).

D. Reordering Performance

Table III shows a performance comparison of the two
algorithms. The reordering times are presented in scale of
10−3 seconds, and the best values in terms of CPU time
are highlighted in bold. The numbers in parentheses indicate
the number of threads used to reach the respective value.
The column Reduction presents the time reduction percentage
achieved by the Unordered RCM in comparison with HSL.

TABLE III: CPU time comparison (x10−3 sec.)

Matrix Reordering Time
Name HSL URCM Reduction (%)

m_t1 0.871 0.628 (04) 28.64
filter3D 0.880 0.394 (04) 54.76
SiO2 2.339 1.668 (04) 28.69
d_pretok 0.746 0.585 (04) 21.58
CO 2.095 1.020 (08) 51.31
offshore 2.432 1.082 (06) 55.51
Ga41As41H72 3.988 1.794 (04) 55.02
F1 3.394 2.414 (04) 28.87
mario002 1.507 1.349 (06) 10.48
msdoor 2.381 1.838 (08) 22.81
inline_1 4.140 3.100 (08) 25.12
gsm_106857 5.780 2.840 (08) 50.87
Fault_639 3.250 2.900 (08) 10.77
tmt_sym 2.040 2.290 (06) -12.25
boneS10 10.480 4.420 (08) 57.82
audikw_1 12.590 5.910 (08) 53.06
nlpkkt80 8.320 3.670 (08) 55.89
dielFilterV2real 10.390 5.170 (08) 50.24
Serena 11.170 5.920 (08) 47.00
G3_circuit 5.120 4.750 (06) 07.22

As displayed in Table III, the Unordered RCM achieved
outstanding performance results. In fact, the rate of time
reordering reduction of the algorithm varies from 10.48%
(mario002) to 57.82% (boneS10). The time reordering im-
provement presented by five matrices was very significant.
With these matrices, the algorithm reached speedups supe-
rior to 3.0X, i.e., 3.84X (boneS10), 3.64X (msdoor), 3.40X
(audikw_1), 3.15X (inline_1), and 3.12X (Fault_639).

Figure 7 shows two sets of speedup curves generated by
experiments with the Unordered RCM processing ten matrices.
Figure 7(a) presents the five matrices that have shown the
best speedup ratio out of the smallest ones tested (matrix
order up to five hundred thousand). In this set of matrices, the
performance improvement was more impacted by the matrices
order than by the number of non-zeros per row. Actually,
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the best speedup ratios observed in this set of matrices were
3.64X (msdoor), 2.93X (F1), and 2.88X (Ga41As41H72).
Although the matrix SiO2 has the most significant average of
NNZ/row among these five ones (about 76 - see Table I), the
Unordered RCM achieved the lowest speedup ratios with this
matrix (1.81X running with just 4 threads).
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Fig. 7: Speedup of Unordered RCM.

A different behavior was observed with largest matrices.
Figure 7(b) shows the speedup of a second set of five matrices
whose order varies from 500,000 to 1,500,000 approximately.
The best performance improvement was reached with the
matrices with a high average of non-zeros per row. It was
the case of inline_1, Fault_639, boneS10, and audikw_1.
The same was not observed with tmt_sym matrix - it has
an average of just 7 nonzeros per row. These different ratios
of performance observed with matrices of distinct orders and
distinct average of non-zeros per row suggest that speedups of
parallel algorithms like Unordered RCM, which are based on
a BFS approach, are higher for graphs with a larger number
of edges per node. Nevertheless, for lower order graphs,
the parallelism overhead impacts heavily on the CPU time
improvement.

VI. CONCLUSION

This paper analyzed a parallel strategy for a traditional
reordering algorithm. The obtained results show the benefits

related to improving reordering time. In fact, for the set of
tested matrices, the attained time reduction varies between
10.48% and 57.82%. Other significant results show the un-
ordered RCM algorithm achieving speedups up to 3.84X
with 6 threads. About the quality of solutions, the bandwidth
reduction reached by the implemented algorithm was not
superior to HSL just for one tested matrix. Therefore, the
new parallel implementation proposed by the RCM algorithm
may be considered as an efficient approach for the bandwidth
minimization problem applied on large sparse matrices.

Some works in the literature have addressed the reordering
problem through the use of other data structures and alternative
breadth-first search (BFS) strategies have been proposed for
the parallelism of RCM. As example, relevant results have
been reached with a wavefront BFS implementation [18], and
a novel implementation of a worklist data structure, called
bag, has been used in place of FIFO queue usually employed
in BFS algorithms [25]. The use of these new structures and
strategies may promote more improvements to the algorithm
studied in this work.
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Abstract — There are many practical applications based on the 

Least Square Error (LSE) approximation. It is based on a square 

error minimization “on a vertical” axis. The LSE method is simple 

and easy also for analytical purposes. However, if data span is 

large over several magnitudes or non-linear LSE is used, severe 

numerical instability can be expected. 

The presented contribution describes a simple method for 

large span of data LSE computation. It is especially convenient if 

large span of data are to be processed, when the “standard” 
pseudoinverse matrix is ill conditioned. It is actually based on a 

LSE solution using orthogonal basis vectors instead of 

orthonormal basis vectors. The presented approach has been used 

for a linear regression as well as for approximation using radial 

basis functions. 

Keywords—Least square error; approximation regression; 

radial basis function; approximation; condition number; linear 

algebra; geometric algebra; projective geometry. 

I.  INTRODUCTION 

Wide range of applications is based on approximation of 
acquired data and the LSE  minimization is used, known also as 
a linear or polynomial regression. The regression methods have 
been heavily explored in signal processing and geometrical 
problems or with statistically oriented problems. They are used 
across many engineering fields dealing with acquired data 
processing. Several studies have been published and they can be 
classified as follows:  

 “standard” Least Square Error (LSE) methods fitting data to 
a function ݕ = ݂ሺ𝒙ሻ , where 𝒙 is an independent variable 
and ݕ is a measured or given value, 

 “orthogonal” Total Least Square Error (TLSE) fitting data to 
a function ܨሺ𝒙ሻ = Ͳ , i.e. fitting data to some ݀ − ͳ-
dimensional entity in this ݀-dimensional space, e.g. a line 
in the ܧଶ space or a plane in the ܧଷ space [1][6][8][21][22], 

 “orthogonally Mapping” Total Least Square Error (MTLSE) 
methods for fitting data to a given entity in a subspace of 
the given space. However, this problem is much more 
complicated. As an example, we can consider data given in 

and we need to find an optimal line in ܧௗ, i.e. one 
dimensional entity, in this ݀-dimensional space fitting 
optimally the given data. Typical problem: Find a line in 

the  ܧௗspace that has the minimum orthogonal distance 

from the given points in this space. This algorithm is quite 
complex and solution can be found in [18].  

It should be noted, that all methods above do have one 
significant drawback as values are taken in a squared value. This 
results to an artifact that small values do not have relevant 
influence to the final entity as the high values. Some methods 
are trying to overcome this by setting weights to each measured 
data [3]. It should be noted that the TLSE was originally derived 
by Pearson [16](1901). Deep comprehensive analysis can be 
found in [8][13][21][22]. Differences between the LSE a TLSE 
methods approaches are significant, see Fig.1. 

x

y

 

x

y

  
Fig. 1.a: Least Square Error Fig.1.b: Total Least Square Error 

In the vast majority the Least Square Error (LSE) methods 
measuring vertical distances are used. This approach is 
acceptable in the case of explicit functional 
dependences ݂ሺݔ, ሻݕ = ℎ, resp. ݂ሺݔ, ,ݕ ሻݖ = ℎ. However, it 
should be noted that a user should keep in a mind, that smaller 
differences than ͳ.Ͳ, will have significantly smaller weight than 
higher differences than ͳ.Ͳ as the differences are taken in a 
square resulting to dependences in scaling of data approximated, 
i.e. the result will depend on physical units used, etc. The main 
advantage of the LSE method is that it is simple for fitting 
polynomial curves and it is easy to implement. The standard 
LSE method leads to over determined system of linear 
equations. This approach is also known as polynomial 
regression. 

Let us consider a data set Ω = ௜ݔۃ} , ௜ݕ , ௜݂ۄ}௜=ଵ௡ , i.e. data set 
containing for  ݔ௜,ݕ௜ and measured functional value ௜݂, and we 
want to find parameters ࢇ = [ܽ, ܾ, ܿ, ݀]𝑇 for optimal fitting 
function, as an example: 

 ݂ሺݔ, ,ݕ ሻࢇ = ܽ + ݔܾ + ݕܿ +  (1) ݕݔ݀

Minimizing the vertical squared distance ܦ, i.e.: 
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ܦ = min௔,௕,௖,ௗ ∑( ௜݂ − ݂ሺݔ௜ , ௜ݕ , ሻ)ଶࢇ =௡
௜=ଵ  

݉݅݊௔,௕,௖,ௗ ∑( ௜݂ − ሺܽ + ௜ݔܾ + ௜ݕܿ + ௜ሻ)ଶ௡ݕ௜ݔ݀
௜=ଵ  

(2) 

Conditions for an extreme are given as: 

 
𝜕݂ሺݔ, ,ݕ ࢇ��ሻࢇ = [ͳ, ,ݔ ,ݕ  𝑇 (3)[ݕݔ

Applying this on the expression of ܦ we obtain 𝜕ࢇ��ܦ ∑ሺ ௜݂ − ሺܽ + ௜ݔܾ + ௜ݕܿ + ௜ሻሻ௡ݕ௜ݔ݀
௜=ଵ

𝜕݂ሺݔ, ,ݕ ࢇ��ሻࢇ = Ͳ (4) 

It leads to conditions for  ࢇ = ሺܽ, ܾ, ܿ, ݀ሻ parameteters in the 

form of a linear system of equations ࡭𝒙 = ࡭ :࢈ = 

[  
   
   ݊ ∑ ௜௡௜=ଵݔ ∑ ௜௡௜=ଵݕ ∑ ∑௜௡௜=ଵݕ௜ݔ ௜௡௜=ଵݔ ∑ ௜ଶ௡௜=ଵݔ ∑ ௜௡௜=ଵݕ௜ݔ ∑ ∑௜௡௜=ଵݕ௜ଶݔ ௜௡௜=ଵݕ ∑ ௜௡௜=ଵݕ௜ݔ ∑ ௜ଶ௡௜=ଵݕ ∑ ∑௜ଶ௡௜=ଵݕ௜ݔ ௜௡௜=ଵݕ௜ݔ ∑ ௜௡௜=ଵݕ௜ଶݔ ∑ ௜ଶ௡௜=ଵݕ௜ݔ ∑ ௜ଶ௡௜=ଵݕ௜ଶݔ ]  

   
   
 

𝒙 = [ܽ, ܾ, ܿ , ݀ ]𝑻 ࢈ = [∑ ௜݂௡௜=ଵ ,∑ ௜݂ݔ௜௡௜=ଵ ,∑ ௜݂ݕ௜௡௜=ଵ  ,∑ ௜݂ݔ௜ݕ௜௡௜=ଵ  ]𝑻 

(5) 

The selection of bilinear form was used to show the LSE 
method application to a non-linear case, if the case of a linear 
function, i.e. ݂ሺݔ, ,ݕ ሻࢇ = ܽ + ݔܾ +  the 4th row and column ,ݕܿ
are to be removed. Note that the matrix ࡭ is symmetric and the 
function ݂ሺ𝒙ሻ might be more complex, in general. 

Several methods for LSE have been derived [4][5][10], however 
those methods are sensitive to the vector ࢇ orientation and not 

robust in general as a value of ∑ ௜ଶ௡௜=ଵݕ௜ଶݔ  might be too high in 
comparison with the value ݊, which has an influence to 
robustness of a numerical solution. In addition, the LSE methods 
are sensitive to a rotation as they measure vertical distances. It 
should be noted, that rotational and translation invariances are 
fundamental requirements especially in geometrically oriented 
applications. 

The LSE method is usually used for a small size of data and 
span of a domain is relatively small. However, in some 
applications the domain span can easily be over several decades, 
e.g. in the case of Radial Basis Functions (RBF) approximation 
for GIS applications etc. In this case, the overdetermined system 
can be difficult to solve. 

II. NUMERICAL STABILITY 

Let us explore a simple example, when many points 𝒙௜ ∈  ,ଶܧ
i.e. 𝒙௜ = ሺݔ௜ , ݅ ,௜ሻ , are given with relevant associated values  ܾ௜ݕ = ͳ,… , ݊. Expected functional dependency can be 
expressed (for a simplicity) as ݕ = ܽଵ + ܽଶݔ + ܽଷݕ. The LSE 
leads to an overdetermined system of equations 

𝝃 ࡭𝑇࡭  =  (6) ࢈𝑇࡭

where ࢈ = ሺܾଵ, … , ܾ௡ሻ, 𝝃 = ሺ𝜉ଵ, … , 𝜉௠ሻ and ݉ is a number of 
parameters, ݉ < ݊.  

If the values ݔ௜ , ௜ݔ .௜ over a large span, e.gݕ , ௜ݕ ∈ ,ͳͲ଴ۃ ͳͲହۄ, 
the matrix ࡭𝑇࡭ is extremely ill conditioned. This means that the 
reliability of a solution depends on the distribution of points in 
the domain. Situation gets worst when a non-linear polynomial 
regression is to be used and dimensionality of the domain is 
higher. 

As an example, let us consider a simple case, when points 
form regular orthogonal mesh and values are generated using 𝑅ͷ 
distribution scheme (equidistant in a logarithmic scale) 
as ሺݔ௜ , ௜ሻݕ ∈ ,ͳͲۃ ͳͲହۄ × ,ͳͲۃ ͳͲହۄ. It can be easily found using 
MATLAB that conditional number ܿ݀݊݋ሺ࡭𝑇࡭ሻ ≅ ͳͲଵଵ.  

In the following, we will show how the condition number 
might be decreased significantly using orthogonal basis vectors 
instead of the orthonormal ones. 

III. PROJECTIVE NOTATION AND GEOMETRY ALGEBRA 

The LSE approximation is based on a solution of a linear 
system of equations, i.e. ࡭𝒙 =  Usually the Euclidean .࢈
representation is used. However if the projective space 
representation is used [19] , it is transformed into homogeneous 
linear system of equations, i.e. ࡮𝜻 = 𝟎. Rewriting the Eq.(6), we 
obtain 

𝜻࡮  = 𝟎 (7) 

where  

 
࡮ = 𝜻 [࡭𝑇࡭|࢈𝑇࡭−] = ሺ𝜁଴: 𝜁ଵ, … , 𝜁௠ሻ 

(8) 

and  𝜉௜ = 𝜁௜ 𝜁଴⁄ , ݅ = ͳ,… ,݉; 𝜁଴ is the homogeneous coordinate 

in the projective representation, matrix ࡮ size is ݉ × ሺ݉ + ͳሻ. 
Now, a system of homogeneous linear equations is to me solved.  

It can be shown that a system of homogeneous linear 
equations ࡭𝒙 = 𝟎 is equivalent to the extended cross-product, 
actually outer-product [19][20]. In general, solutions of the both 
cases ࡭𝒙 = 𝟎 and ࡭𝒙 = -i.e. homogeneous and non ,࢈
homogeneous system of linear equations, is the same and no 
division operation is needed as the extended cross-product (outer 
product) does not require any division operation at all. Applying 
this we get: 𝜻 = ሺ𝜁଴: 𝜁ଵ, … , 𝜁௠ሻ = ଵࢼ ∧ ଶࢼ ∧ …∧ ௠−ଵࢼ ∧  ௠ (9)ࢼ

where 

௜ࢼ  = [−ܾ௜଴: ܾ௜ଵ, … , ܾ௜௠]𝑇      ݅ = ͳ,… ,݉   (10) 

The extended cross-product can be rewritten using determinant 
of ሺ݉ + ͳሻ × ሺ݉ + ͳሻ as 

 𝜻 = det [ 𝒆଴ 𝒆ଵ 𝒆ଶ ڮ 𝒆௠−ܾଵ଴ ܾଵଵ ܾଵଶ ڮ ܾଵ௠ڭ ڭ ڭ ⋱ ௠଴ܾ−ڭ ܾ௠ଵ ܾ௠ଶ ڮ ܾ௠௠] (11) 

where  𝒆଴ are orthonormal basis vectors in the  ݉-dimensional 
space. As a determinant is a multilinear, we can multiply any ݆ 
column by a value  ݍ௝ ≠ Ͳ 
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𝜻′ = det [ 𝒆଴′ 𝒆ଵ′ 𝒆ଶ′ ڮ 𝒆௠′−ܾଵ଴′ ܾଵଵ′ ܾଵଶ′ ڮ ܾଵ௠′ڭ ڭ ڭ ⋱ ′௠଴ܾ−ڭ −ܾ௠ଵ′ −ܾ௠ଶ′ ڮ −ܾ௠௠′ ] (12) 

where 

 𝒆௝′ = 𝒆௝ݍ௝ ܾ∗௝′ = ܾ∗௝ݍ௝  

 

(13) 

where 𝒆௝′ are orthogonal basis vectors in the  ݉-dimensional 

space. 

From the geometrical point of view, it is actually a 
“temporary” scaling on each axis including the units. Of course, 
a question remains – how to select the ݍ௝ value. The ݍ௝ is to be 

selected as 

௝ݍ  = max௜=ଵ,…,௠{|ܾ௜௝|} (14) 

where ݆ = ͳ,… ,݉. Note that the matrix ࡮ is indexed 
as ሺͲ, … ,݉ሻ × ሺͲ,… ,݉ሻ. 

Applying this approach, we get a modified system 𝜻′ = ሺ𝜁଴′ : 𝜁ଵ′ , … , 𝜁௠′ ሻ = ′ଵࢼ ∧ ′ଶࢼ ∧ …∧ ′௠−ଵࢼ ∧ ′௠ࢼ  (15) 

where 

′௜ࢼ  = [−ܾ௜଴′ : ܾ௜ଵ′ , … , ܾ௜௠′ ]𝑇 (16) 

where ࢼ௜′ are coefficients of the matrix ̅࡮´ = ̅̅࡭𝑇࡭|࢈𝑇࡭−] ̅̅ ̅̅ ], i.e. 

modified matrix ࡮ as described above, for the orthogonal (not 
orthonormal) vector basis. 

The approximated ݂ሺݔ,   ሻ value is computed asݕ

 ݂ሺݔ, ሻݕ = ଵݍܽ + ݔଶݍܾ +  (17) ݕଷݍܿ

in the case of ݂ሺݔ, ሻݕ = ܽ + ݔܾ +  or ,ݕܿ

 ݂ሺݔ, ሻݕ = ଵݍܽ + ݔଶݍܾ + ݕଷݍܿ +  (18) ݕݔସݍ݀

in the case ݂ሺݔ, ሻݕ = ܽ + ݔܾ + ݕܿ +  and similarly for the ݕݔ݀
general case of a regression function ݕ = ݂ሺ𝒙,  .ሻࢇ

The above presented modification is simple. However, what 
is the influence of this operation? 

IV. MATRIX CONDITIONALITY 

Let us consider a recent simple example again, when points 
are generated from ሺݔ௜ , ௜ሻݕ ∈ ,ͳͲۃ ͳͲହۄ × ,ͳͲۃ ͳͲହۄ. It can be 
found that conditional number ܿ݀݊݋ሺ࡭𝑇࡭ሻ ≅ ͸. ͳͲଵ଴ using 
MATLAB, Fig.2, if ݂ ሺݔ, ሻݕ = ܽ + ݔܾ +  .is used for the LSE ݕܿ

 
Fig.2: Conditionality histogram of the original matrix depending on number of 

data set size, i.e. number of points 

Using the approach presented above, the conditional number 

was decreased significantly to ܿ࡭)݀݊݋𝑇̅̅࡭ ̅̅ ̅̅ ) ≅ ʹ. ͳͲ଺.  

 
Fig.3: Conditionality of the modified matrix depending on number of data set 

size, i.e. number of points 

Comparing the condition numbers of the original and 
modified matrices, we can see significant improvement of 
matrix conditionality as ߭ = ሻ࡭𝑇࡭ሺ݀݊݋ܿ ̅̅࡭𝑇࡭)݀݊݋ܿ ̅̅ ̅̅ )⁄ ≅ ͸.ͳͲଵ଴ʹ.ͳͲ଺ = ͵.ͳͲସ

 (19) 

In the case of a little bit more complex function defined by 
Eq.(1), i.e. ݂ሺݔ, ሻݕ = ܽ + ݔܾ + ݕܿ +  we obtain ݕݔ݀

 
Fig.4: Conditionality of the original matrix depending on number of data set 

size, i.e. number of points 

 
Fig.5: Conditionality of the modified matrix depending on number of data set 

size, i.e. number of points 

In this case of the LSE defined by Eq.(1) the conditionality 
improvement is even higher, as ߭ = ሻ࡭𝑇࡭ሺ݀݊݋ܿ ̅̅࡭𝑇࡭)݀݊݋ܿ ̅̅ ̅̅ )⁄ ≅ ͸.ͳͲଶ଴͸.ͳͲଵଵ = ͳͲ9

 (20) 

It means that better numerical stability is obtained by a simple 
operation. All graphs clearly shows also dependency on a 
number of points used for the experiments (horizontal axis). 
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The geometric algebra brings also an interesting view on 

problems with numerical solutions. Let us consider vectors ̂ࢼ௜ 
with coordinates of points, i.e. 

௜ࢼ̂  = [ܾ௜ଵ, … , ܾ௜௠]𝑇     ݅ = ͳ,… ,݉ (21) 

Then ̂ࢼ௜ ∧ ௝ࢼ̂ =  ௜௝ defines a bivector, which is an orientedࢽ̂

surface, given by two vectors in ݉-dimensional space and ‖̂ࢽ௜௝‖ 

gives the area represented by the bivector ̂ࢽ௜௝.  

So, the proposed approach of introducing orthogonal basis 
functions instead of the orthonormal ones, enable us to 
“eliminate” influence of “small” bivectors in the original LSE 
computation and increase precision of numerical computation. 

Of course, if the regression is to be applied, the influence of 
the ݍ௝ values must be applied. By the presented approach we 

actually got values 𝜁௜′ using the orthogonal basis vectors instead 
of orthonormal. It means, that the estimated value by a 
regression, using recent simple example, is 

 ݂ሺݔ, ሻݕ = ଵܽଵݍ + ݔଶܽଶݍ +  (22) ݕଷܽଷݍ

V. LEAST SQUARE METHOD WITH POLYNOMIALS  

In the case of the least square approximation, we want to 
minimize using a polynomial of degree ݊. 

 

min𝑃𝑛ሺ𝑥ሻ‖݂ሺݔሻ − 𝑃௡ሺݔሻ‖ 

𝑃௡ሺݔሻ = ∑ܽ௜ݔ௜௞
௜=଴  

(23) 

The 𝐿ଶ norme of a function ݂ሺݔሻ an an interval ܽۃ,   is defined ۄܾ

 ‖݂ሺݔሻ‖ = √ቆ∫ ݂ሺݔሻ݀ݔ௕
௔ ቇଶ

 (24) 

Minimizing square of the distance of a function of  ݇ + ͳ 
parameters ߮ሺࢇሻ = ߮ሺܽ଴, … , ܽ௡ሻ  and using “per-partes” rule, 
we obtain  ߮ሺࢇሻ =  ∫ [݂ሺݔሻ − 𝑃௡ሺݔሻ]ଶ݀ݔ௕

௔  

= ∫ [݂ሺݔሻ]ଶ݀ݔ௕
௔ − ʹ∑ܽ௜௡

௜=଴ ∫ ௕ݔሻ݀ݔ௜݂ሺݔ
௔+ ∑∑ܽ௜ ௝ܽ௡

௝=଴
௡

௜=଴ ∫ ௕ݔ௜+௝݀ݔ
௔  

(25) 

For a minimum a vector condition  

 
𝜕߮ሺࢇሻ𝜕ࢇ = 𝟎 (26) 

must be valid. It leads to conditions 𝜕߮ሺࢇሻ𝜕ܽ௞ = Ͳ − ʹ∫ ௕ݔሻ݀ݔ௞ ݂ሺݔ
௔ + ∑ܽ௜௡

௜=଴ ∫ ௕ݔ௜+௞݀ݔ
௔+ ∑ ௝ܽ௡

௜=଴ ∫ ௕ݔ௝+௞݀ݔ
௔  

(27) 

and by simple algebraic manipulations we obtain: ʹ [−∫ ௕ݔሻ݀ݔ௞ ݂ሺݔ
௔ + ∑ܽ௜௡

௜=଴ ∫ ௕ݔ௜+௞݀ݔ
௔ ] = Ͳ (28) 

and therefore 

∑ܽ௜௡
௜=଴ ∫ ௕ݔ௜+௞݀ݔ

௔ = ∫ ௕ݔሻ݀ݔ௞ ݂ሺݔ
௔  (29) 

where ݇ = ͳ,… , ݊.  

It means that the LSE problem is the polynomial (what has 
been expected) 

 𝑃௡ሺݔሻ = ∑ܽ௜ݔ௜௞
௜=଴  (30) 

However, there is a direct connection with well known Hilbert’s 
matrix. It can be shown that elements of the Hilbert’s matrix ሺ𝐻௡+ଵሺܽ, ܾሻሻ௜,௞ of the size ሺ݊ + ͳሻ × ሺ݊ + ͳሻ are equivalent to  ሺ𝐻௡+ଵሺܽ, ܾሻሻ௜,௞ = ∫ ௕ݔ௜+௞݀ݔ

௔ = ͳͳ + ݅ + ݇ (31) 

If interval ܽۃ, ۄܾ =  is used, standard Hilbert’s ۄͲ,ͳۃ
matrix 𝑯௡ሺͲ,ͳሻ is obtained, which is extremely ill-conditioned. 

VI. HILBERT’S MATRIX CONDITIONALITY 

We should answer a question, how the conditional number 
of the Hilbert’s matrix can be improved if orthogonal basis is 
used instead of orthonormal one as an experimental test. 

A simple experiment can prove that the proposed method 
does not practically change the conditionality of the Hilbert’s 
matrix  𝑯௡ሺͲ,ͳሻ.  However, as the LSE approximation is to be 
used for large span of data, it is reasonable to consider a general 
case and explore conditionality of the 𝑯௡ሺܽ, ܾሻ matrix, 
e.g.  𝑯ହሺͲ, ܾሻ, for demonstration. 

 
Fig.6: Conditionality of the  𝑯ହሺͲ, ܾሻ for different values of ܾ using MATLAB 

(numerical problems can be seen for ܾ > ͸ͷͲ) 

 
Fig.7: Conditionality of the  𝑯ହሺͲ, ܾሻ for different values of ܾ  

using logarithmic scaling for vertical axis 

It can be seen, that ܿ݀݊݋ሺ𝑯ହሺͲ,8ͲͲሻሻ = ͸. ͳͲଶଷ. If the 

proposed approach is applied ܿ݀݊݋(𝑯ହሺͲ,8ͲͲሻ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) = ʹ,ͷ. ͳͲଵସ 

for the modified matrix, Fig.8 - Fig.9. 
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Fig.8: Conditionality of the modified 𝑯ହሺͲ, ܾሻ 

 
Fig.9: Conditionality of the modified 𝑯ହሺͲ, ܾሻ 

using logarithmic scaling for vertical axis 

It means that the conditionality improvement  ߭ = 𝑯ହሺͲ,8ͲͲሻ̅̅)݀݊݋ܿ(𝑯ହሺͲ,8ͲͲሻ)݀݊݋ܿ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ≅ ͸.ͳͲଶଷʹ,ͷ.ͳͲଵସ ≈ ͳͲ9
 (32) 

This is a similar ratio as for the simple recent examples. 

A change of the size of bivectors ‖ࢼ௜ ∧  ௝‖ can be used as aࢼ

practical result using RBF approximation, which changes from 
the interval ݌݁ۃ𝑠, ͳͲଵ଴ۄ to  ݌݁ۃ𝑠, 8. ͳͲଶۄ, which significantly 
increases robustness of the RBF approximation, Fig.10. 

 

Fig.10: Bivector histogram sizes for original LSE matrix and modified one 

The proposed approach has been used for St.Helen’s volcano 
approximation by 10 000 points instead of 6 743 176 original 
points, see Fig.11.  

 

Fig.11: LSE approximation error with RBF approximation of St.Helen’s  
(image generated in MATLAB by Michal Smolik) 

VII. CONCLUSIONS 

The proposed method of application orthogonal vector basis 
instead of the orthonormal one decreases conditional number of 
a matrix used in the least square method. This approach 
increases robustness of a numerical solution especially when 
domain data range is high. It can be used also for solving systems 
of linear equations in general, e.g. if radial basis function 
interpolation or approximation is used.  
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Abstract—In this paper, an image steganography approach is
presented dividing the cover image into 2×2 non-overlapping
pixel blocks. The upper-left pixel of that block embeds a
certain number of bits of the secret bit stream. Whereas, the
remaining pixels of the same block embed the secret data
using a modified version of the pixel-value-differencing (PVD)
method that considers embedding secret data into both horizon-
tal and vertical edges; unlike traditional image steganography
approaches. The experimental results show that the proposed
approach perceptually outperforms competing approaches in
terms of the standard PSNR and the complex wavelet SSIM
index. In turn, the imperceptibility of the stego-image is improved
with a comparable bit-embedding capacity.

I. INTRODUCTION

INFORMATION security has attracted a great attention in
the past few decades due to its importance in the growing

communication field. Various cyber crimes such as forgery,
modification, duplication and interception have reached alarm-
ing levels. So, information security issue requires immedi-
ate and reasonable solutions, such as cryptography and/or
steganography. Cryptography is a well known solution to
protect data using the concept of encrypting the message to
become unreadable. Encrypting digital media, such as audio,
image, video achieves higher secrecy performance. However,
such encrypted media become, then, attractive to eavesdrop-
pers (i.e., information attackers) as the encrypted media are
presented in a perceptible manner. Instead, steganography can
be considered as an alternative to overcome the perceptibility
issue.

The main aim of the steganography process is to conceal the
information being transferred within some digitally covered
media avoiding the attention of eavesdroppers. This makes
steganography a good manner to communicate secret infor-
mation through digital cover media, such as audio, image,
video, text etc. Steganography process has many challenges
due to transferring a secret text information within a digitally
covered media [1]. The main challenge is to transfer a higher
size of a secret text information within a limited image size
without changing the image quality; at least to the human
visual system. Therefore, the steganography process is a trade-
off problem. The steganography process can be performed in
either frequency domain or spatial domain.

In the frequency domain, the joint photographic experts
group (JPEG) format is frequently used, due to its small size
being easily transferred on the internet. After changing the
RGB color representation to the Y UV representation, the

color component, V , can be then downsampled to decrease
the file size. In turn, the resulting image file is transformed
using the discrete cosine transform (DCT), or the discrete
Fourier transform (DFT). Finally, the transformed image is
compressed with a lossless Huffman encoding. As the DCT
and quantization steps are lossy, the secret text information
using the least significant bit (LSB) embedding step can be
performed right before the Huffman encoding step, yielding
a stego-image [2]. Whereas, in [3], [4], authors use sparse
decomposition of one level using the Haar wavelet transform
to hide text information within non-overlapping blocks in
combination with the LSB-based substitution method with
increasing the transmission capacity on the secret messages
perceptibility in the stego-image.

In the spatial domain-based approaches, the steganography
process is performed by generating the LSB-based substitution
matrices. Then, the secret text information is distributed among
all pixels in a gray-scale or colored image; the digitally
covered media. Ultimately, the stego-image is generated with
a certain image quality. So, the spatial domain-based ap-
proaches can be partitioned into three categories: (i) high
embedding capacity approaches with barely acceptable image
quality (e.g., [5]–[7]), (ii) high image quality approaches with
reasonable hiding capacity (e.g., [8]–[10]), and (iii) restricted
embedding capacity approaches with a slight distortion in the
image (e.g., [11]–[13]).

In [11], authors use the optimal pixel adjustment pro-
cedure (OPAP) in combination with a modified Hamming
method to improve the imperceptibility of the stego-image,
however, with a limited size of the hidden text. In [12], an
adaptive LSB substitution method using uncorrelated color
space, increasing the property of imperceptibility to embed the
encrypted data inside the V -plane of HSV color model based
on secret key. Encryption is performed to sensitive contents
using iterative magic matrix-based encryption algorithm. In
[10], an image steganographic method is presented based on
the LSB substitution with a typical pixel value differencing
(PVD) method, a modified version of PVD method, and an
8-neighboring (8nPVD) method, respectively, for gray-scale
cover image in order to improve the embedding capacity with
a reasonable imperceptible stego-image. In [13], the image is
partitioned into 2×2 pixel blocks in a non-overlapping fashion
and scanned in raster-scan order having correlated the left-
upper and bottom-right corner pixels. Although both horizontal
and vertical edges are considered in the approach of [13], more
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bit-hiding capacity is achieved at the cost of image quality.
Although, those aforementioned approaches have reached

a reasonable level of information hiding, all resulting stego-
images are highly perceptible, thus assuring the existence of
hidden information and attracting eavesdroppers. In this paper,
we propose a spatial-based image steganography approach to
hide text information with higher imperceptibility to avoid
the information attackers. Unlike conventional approaches, the
proposed approach makes use of hiding secret information in
both horizontal and vertical edges with enhancing the visual
quality of the stego-image, thus achieving higher impercepti-
bility. The proposed approach exploits the LSBMR method
in combination with the optimal-pixel-adjustment process
(OPAP) method to embed secret data into the cover images.
In the embedding step of the proposed approach, the cover
image is partitioned into non-overlapping 2×2 pixel blocks.
The upper-left pixel is embedded with k-bits of the secret data
using the LSB substitution method and is adjusted accordingly
by the OPAP method to recover data on the recipient. Each of
the other three pixels are then embedded with a certain number
of bits using the LSBMR method. In the second stage, the data
is extracted from stego-image.

The rest of this paper is organized as follows. In Section II,
the proposed spatial-based image steganography approach is
presented using a modified version of the PVD method in com-
bination with both the LSBMR and OPAP methods. Section III
presents the performance evaluation metrics, implementation
setup of competing approaches and the experimental results.
Finally, conclusions are given in Section IV.

II. THE PROPOSED APPROACH

This section presents the proposed image steganography
approach for gray-level cover image with a modified PVD
method. The embedding and extraction steps are shown in
Section II-A and Section II-B, respectively.

A. The Proposed Embedding Step

In the proposed embedding step of the proposed approach,
the cover image is divided into 2×2 non-overlapping pixel
blocks in a raster scan order. The modified PVD method
divides the gray level range [0,255] into only six subranges,
such that R1=[0,7], R2=[8,15], R3=[16,31], R4=[32,63],
R5=[64,127], and R6=[128,255]. Note that the modified PVD
method, subranges R1 through R4 are categorized as a lower
gray-level, whereas the subranges R5 and R6 are categorized
as a higher gray-level. Given that the subrange of gray-level
is Rj = [Lj, Uj ], where j = 1, 2, 3 . . .6, its width can be cast
as Wj = Uj − Lj + 1. Also note that the maximum number
of bits, tj , to be embedded in the pixel pair is determined,
such that tj=a1, a2, a3, a4, a5, and a6 for Rj=R1, R2, R3,
R4, R5, and R6, respectively. Also, note that the first pixel
(i.e., the upper-left pixel) can be referred to Bib as the base
point of block i. As well, the second pixel, Bi2, the third
pixel, Bi3, and the fourth pixel, Bi4, can be referred to as the
upper-right pixel, the bottom-left pixel, and the bottom-right

pixel, respectively. The method of hiding a secret bit-stream
into non-overlapping blocks is as follows:

1) Convert the k LSBs of Bib to decimal, wi.
2) Replace the k LSBs with the k leftmost secret bits to

obtain Bn
ib.

3) Determine the decimal value vi for k bits from the secret
bit-stream.

4) Determine the difference value: d = wi − vi.
5) Update Bn

ib, such as

Bn
ib =




Bn
ib + 2k, if d > 2k−1 and Bn

ib + 2k ≤ 255

Bn
ib − 2k, if d < −2k−1 and Bn

ib − 2k ≤ 255

Bn
ib, Otherwise

(1)

6) Determine the difference between the second pixel, Bi2,
of the pixel block and Bn

ib as, Di1 =| Bi2 −Bn
ib |.

7) Determine the difference between the third pixel, Bi3,
of the pixel block and Bn

ib as, Di2 =| Bi3 −Bn
ib |.

8) Determine the difference between the fourth pixel, Bi4,
of the pixel block and Bn

ib as, Di3 =| Bi4 −Bn
ib |.

9) For the differences, Di1, Di2 and Di3, find the corre-
sponding subranges as shown above in this subsection.
Then, find out the corresponding number of bits to be
hidden from the secret bit stream; ti1, ti2 and ti3 as well
as their lower bound; Li1, Li2 and Li3.

10) Having read the ti1, ti2 and ti3 bits from the secret bit
stream, determine their decimal values; vi1, vi2 and vi3,
respectively.

11) Determine the new difference values, Dn
1 , Dn

2 and Dn
3 ,

such as

Dn
1 = Li1+vi1, D

n
2 = Li2+vi2, D

n
3 = Li3+vi3. (2)

12) The new values, Bn2
i2 , Bn3

i2 , Bn2
i3 , Bn3

i3 , Bn2
i4 , and Bn3

i4

can be determined as,

Bn2
i2 = Bn

ib −Dn
1 , Bn3

i2 = Bn
ib +Dn

1 , (3)

Bn2
i3 = Bn

ib −Dn
2 , Bn3

i3 = Bn
ib +Dn

2 , (4)

Bn2
i4 = Bn

ib −Dn
3 , and Bn3

i4 = Bn
ib +Dn

3 . (5)

13) Determine the difference values:
dn2i2 =| Bi2 −Bn2

i2 |, dn3i2 =| Bi2 −Bn3
i2 |,

dn2i3 =| Bi3 −Bn2
i3 |, dn3i3 =| Bi3 −Bn3

i3 |,
dn2i4 =| Bi4 −Bn2

i4 |, dn3i4 =| Bi4 −Bn3
i4 |.

14) Determine the new value of the second pixel, Bn
i2, such

as

Bn
i2 =

{
Bn2

i2 , if dn2i2 < dn3i2 and 0 ≤ Bn2
i2 ≤ 255

Bn3
i2 , Otherwise.

(6)
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15) Determine the new value of the third pixel, Bn
i3, such as

Bn
i3 =

{
Bn2

i3 , if dn2i3 < dn3i3 and 0 ≤ Bn2
i3 ≤ 255

Bn3
i3 , Otherwise.

(7)

16) Determine the new value of the fourth pixel, Bn
i4, such

as

Bn
i4 =

{
Bn2

i4 , if dn2i4 < dn3i4 and 0 ≤ Bn2
i4 ≤ 255

Bn3
i4 , Otherwise.

(8)

The same steps above should be repeated for all neighboring
pixels of each pixel block to obtain a stego-block. Then, all
stego-blocks form the stego-image, until all secret bits have
been hidden.

B. The Proposed Extraction Step

In the proposed extraction Step of the proposed approach,
the stego-image is divided into 2×2 non-overlapping blocks
by scanning the image in a raster scan order. Note that the
first pixel (i.e., the upper-left pixel) can be referred to Bn

ib as
the base point of the stego-block i. As well, the second pixel,
Bn

i2, the third pixel, Bn
i3, and the fourth pixel, Bn

i4, can be
referred to as the upper-right pixel, the bottom-left pixel, and
the bottom-right pixel, respectively. The method of extracting
the secret bit-stream from the non-overlapping stego-blocks is
as follows:

1) Extract the k-rightmost LSBs of the pixel Bn
ib, and name

it vib.
2) Determine the difference values, such as

dni1 =| Bn
i2−Bn

ib |, dni2 =| Bn
i3−Bn

ib |, dni3 =| Bn
i4−Bn

ib | .
(9)

3) Find out the appropriate range, Rj , for the difference
values dni1, dni2, and dni3 from the subranges R1 through
R6 as listed in Section II-A. Then, determine the cor-
responding values ti1, ti2 and ti3, given their lower
bounds, such as Li1, Li2 and Li3, respectively.

4) Extract the ti1, ti2 and ti3-rightmost LSBs of the differ-
ence values dni1, dni2, and dni3, respectively.

5) Determine and concatenate a segment of the secret bit
stream, such as
si1 = dni1 − Li1, si2 = dni2 − Li2, and si3 = dni3 − Li3.

Repetition of the above procedure for each stego-block will
give the exact retrieval of the secret bit stream.

III. PERFORMANCE EVALUATION & EXPERIMENTAL
RESULTS

This section presents the evaluation metrics and the experi-
ential results of the proposed image steganography approach
compared to competing approaches shown in [10] and [13].
A set of standard gray-level images [14] with a different sizes
have been chosen as cover images to check on the effectiveness
of the competing approaches. Whereas, the secret image is
taken in gray level square dimension.

Note that our main aim in this paper is to enhance the
imperceptibility (i.e., improve the image visual quality) of the
stego-image with hiding a secret bit-stream of higher capacity.
Therefore, three performance metrics are used to evaluate
the performance of the competing image steganography ap-
proaches:

1) The embedding capacity: in bits; on the basis of the
higher the better.

2) The stego-image visual quality: using both the standard
peak-signal-to-noise (PSNR) ratio (in dB) [15, Ch. 3] on
the basis of the higher the better.

3) The complex wavelet structural similarity (CWSSIM)
index [16] is used, where 1 is a perfect match and 0 is
a mismatch.

Normally the more the embedding capacity using an im-
age steganography approach, the lower the perceptual image
quality. In turn, the image distortions occurred are slight
and imperceptible. Table I shows the embedding capacity
(in bits) as well as the corresponding PSNR values and
CWSSIM indexes using the competing approaches. Table I
shows that the proposed approach outperforms the approaches
shown in [10] and [13], by an average of 1.4 dB and 0.9 dB,
respectively, in terms of the standard PSNR value. As well, the
proposed approach surpasses the competing approaches by an
average of 11.6% and 8.5% in terms of the CWSSIM index.
In addition, Table I shows that the bit-embedding capacity
using the proposed approach outperforms the approach in
[10] by an average increase of 13.6%. While the proposed
approach is comparable to that in [13]. Given the experimental
results, one can notice that the stego-image using the proposed
approach perceptually seems the same as the original one.
Thus, the eavesdroppers avoidance can be achieved in case
that non-standard Web-image has been used as a cover image
instead of those standard images used. We can analyze that
this enhancement is due to considering both horizontal and
vertical edges, not only either of them as shown in competing
approaches.

IV. CONCLUSIONS

In this paper, we present an image steganography approach
dividing the cover image into 2×2 non-overlapping pixel
blocks. The upper-left pixel of that block embeds a certain
number of bits of the secret bit stream. Whereas, the remaining
pixels of the same block embed data using a modified version
of the pixel-value-differencing (PVD) method that considers
embedding secret data into both horizontal and vertical edges.
The experimental results show that the proposed approach
outperforms competing approaches shown in [10] and [13], by
an average of 1.4 dB and 0.9 dB, respectively, in terms of the
standard PSNR value and by an average of 11.6% and 8.5%
in terms of the complex wavelet SSIM index. The enhanced
stego-image obtained implies improving the imperceptibility
with a comparable embedding capacity compared to that in
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TABLE I
PSNR VALUES (IN DB), COMPLEX WAVELET SSIM INDEXES AND EMBEDDING CAPACITY OF THE SECRET BIT STREAM (IN BITS) USING THE COMPETING

APPROACHES WITH STANDARD IMAGES AS COVER IMAGES.

Image
The approach in [10] The approach in [13] The proposed approach

PSNR CWSSIM Capacity PSNR CWSSIM Capacity PSNR CWSSIM Capacity
(dB) index (bits) (dB) index (bits) (dB) index (bits)

Lena 41.09 0.9264 2434603 41.40 0.9334 2437700 42.10 0.9492 2437684
Baboon 34.31 0.7735 2662080 32.76 0.7386 2772545 35.46 0.7995 2772563
Tiffany 39.87 0.8989 2416944 41.98 0.9466 2425193 43.02 0.9699 2425179
Peppers 37.32 0.8414 2435223 38.33 0.8642 2447737 39.27 0.8856 2447740
Jet 40.65 0.9167 2418419 42.51 0.9584 2443492 43.57 0.9823 2443471
Boat 37.14 0.8373 2504613 36.66 0.8265 2539530 38.96 0.8784 2539514
House 38.42 0.8662 2470824 39.19 0.8836 2510373 40.24 0.9072 2510366
Pot 37.51 0.8459 2387494 41.50 0.9356 2394782 42.13 0.9498 2394768

(a) Original Image (b) PSNR= 34.31 dB

(c) PSNR= 32.76 dB (d) PSNR= 35.46 dB

Fig. 1. (a) The standard cover image of Baboon, (b) the stego-image using
the approach in [10], (c) the stego-image using the approach in [13], and (d)
the stego-image using the proposed approach.

[13] and outperforming that in [10] by an average increase
of 13.6%.
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Abstract—The huge number of malware introduced each
day demands methods and tools for their automated analyses.
Complex and distributed infrastructure of malicious software
and new sophisticated techniques used to obstruct the analyses
are discussed in the paper based on real-life malware evolution
observed for a long time. Their impact on both toolsets and
methods are presented based on practical development of systems
for malware analyses and new features for existing tools.

I. INTRODUCTION

ATTACKERS must continuously improve the tactics used
to lure more and more users. An attempt to send an

executable attached to an e-mail is well known to the most
users and can be easily stopped by any anti-virus software.
Nowadays attackers divide infection process into two stages.
At the first stage some kind of executable code is delivered
to the victim. Often it can be a simple macro embedded in a
document or a link to an URL with malicious script. This code
is responsible for downloading a second stage that contains the
main malicious code, which is responsible for further hostile
activity. In the most cases the second stage code is hosted
on web servers (sites hacked without the knowledge of their
owners). The more detailed description of attack techniqes
used nowadays can be found in [1] [2]. Some of them are
also discussed with a QNAP NAS vulnerability case study
presented in [3].

The next section presents an overview of the authors’ ana-
lytical infrastructure and the background for the development
of some new systems due to the growing malware complexity
as well as the obfuscation and other hinder techniques used.
Some practical solutions are proposed and discussed.

Section III presents in details the authors’ analyses of the
Locky malware campaigns evolution since March 2016 until
January 2017. The authors have observed mainly two aspects
of changes: related to the code used for downloading the
second stage and to some hinder techniques. These changes
had a significant impact on the methods and tools used in the
analyses (discussed in Section IV).

To allow continues analyses of the new tricks introduced
by the Locky authors, some changes to the used analytical
tools and a completely new tool called StealthGuardian were
developed. Section V presents its details and the techniques
used. The paper concludes in Section VI.

II. OVERVIEW OF THE ANALYTICAL INFRASTRUCTURE

The first problem is the acquisition of malware samples.
The well known solution utilized for years are HoneyPot
systems [4][5]. In a HoneyPot the whole attacker’s activity
is carefully monitored and recorded for further analysis. Over
the time a special kind of HoneyPot systems were introduced
for direct gathering of malware samples (e.g. Nepenthes [6]
or Dionaea [7]). HoneyPot systems can be of high- or low-
interaction level [4]. Depending on the type, a HoneyPot can
cover different types of malware distribution and sometimes
also conduct preliminary dynamic analysis of the malware
behaviour. Indisputably, HoneyPots are very useful.

However, to handle dynamically changing first stage mal-
ware distribution and attack vectors, HoneyPots have to be
continuously developed. Another difficulty is introduced by
obfuscation and anti-analysis techniques (e.g. multi-stage in-
fection process) used by the malware. The authors faced these
problems during this research (see further sections). Most of
the papers describe HoneyPot systems itself and a malware
analyses as separate tasks (e.g. [8][9]). Obviously, such an
approach is not practical as the whole process depends on
iterative improvements of HoneyPots to allow deeper analysis
of multi-stage attack scenarios. Each stage of the attack require
some specific actions to be made by the HoneyPot.

It is reasonable to extend the set of the sample sources
and use more than just own HoneyPots. The results given
in further sections are based on samples freely available
in malwr.com service [10]. Everyone can send a suspicious
sample to this service and it will be executed in the controlled
environment (Cuckoo sandbox [11]). The popularity of the
malwr.com service guarantees a very rich set of different kind
of malicious software in a wide range of technologies and
attack techniques. Currently 67% of more than 720 thousands
of samples analysed by the malwr.com (as of May 2017) are
public and available for security researchers. It is worth to
note that malwr.com service is not a substitution of HoneyPots
as a source of samples but their valuable complement.

As there is no direct data accessibility API in malwr.com
service, the paper’s authors have developed a Malwr-Scraper
system. It downloads and parses HTML analyses description
pages (details of the analysis are stored in internal database).
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After manual analyses of the most recently added samples,
some dedicated queries are prepared to identify all the samples
of a given malware family and these samples are downloaded
from the malwr.com. During the conducted research (further
described in Section III), the whole process of data gathering
lasted for 6 days (more than 620 thousands analyses of the
malwr.com service was downloaded and parsed - more than
815 GiB of HTML). The analysis revealed more than 5900
samples associated with the Locky ransomware family.

In the next step a malicious code is investigated with static
and/or dynamic analyses. During static analysis a malicious
code is carefully investigated by a security researcher. This
process gives much valuable information concerning code
internal structure, used libraries and overall functionality.
However, it is a very time consuming one.

Contrary, a dynamic analysis approach can reveal useful
information automatically [11], almost without any security
researcher activities. The gathered sample is executed in a
specially crafted environment, often called a sandbox. All
activities of the malicious code are carefully monitored (e.g.
created processes, files downloaded from the Internet and all
of the network communication). The evident hostile activity
(e.g. sending SPAM or working exploits) are denied by the
environment protection mechanism. Of course, the Internet
traffic cannot be completely denied due to the fact that modern
malware, during the infection, downloads further elements
from the Internet (e.g. the second stage of Locky ransomware)
or contact Command and Control servers (C&C) [12]. The
security researcher must determine the trade off between the
risk introduced and collection of possibly valuable information
when some protection mechanisms are loosen.

One of the most notable sandbox environment is Cuckoo
[11]. In the most cases Cuckoo uses VmWare or Virtual
Box virtualization hypervisors. Unfortunately, due to the great
popularity of this system, these two virtual environments are
the most often detected by the malware (in such case it simply
stops its hostile activity). To deal with that, during our research
we have developed two different environments dedicated for
dynamic analysis - Maltester [13] and MESS [12].

Both systems have similar structure. The management sys-
tem receives commands from the user. In effect, a clean virtual
machine is created (a sandbox system) – a snapshot feature
of the hypervisor is used. Launched sandbox machine has a
custom software responsible for receiving a malware sample
for the analysis and its execution. Due to security concerns all
the traffic between the Internet and the sandbox system (with a
suspicious file) is forwarded by an additional gateway system
which implements Firewall and NAT services. Any hostile
activity is stopped at this system. The overall infrastructure
of the developed Maltester and MESS systems is very similar
to the one used by the Cuckoo sandbox. However, our systems
utilize not so common (in a security world) hypervisors:
respectively Xen and Microsoft Hyper-V. Our research shows
that for some malware samples the analysis has failed in well
known systems but they were successfully evaluated in our
custom dynamic analysis environments.

III. LOCKY CASE STUDY

The results presented in this paper are continuation of the
previous works associated with the analysis of the CryptoWall
ransomware conducted at the beginning of 2015 [13]. Because
of unknown reasons new samples of the CryptoWall were not
observed in the January 2016 and later the whole CryptoWall
infrastructure was shut down. However, around the middle
of the February a new ransomware family appeared - called
Locky. Like its predecessor, it encrypts user data and uses
asymmetric cryptography. Public key used for the encryption
is downloaded from a C&C server. Contrary to the CryptoWall,
the Locky family uses more complicated schema for C&C
access. Each sample has a few hard-coded C&C IP addresses.
If they are shutdown, Locky uses domain generation algorithm
(DGA) for finding other working C&C servers.

Since the middle of the March 2016 to the beginning of the
January 2017 more than 5900 samples associated with Locky
malware were reported in the malwr.com service. Around 700
of them are in Windows executable (PE32) format. In the
remaining 5200 samples of the first stage we identified 278
hostile Excel and 753 hostile Word documents (around 20%
of samples).

The characteristic for Locky campaigns is that the first stage
code is very often in JavaScript and is sent to the victims
as files with .js and .wsf extensions. The conducted research
revealed that in more than 75% of the Locky first stage code
samples. What should be emphasized, Microsoft Windows
silently executes JavaScript code if given file extension is .js.

Among all the analysed JavaScript-based Locky samples,
the simplest and the shortest code is contained in 17 lines
(693 bytes)1. In more recent samples, this first stage code
become obfuscated using various methods. In effect, the code
became longer and more complicated for analysis. The longest
observed Locky first stage code has a length slightly more than
1 Megabyte - exactly 1064661 bytes2. The code presented
in the Fig. 1 as Original Code with high probability was
manually de-obfuscated by a security analyst (used variables,
function names and all parameters use human readable names).
However, obfuscated code with the same functionality can be
observed in real samples sent to the victims. Fig. 1 presents a
few sample obfuscation techniques (parts A, B, and C).

In all three presented cases variables with strange names
(Njofagi, DqWgVQeF, and JBGUHYm2e) represents Ac-
tiveXObject MSXML2.XMLHTTP, which is used for prepara-
tion of a HTTP request and downloading of the Locky second
stage code. The first obfuscated excerpt code presented in
the Fig. 1 obfuscate only variable names. Code presented in
excerpt B encodes parts of JavaScript code using Unicode.
Despite complicated appearance, this code can be easily de-
obfuscated even using Unicode decoding services freely avail-
able online3. The last excerpt in Fig. 1 presents a technique
in which the program text parts (like web server address and

1Sample from malwr.com with MD5 dafb1c1626d822e9de4a7ae5b33eae59.
2Sample with MD5 9b823aeed9fda550bddeb735f35e6d3b.
3For example https://www.branah.com/unicode-converter.
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/∗ ∗ O r i g i n a l Code ∗ ∗ /
x m l h t t p [ ’ open ’ ]

( ’GET ’ , ’ h t t p : / / XXX.YY/ 4 5 g456 ’ , f a l s e ) ;
x m l h t t p [ ’ send ’ ] ( ) ;

/∗ ∗ A ∗ ∗ /
N j o f a g i [ Uzkoy ]

( "GET" , " h t t p : / / XXX.YY/ 4 5 g456 " , f a l s e ) ;
N j o f a g i [ " send " ] ( ) ;

/∗ ∗ B ∗ ∗ /
DqWgVQeF[ ’ o \ u0070 \ u0065n ’ ]

( ’G\ u0045T ’ ,
’ \ u0068 \ u0074 \ u0074 \ u0070 . . . ’ , f a l s e ) ;

DqWgVQeF[ ’ se \ u006E \ u0064 ’ ] ( ) ;

/∗ ∗ C ∗ ∗ /
JBGUHYm2e[ TTBLVVx3k ]

( "G\ x45T " ,
" h t "+" t p "+" : / / "+"XX"+"X. "+"YY"

+" / a "+" se "+" 32 f "+" f " ,
f a l s e ) ;

JBGUHYm2e[ " s "+" end " ] ( ) ;

Fig. 1. Various obfuscation techniques (A, B, and C) and the Original Code.

function names as well) are divided into short chunks and
dynamically concatenated before use. Code excerpts are taken
from the samples with code lengths of 24684, 17075, and
5332566 bytes.

A huge span of sizes of the Locky first stage code sizes
was observed - from below 1000 bytes to more than 1 MiB
during the analyses period. The most evident strange behaviour
which was observed between April and May concerns a sharp
rise of the JavaScript code size. Analysis of these samples
revealed that core part of the code is similar to the already
observed. However, some random text is placed in variously
defined comments7. Further samples, with even larger sizes
have introduced various lines of random text, for example, a
repeated pattern of ‘12345667890’8. We suspected that these
changes in code utilize some flaws in security software, for
example, anti-virus software which cannot properly detect
malware in such a big JavaScript code.

Analysing another sharp rise in the size of the exploits
(from a few kibibytes to more than 10 KiB) showed that a
new kind of obfuscation was introduced by the attackers: the
whole protected JavaScript code is partitioned into some small
chunks and concatenated just before the execution9.

In the third case, instead of partitioning the code into
chunks, a final code is included as an encrypted text. The
simple mono-alphabetic cipher is used. The most characteristic
part of this type of downloader is a slightly obfuscated array
used in decryption procedure of the final downloader code.

4Sample with MD5 73a65a07887c705971d6d01a546bc748.
5Sample with MD5 0ed65a747b98989f24e660d495c71524.
6Sample with MD5 e04892726b496ce5f0c9fc9d08fd73b5.
7e.g. a sample with MD5 c9e26aec4405e79131a585802bcd0de9.
8Sample with MD5 fcbfe7604f94f15abdbe6fea1c865cc4.
9Sample with MD5 d6eeeb79c1be9decd781a200c67a92e6.

In another case a completely different kind of the first
stage code was identified. Previously used Locky downloader
was directly downloading a second stage executable. However,
around 24th of May this behaviour changed: Locky started to
download a second stage malware which was encrypted.

During the conducted research we observed the evolution
of the used encryption techniques. The first encrypted samples
(which appeared first on distribution servers at 24th of May)
were using a simple mono-alphabetic substitution cipher. De-
cryption code implementation uses XOR function with a single
byte key - even during viewing of such file in hex-editor, the
repeating strings of the same byte can be observed (due to
many 0-valued bytes in the Windows executable format). To
hinder the analysis, the attacker reverses the whole file and
adds a few random bytes at the end of the file. Due to the
used key - 0x73, which represents in the ASCII letter s, a
downloaded second stage file in hex-editor have a catching in
the eye numerous strings of letter s.

In the following weeks some longer keys were observed.
The longest one was automatically generated from two num-
bers and have a length of 256 bytes. However, from the June
2016 in most cases some shorter keys were observed - in the
most cases using 32 bytes of ASCII characters. Due to the
fact that most hex-editors presents in one line multiplicity of
8 or 16 bytes, this size of a key produce repeatable pattern
easily visible in the viewed file, which in effect simplify
reproduction of the original key. Despite these drawbacks, this
behaviour was most common to the end of the year. However,
occasionally other key lengths appear, but all of them are only
within ASCII characters range.

Additional change in the downloaded second stage of the
Locky malware, which appears together with encryption, con-
cerns a format of the executable which takes the form of
DLL library. The DLL-based second stage samples appeared
for the first time at the 29th of August 2016. Usage of the
DLL is well known hinder behaviour used nowadays by the
attackers. However, owners of the Locky have extended this
technique. In the previously analysed malware, the samples
distributed as a DLL required a usage of the rundll32 utility –
Locky samples do not run by the execution of a standard DLL
entry function executed by the rundll32. To make it difficult,
Locky malware uses additional entry function, which name
is is included in the encrypted first stage code. Moreover,
the name of that secret entry function was not given in the
exported functions table. After some initial investigation, we
suspect that the used entry function is dynamically decrypted
by some other standard entry function. In effect, to run Locky
malware sample, this entry function must be discovered before
any further analyses. So, to conduct dynamic analysis of such
sample, some modifications of the analysing environment have
to be introduced.

To the end of the November only one simple entry function
name was used (“qwerty”). Later, this entry function was
changed more and more often – at the end almost on daily
basis. The last analysed Locky campaign used 25 of such
functions.
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IV. MALWARE DEFENCE TECHNIQUES

Malware evolution is driven not only by new attack possi-
bilities, but also by the need to obstruct analysis efforts. The
longer analyses of malware behaviour means longer activity
in the environment – infection of thousands of additional
machines. So, the obstruction of analysis is a natural next step
in the evolution of any malware.

To overcome static analysis efforts, malware can use various
mixes of encoding, encryption, mutation and other operations
(some real-life examples are presented in Sec. III). This
made the dynamic analysis more and more important in the
past years, yet malware creators are aware of that and also
enhanced their software. The most basic, but very effective,
malwares’ defence strategy is to detect the fact of being
analysed and just stop to do anything. Because dynamic
analysis requires some supervisor software to be present, the
easiest way for malware to detect the analysis is to check if
it runs in a supervised environment or not. For example, a
debugger connected to the infected process or execution on a
virtual machine can mean that the software is being analysed.
Malware does not need to make any additional checks for
the potential reasons of debugging or presence of virtual
environment – vast majority of users does not use debuggers
and works on a real hardware, so, even if malware will loose
some targets, it still gains a lot more.

Some common supervision detection techniques targeting
Microsoft Windows operating system are described below.
Nevertheless, variations of the same techniques can be also
used by malware working on any other system.

1) Checking for debugger presence using system API:
Standard Windows API library kernel32 provides two func-
tions which can be used by any software to detect debugger
connected to the current process: IsDebuggerPresent
and CheckRemoteDebuggerPresent. It is one of the
simplest check a malware can perform, but will be effective
against simple debugging of infected process.

2) Checking for remote debugger presence: Instead of
relying on system API, a process can retrieve remote de-
bugger information by directly querying the kernel using
NtQueryInformationProcess from ntdll library. This
method is used to retrieve EPROCESS structure that contains
information about potentially connected remote debuggers.

3) Checking PEB structure: Low level check of debugger
presence can be achieved by direct read of BeingDebugged
flag from the PEB structure which is available at a predefined
address for each process (i.e. fs:[0x30] on 32-bit system
and gs:[0x60] on 64-bit). Reading this flag requires some
assembly code, but makes software independent from any
external library.

4) Instruction execution time measurement: It is harder to
determine if a program executes in a virtual or real machine,
as, in theory, virtualization should be transparent to the guest
system (end its processes). However, the simplest check can
be achieved by measuring the execution time of a single
processor instruction - in a virtual system this time is longer.
Using the RDTSC instruction a program can read TSC registry

value, which contains the number of cycles since the last
processor power-on. Comparing two consequent reads with
some expected difference can hint the presence of additional
virtualization layer between the hardware and the software.
Although simple, this method is not very accurate and can
yield many false positives.

5) Validating machine and user name: Names of machines
used by analysis systems can contain strings like maltest, sand-
box, virus etc. Malware can compare current machine or user
name against dictionary to quickly get hint for being analysed.
Library advapi32 provides the method GetUserName for
reading user name while the kernel32 library provides machine
name via GetComputerName method.

6) Validating peripherals properties: Various hipervisors
can use some predefined names for emulated peripherals. For
example Hyper-V uses it’s name in the name of some peripher-
als, including BIOS name and version. Other properties which
can be used by a malware include MAC address of a network
card, which usually comes from a pool assigned for the virtual
machine manufacturer. Reading those values usually requires
checking various keys from Windows Registry.

7) Checking parent process name: Usually a malware after
infection is executed on each user login (parent process: ex-
plorer.exe) or as a system service (parent process: svchost.exe).
Other parent processes can mean that malware sample was
executed by some kind of a supervisor process, which is some-
times needed even in virtualized environment. Process parent
can be found in PROCESSENTRY32 structure, which can
be queried using Process32First and Process32Next
functions from the kernel32 library.

8) Expecting cursor movements: Some malware tries to
detect if there is any real live user interaction ongoing before
deciding to attack the system. One of the easiest techniques
malware uses is to check a mouse cursor position on the
screen. Basic, virtual machine based, sandboxes, executed
in automated way for the analysis do not simulate mouse
cursor movements. Process can acquire cursor status using
GetCursorInfo provided by the user32 library.

V. STEALTHGUARDIAN

Overcoming malware counter-analysis efforts is required to
continue with efficient dynamic analysis of future samples.
The idea is to enhance the system for the analysis in such
a way that it will appear as stealth to the analysed sample
as possible. Various techniques of achieving that goal were
developed, tested and implemented in the authors’ Institute
as a StealthGuardian software. It wraps the execution of a
sample providing additional layer upon the operating system.
It can be integrated with any analysis system as it does not
introduce any new requirements for the supervisor system. In
our Institute it became a part of the MESS infrastructure - a
supervisor program running inside a sandbox virtual machine,
which is used in MESS to launch the analysed sample, can
now launch StealthGuardian which then executes the sample
for the analysis.
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First tested solution was based on attaching to the executed
sample as a debugger and switching into single-step execution
mode. However, this extremely reduces the performance of the
analysis – sample execution can take even a couple of thousand
times longer. This technique could still be used if a single-step
would be turned on only for some critical parts of the sample
execution, but some preliminary analysis of the sample has to
be performed to determine these parts.

The obstruction techniques described in Section IV can be
divided into two groups based on a method of implementation:
1) direct processor instruction execution, 2) Windows API
methods call. Using a debugger can handle the first group
and some of the calls from the second group - those which
can be easily recognized as assembly instruction sequence.
But recognizing all the calls using a debugger seems to be
too complicated and costly in terms of the performance. So,
the proposed solution requires capturing all the calls of API
functions and temper with their results before providing them
to the analysed sample. It will not cover all the techniques
used by malware but it is effective and efficient.

Capturing Windows API calls can be achieved using inline
hooking technique. It involves replacing the code of the
selected library functions with the calls to the substituted
functions, which then can call the original functions. A
trampoline is quite well known and popular technique, so
various implementations are available. StealthGuardian uses
MinHook library10 to intercept Windows API calls responsible
for malware defence techniques described in Section IV. To
make it work properly, it was necessary to prepare both x32
and x64 versions of StealthGuardian, so it can work with all
architectures used by different malware. It was also necessary
to overcome some other technical issues, like supporting both
ASCII and UTF versions of some API functions and hooking
libraries loaded by direct calls to the LoadLibrary function,
even in new threads or processes spawned by the original
(parent) process. Proper behaviour of the hooked methods had
to be designed – returning completely random values may not
trick smart malware (e.g. user name can be random, but has
to be constant for the whole sandbox execution).

Final version of StealthGuardian was able to trick spe-
cial sample prepared in the Institute, which was using all
supported by StealthGuardian defence techniques. Following
experiments on some real samples also proved usefulness of
this solution. For example, it allowed to observe the whole
known behaviour of the Win32/Urnsnif 11.

VI. CONCLUSION

For the last few years we observe arms race between
black hats and security community. Cybercriminals introduce
new attack tactics which later are discovered, analysed and
mitigated using new security mechanisms. When more and
more users start using these mitigation mechanisms, cyber-
criminals introduce new methods and the cycle starts once

10https://github.com/TsudaKageyu/minhook
11Sample with MD5 4df3ce5c9a83829c0f81ee1e3121c6ea.

again. However, the time between the next cycle is decreasing.
Few years ago we observed a new sample of a given malware
family once a few weeks. During the analysis of the Locky we
observed from two to three distinct samples daily.

These rapid changes of cybercriminal tactics are challenging
for the security community. Conducted research showed that
the usage of dynamic analysis could reduce the time needed for
performing the analysis of a new malware sample. However,
sometimes the changes introduced by the malware are so
significant that the environment for the analysis must be
upgraded. This paper describes with details some of these
developments which allow the analysis of the most recently
appearing malware samples.
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Abstract—In this paper,  a novel quantum encryption algo-

rithm for color image is proposed based on multiple discrete

chaotic systems. The proposed quantum image encryption algo-

rithm utilize the quantum controlled-NOT image generated by

chaotic logistic map, asymmetric tent map and logistic Cheby-

shev  map  to  control  the  XOR  operation  in  the  encryption

process.  Experiment  results  and analysis  show that  the  pro-

posed algorithm has high efficiency and security against differ-

ential and statistical attacks.

I. INTRODUCTION

UANTUM information processing is a great of current

interest for computer, mathematics, and physical scien-

tists. It is a discipline devoted to the development of novel

quantum  protocols/algorithms  for  storing,  processing,  and

retrieving visual information [1]. It will likely lead to a new

way of technological innovations in computation, communi-

cation, image processing and cryptography since the quan-

tum computation could overcome the inefficiency on classi-

cal computers [2].

Q

The feature of quantum parallelism is utilized in quantum

image processing to speed up various processing tasks such

as  quantum  image  encryption  [3-11],  quantum  image

steganography [12, 13], quantum image watermarking [14]

and so on. Quantum image encryption is widely used to as-

sure  security  in  the information  hidden into those  images

[3]. The algorithms for quantum image encryption could be

mainly  classified  into  three  types:  quantum  scrambling,

quantum diffusion and combination between them. The first

task of quantum image processing is to capture and store the

image on quantum computers. Quantum image can be repre-

sented  for  flexible  processing  by  several  methods  like

NEQR, FRQI, NCQI, etc. [15, 16].

In 2013, a quantum image encryption algorithm based on

quantum  Fourier  transform  and  double  random-phase  en-

coding is proposed in Yang et al.’s work [4]. In 2014, based

on color and restricted geometric transformations,  Song et

al.  [3]  presented  a  new  quantum  image  encryption  algo-

rithm. One year later, based on double random-phase encod-

ing and generalized Arnold transform, a quantum image en-

cryption algorithm is proposed by Zhou et al. [8]. In 2016,

based on image XOR operations, Gong et al. [9] designed a

quantum image encryption algorithm in which Chen’s hy-

per-chaotic  system is  used  to  control  the  controlled-NOT

operation. Also in the same year, Liang et al. [7] proposed a

quantum image encryption algorithm based on generalized

affine transform and image XOR operations controlled by

logistic map. In 2017, by using iterative Arnold transforms

and a hyper-chaotic system to control image cycle shift op-

erations, a quantum image encryption algorithm is presented

in Zhou et al.’s work [10]. However all quantum image en-

cryption algorithms mentioned above used to encrypt only

quantum gray-level  images  not  quantum color  images.  In

2016,  based  on  Chen’s  hyper-chaotic  system,  a  quantum

color image encryption algorithm is proposed in Tan et al.’s

work  [11].  To  the  best  of  our  knowledge,  in  the  earlier

works,  there  is  no  quantum  image  encryption  algorithm

based  on  multiple  discrete  chaotic  systems  (e.g.  logistic

Chebyshev map and asymmetric tent map) for color images

to increase the security of the encryption algorithm. So, the

study of utilizing multiple discrete chaotic systems in quan-

tum color image encryption algorithms is required.

In this paper, a novel quantum color image encryption al-

gorithm  is  proposed  based  on  multiple  discrete  chaotic

maps.  The  proposed  algorithm  utilized  the  quantum  con-

trolled not image generated by logistic map, asymmetric tent

map and logistic Chebyshev map.  The quantum circuit  of

the  proposed  algorithm  is  devised  based  on  NCQI  [16]

quantum color image representation. Based on simulations

results and numerical analyses, the proposed quantum color

image algorithm demonstrates the efficiency as well as secu-

rity against differential and statistical attacks.

II. BASIC RECALLS AND PRELIMINARY KNOWLEDGE

A.  Quantum color image representation

In  this  section,  we  give  a  brief  overview of  the  novel

quantum  representation  for  color  images  (NCQI)  [16],

which is the basis of the proposed algorithm. For each pixel

in  an  image,  the  NCQI  model  consists  of  color
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information | ic 〉 and its corresponding position information 

| i〉 . The representative expression of a quantum color image 

can be expressed as follows. 
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(1) 

For more details about NCQI representation see [16]. 

B. Chaotic systems 

1) The logistic map 

The definition of the logistic map can be seen as in Eq (2). 

( )1 1i i ix x xδ+ = −                                

(2) 

where
0 (0,1)x ∈  and ( )0,4δ ∈  are the initial value and 

control parameter respectively. 

2) The asymmetric tent map 

The definition of the asymmetric tent map can be seen in 

Eq.(3) which is the enhanced version ofthe tent map.  
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where ( )0,1β ∈ and 
0 (0,1)y ∈  are the control 

parameter and initial value in the map respectively [17]. 

 

3) The logistic Chebyshev map 

The definition of the logistic Chebyshev map [18] can be 

seen in Eq(4). 

( )1

(4 )cos( arccos( ))
1 mod1

4

i
i i i

a z
z z z

α
α+

− × = − +  
      (4) 

where 
0 (0,1)z ∈  is the initial value and ( )0,4α ∈  is a 

control parameter. a N∈  refers to the degree of the 

Chebyshev map.  

III. PROPOSED QUANTUM IMAGE ENCRYPTION ALGORITHM 

In this section, we introduce a quantum color image 

encryption algorithm utilizing quantum controlled not image 

which is obtained by the multiple discrete chaotic systems. In 

the proposed algorithm, multiple chaotic maps are used to 

generate the controlled not image, such as chaotic logistic 

map, asymmetric tent map and logistic Chebyshev map. Fig.1 

shows the quantum circuit of the proposed encryption 

algorithm.  

The encryption procedures of the proposed algorithm are 

illustrated as following: 

Step 1: select initial value for ix and value for δ 

where 0 (0,1)x ∈ , 3.85 4δ≤ ≤ as a secrete keys in 

the Logistic map. 

( )1 1i i ix x xδ+ = − , where i= 0, 1, 2, ……., 2
2n

 , ( 2
2n

 is 

the image size). 

Step 2: select initial value for iy and value for β 

where 0 (0,1)y ∈ , (0,1)β ∈ as a secrete keys in the 

asymmetric tent map. 
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where i= 0, 1, 2, ……., 2
2n

 , ( 2
2n

 is the image size). 

Step 3: select initial value for iz and value for α 

where 0 (0,1)z ∈ , ( )0,4α ∈  as a secrete key in the 

logistic Chebyshev map. 

( )1

(4 )cos( cos( ))
1 mod1

4

i
i i i

a a z
z z z

α
α+

− × = − +  
 

where i= 0, 1, 2, ……., 2
2n

 , ( 2
2n

 is the image size). 

Step 4: transform the three sequences { ix }, { iy } and { iz } 

that generated from chaotic maps into integer 

sequences as follows: 
* 14(   256( ( )) 10i i ifixx x xfix mod=| − × ) |  

* 14(   256( ( )) 10i i ifixy y yfix mod=| − × ) |  

* 14(   256( ( )) 10i i ifixz z zfix mod=| − × ) |  

Step 5: generate the three layers of controlled color image 

using the three sequences {
*

ix }, {
*

iy } and {
*

iz } then 

transformation it to quantum color image. 
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Step 6: Transform the original image into quantum form as 

follows: 
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Step 7: The quantum color image I| 〉 encrypted by 

applying the controlled-not operations controlled by 

the quantum color image | J 〉  as shown in Fig. 1. 
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IV. NUMERICAL RESULTS 

To simulate the proposed quantum color image algorithm, 

a personal computer with Intel Core™ 2Duo CPU 3.00 GHz 

and 4 GB RAM equipped with software MATLAB R2009b 

(version 7.9.0.529) are used to perform operations on 

quantum images. Lena and baboon images of size 

(256 256)×  are used as the test images (see Figure 2). The 

simulation parameters as a secret keys used in logistic map 

are 
0 0.321x =  and 3.9842δ = , in asymmetric tent map

 

0 0.5678y = and 0.7β =  and in logistic Chebyshev map 

0 0.345z =  , 222a =  and 3.2α = . 

A. Correlation of adjacent pixels  

In ordinary images each two pixels are highly correlated 

with each other, so correlation coefficients in each direction 

(vertical, horizontal and diagonal) close to 1 while in 

encrypted images using a good encryption algorithm close to 

0. Table 1 stated the correlation coefficients between 

adjacent two pixels in each direction for the encrypted 

images and their corresponding original images. Figs 3, 4 

and 5 show the correlations of two neighboring horizontal, 

vertical and diagonal pixels in red, green and blue values, 

respectively for Lena image. It is obviously that the 

correlations coefficients for the encrypted images are close to 

0. So that, there is no information obtained about the original 

image by analysis the correlations of neighborhood pixels for 

encrypted image. 

B. Histogram analysis 

Image histogram is an essential tool to assess the 

performance of any image encryption algorithm. It 

demonstrates the frequency distribution of pixel values in 

one image. The good secure encryption algorithm should 

resist against various brute force attacks by ensuring the 

uniform histograms in different encrypted images. The 

histograms of RGB pixel values for image Lena before and 

after encryption process are shown in Fig. 6. It can be seen 

from Fig. 6, the histograms of RGB pixel values for original 

image are completely different from the histograms of their 

corresponding encrypted image and the histograms that 

belong to encrypted image are very similar with each other. 

So we can conclude that the histogram analysis attacks can 

be resisted in the proposed quantum color image algorithm. 

C. Key space analysis 

Key space is the space of several keys that can be used in 

attack process. Large key space to resist the brute-force 

attack is an another tool to evaluate the security for a good 

image encryption algorithm. The proposed algorithm has six 

initial values that have infinite decimals points 

for
ox ,

oy ,
oz , δ, β and α in addition to a as a secret keys. 

The key space of ox  only is
1410 . Also oy and oz each of 

them have key space
1410 . Thus the total key space for the 

proposed algorithm is
4210 , in addition the key spaces of δ, α 

and β. 
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Fig. 1: the quantum circuit for the quantum color image encryption 

algorithm 
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Fig. 2: Test results of images 
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Fig. 3: Correlations of two neighboring horizontal, vertical and diagonal 

pixels for Lena image in red color. 
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Fig. 4: Correlations of two neighboring horizontal, vertical and diagonal 

pixels for Lena image in green color. 
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Fig. 5: Correlations of two neighboring horizontal, vertical and 

diagonal pixels for Lena image in blue color. 
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Fig. 6: Histograms of original and encrypted image Lena. 

Fig. 7: Decrypted image Lena with several keys 
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D. Key sensitivity analysis  

Key sensitivity is known as the sensitivity of the secret 

key to decrypt effect which is the essential property for good 

image encryption algorithm. To ensure the key sensitivity in 

the proposed algorithm, the following tests were carried out 

with several keys as shown in Fig. 7. 

V. CONCLUDING REMARKS 

This paper has presented a quantum color image 

encryption algorithm by utilizing multiple discrete chaotic 

maps. It used the quantum controlled not image generated by 

multiple maps. Based on NCQI quantum color image 

representation, the quantum circuit of the proposed quantum 

encryption algorithm for color image is devised. The 

simulations results and numerical analyses show that the 

proposed algorithm has high efficiency and security against 

several attacks.  
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TABLE I. 

 CORRELATION COEFFICIENTS OF ADJACENT PIXELS 

image 

direction 

Vertical Horizontal Diagonal 

R G B R G B R G B 

Original (Lena) 0.9512 0.9496 0.9408 0.9796 0.9639 0.9649 0.9279 0.9179 0.9190 

Encrypted (Lena) 0.0282 0.0035 -0.0137 -0.0348 0.0207 -0.0357 0.0212 -0.0464 -0.0422 

Original (baboon) 0.9460 0.8634 0.9281 0.9089 0.8582 0.9203 0.9011 0.7992 0.8876 

Encrypted (baboon) -0.0088 -0.0206 0.0215 0.0305 0.0296 0.0101 -0.0128 -0.0279 0.0146 
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Abstract—In this paper, we present the TARZAN platform,
an integrated platform for analysis of digital data from security
incidents. The platform serves primarily as a middleware between
data sources and data processing applications, however, it also
provides several supporting services and a runtime environment
for the applications. The supporting services, such as a data
storage, a resource and application registry, a synchronization
service, and a distributed computing platform, are utilized by the
TARZAN applications for various security-oriented analyses on
the integrated data ranging from an IT security incident detection
to inference analyses of data from social networks or crypto-
currency transactions. To cope with a large amount of distributed
data, both streamed in real-time and stored, and for the need of a
large scale distributed computing, the platform has been designed
as a big data processing system ensuring reliable, scalable, and
cost-effective solution. The platform is demonstrated on the case
of a security analysis of network traffic.

I. INTRODUCTION

THE ABUNDANCE of data sources and the exponen-
tial growth in the volume they produce represents new

challenges for many traditional ICT fields. Digital forensics
and security incident analysis is not an exception. Every
day, security analysts and investigators face the problem of
insufficient tool support. The roots of this problem lie in the
fact that this dramatic change in the heterogeneity and volume
of data makes the existing methods obsolete.

Traditional workflow of digital forensic consists of the well-
defined procedure of data identification, acquisition, preser-
vation, analysis, and reporting. This workflow was devised
and refined in the 1990s when the environment regarding
computing technology and software was rather uniform. Also,
the amount of data that needs to be processed was from our
perspective rather small. For most cases, it was possible to
perform all above-mentioned steps using a single forensic
workstation. Because of the rapid technology advances in the
ICT, this is no longer true. Not only the increasing amount
of data caused by the drop of storage cost and dissemination
of broadband connectivity represents the challenge for digital

This work was supported by Ministry of Interior of the Czech Republic
project “Integrated platform for analysis of digital data from security inci-
dents” VI20172020062; Ministry of Education, Youth and Sports of the Czech
Republic from the National Programme of Sustainability (NPU II) project
“IT4Innovations excellence in science” LQ1602; and by BUT internal project
“ICT tools, methods and technologies for smart cities” FIT-S-17-3964.

forensics. Often even the data acquisition phase is difficult
to achieve with the existing tools and considering the usual
methods of creating the forensic image of the disk drive.
Completing this operation for nowadays common terabyte hard
drive lasts several hours.

Investigators also need to face the problem of high diversity
of computing devices. Smartphones, tablets and other con-
nected smart devices massively penetrate the market. Cloud
services are another emerging technology that changes the re-
quirements on the digital forensics methods. All of this means
that classical approach represented by well-defined workflow
and considering the use of a single forensics workstation
cannot meet the current demands. In many cases, the amount
of data that to be processed exceeds several terabytes. Also,
some forms of cyber crime comprise of the combination of
several sophisticated techniques, and for their investigation, it
is necessary to process and correlate information from several
big datasets. To cope with this problem, several researchers
suggested to apply big data approach, e.g. [1], and this field
has become an active research area.

In this paper, an integrated platform for analysis of digital
data from security incidents (a TARZAN platform) is proposed
to address the issues mentioned above. The platform allows
to gather, store, and process digital forensic data as big data
to perform various security-oriented analyses that range from
an IT security incident detection to inference analyses of data
from social networks or crypto-currency transactions.

The paper is organized as follows. Section II discusses
related work on data security analysis and processing plat-
forms. In Section III, we provide a case study of a PCAP
analysis tool utilizing the proposed platform for real-time
security analysis of network traffic. Section IV introduces the
TARZAN platform and describes its architecture and core
services. The results of the case study implementation on
the platform are discussed in Section V. Finally, we draw
conclusions in Section VI.

II. RELATED WORK

Several approaches were already proposed to perform se-
curity, forensic, and inference analyses. Because conventional
technologies are not always adequate to support long-term,
large-scale analytics [2], big data approaches to the digital
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forensics started to emerge addressing their own challenges
(see [3], [1]). However, the most of the existing approaches
focused on particular selected topics of IT security, related
often only to networking security, rather than providing a
general framework to support and integrate various forensic
data to analyse them and their inferences in a broader context,
such as in the cases of [4] and [5].

In [4], a digital forensic data reduction process were pro-
posed based on a selective imaging, to speed up the forensic
process by locating evidences, or by providing examiners with
a quick understanding of the data to enable a better focus for
full analysis (e.g., for a cross-device or cross-case analysis).
Although the proposed process is general enough to support
the examination of various types of the stored big data, it is
not designed for custom autonomous big data analyses.

Feature Collection and Correlation Engine (FCCE, [5]) was
introduced to find correlations across a diverse set of data types
spanning over large time windows with very small latency
and with minimal access to raw data. The engine entailed
a complete framework for ingesting, aggregating, storing, as
well as retrieving big data, by implementing feature extrac-
tion, aggregation, storage, and retrieval APIs, respectively. It
was applied in IT security to detect fluxing domain names
and identify persistent threat infections. However, the engine
did not provide an implementation platform to build system
utilizing the implemented APIs.

Network forensic analysis, which is the subject of the case
study presented in this paper to demonstrate the TARZAN
platform (see Section III), comprises of methods for capturing,
collecting and analysing network data for information gather-
ing, evidence identification, or security incident investigation.
A new generation of Internet services opens space for new
cybercrime activities. Security analyst and Law Enforcement
Agency officers have to act accordingly to detect unlawful
or unauthorized activities efficiently. The investigation is not
possible without the tool support. While technology advances
provide hardware technology able to capture communication at
speeds that match current wire speed the software equipment
for analysis of captured traffic has difficulties with packet
traces of several gigabytes.

Network forensic analysis methods were implemented in
various tools. General purpose tools include network analysers
(Wireshark, TCP dump), IDS systems (Snort, Bro), finger-
printing tools (Nmap, p0f), and tools to identify and analyse
security threats.

Tools dedicated to network forensic analysis implement
specific features to aid investigation process. They can capture
an entire network traffic and allow an investigator to analyse it
and reconstruct the communication. Several widely used open
source tools exist. In the following, we briefly overview three
freely available tools that employ the typical features. Survey
of network forensic tools can be found in [6].

PyFlag is a general purpose forensic package which can be
used as disk forensics, memory forensics, and network foren-
sics tool. This tool was developed by M. Cohen of Australian
Federal Police in 2005 [7]. PyFlag is designed around the

Virtual File System concept. For each supported data source
a specific loader is implemented. To deal with PCAP files,
the PCAP filesystem loader opens PCAP file, parses and
dissects individual packets up to lower layer protocols, collects
related TCP packets into streams and finally applies higher
level protocol dissectors. A forensic investigator is usually
interested in high-level information that can be extracted from
the communication. PyFlag enables to reassemble the content
of communication, e.g., web pages, email conversation, etc.

Network Miner1 is an open source tool that integrates packet
sniffer and higher-layer protocol analysers into a tool for pas-
sive network traffic monitoring and analysis. Because captured
traffic can be processed in the same way, Network Miner is
also a valuable tool for network forensics analysis. Network
Miner offers several useful features, such as the possibility
of operating system identification, traffic classification, and
reassembling the transferred files for HTTP, FTP, TFTP and
SMB protocols.

Xplico2 is a modular tool aimed at the reconstruction of
the data content carried in the network traffic. The software
consists of the input module handling the loading source
data, decoding module equipped with protocol dissectors for
decoding the traffic and exporting the content, and the output
module organizing decoded data and presenting them to the
user. Contrary to PyFlag and NetworkMiner, Xplico is not
a typical desktop application but it is deployed as a server
service with the web-based interface. The authors claim the
possibility to analyze large PCAP files of many gigabytes.
Because the Xplico design is a classical client-server architec-
ture, the performance of the tool is limited by the hardware
configuration of the server running the Xplico backend.

To analyse the network traffic as big data, a scalable internet
traffic analysis system was presented in [8]. The system,
which was able to process multi-terabytes libpcap dump files,
utilized Apache Spark for data processing to analyse captured
transmitted data and protocol fields. Unfortunately, the system
did not allow to integrate non-network data and perform the
analyses of the network data in broader contexts.

Another approaches to the network traffic security big data
analysis were presented in [9], [10], [11], and [12]. Apache
Metron [13] and Apache Spot [14] projects are more interest-
ing. They try to form general frameworks for security analyses
of IT threats, secondary processing also firewall and appli-
cation logs, emails, intrusion-detection reports, etc. However,
analogously to the first case, also the all of these approaches
were focused primarily and narrowly on the network data
and unable to find correlations with other forensic data or to
provide a comprehensive platform for big data forensics.

III. CASE STUDY: PCAP ANALYSIS

Digital investigators process network traffic as a source
of evidence in many types of computer crimes. Captured
traffic can be analyzed to obtain the content and also to show

1http://www.netresec.com/?page=NetworkMiner
2https://github.com/xplico/xplico
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the actions taken by the offender. Network traffic can also
be important for corroborating evidence. Obtaining network
traffic as a source of evidence is usually more complicated than
other digital evidence. Transmitted data are only available on
the network device for a limited amount of time. Inappropriate
collection method can lead to data corruption or incomplete
capture. As messages exchanged between applications are
segmented into many pieces, it is important to gather all
relevant packets and be able to combine them again into data
streams. When collecting data on shared links, there may be
a huge amount of traffic from which only a fraction is rele-
vant to the investigation. Moreover, many different protocols
are in use which requires applying corresponding decoding
algorithms. Although existing tools for information security
can be adapted for a forensics investigation, they usually
lack features for evidence collecting and preservation. For
the forensic investigation, there are two important activities,
namely examination and analysis [15]. The examination is
characterized by the mostly automatic data processing that
ends with a collection of relevant data extracted from the
data source. The analysis follows examination, and it is
often a manual or more interactive activity that interprets the
significance and meaning of the extracted data. Also, data
correlation, finding links and patterns in the extracted data
is the desired result of the analysis.

From the examination viewpoint, the important features of
network forensic tools are as follows:

✎ Flow reconstruction. Because network conversation is
split into many packets exchanged by communicating
applications, the first step of data examination is to
combine these fragments to form flows again.

✎ Protocol identification. Network communication is gov-
erned by protocols. There are many protocols in the
Internet communication. The ability to identify which
protocol was used to data exchange is crucial for fur-
ther processing. Protocol identification is difficult for
encrypted traffic where traditional pattern based methods
may be less accurate results.

✎ Protocol decoding. To understand the communication we
often need to extract data from protocol header fields and
data payload. Network forensic tools support a wide va-
riety of protocols. Sometimes these decoders can identify
anomalous packets that do not conform to the protocol
specification.

✎ Data reduction. Not all data needs to be analyzed.
Data reduction can filter out uninterested data. The filter
applied depends on the information obtained from the
protocol decoding step. We can be, for instance, interested
only in Web traffic.

✎ Data recovery. If communication is not encrypted, the
communication payload is visible. This gives us the pos-
sibility to recover digital objects from the communication
such as web pages, images, e-mail messages.

✎ Pattern search. The common investigative approach is
to search for occurrences of known patterns, e.g., email

addresses, keywords, etc. Pattern search in network traffic
needs to consider specifics of various protocols, such as
encoding, compressing, etc.

Forensic data analysis can involve different methods and
procedures. The following techniques are commonly applied:

✎ Developing the timeline from significant events offers
investigators a high-level view on the extracted data. Dif-
ferent kinds of communication can contribute to timeline
by various events, such as e-mail delivery, web search,
file download, etc.

✎ The temporal analysis aims to identify patterns or anoma-
lies that are often processed by the further and deeper
analysis. For instance, we are seeking for the periods of
peak data transfer or occurrences of an unusual protocol.

✎ The relation analysis provides links among different
entities. Relations can be analyzed on different layers,
linking devices, services, or end-users

✎ Classification methods assign extracted data to different
classes according to the predefined criteria, such as sys-
tem traffic, web traffic, suspicious traffic, malware related
traffic, etc.

✎ Clustering techniques can deal with a lot of entities by
grouping them according to some essential characteris-
tics. Often these methods do not require learning and
thus are easily applicable.

✎ Correlation is a statistical technique that can identify
the relation between different entities. It is, for instance,
possible to identify the same activity recorded in various
data sources.

Digital investigation is a time-consuming and labor-
intensive process. Thus, there is a strong emphasis on using
tools that can reduce the examination time and improve
the automatization of analysis activities. In the next section,
we will show, how the proposed platform can achieve both
requirements. First, examination time can be reduced by
allocating more computation nodes. Second, some analysis can
be automated by applying machine learning algorithms.

The complex PCAP analysis requires processing of a huge
amount of data. The processing must be done both in real-time
to detect security incidents or to perform security audits, and
later on large stored datasets to answer queries of an analyst.
As the such processing is difficult to do by conventional
centralized approaches in highly scalable, high-throughput,
and fault-tolerant way [2], the PCAP analysis tool will be
implemented on the TARZAN platform.

IV. THE TARZAN PLATFORM

To ensure communication of TARZAN applications and
provide them with required services and a runtime environ-
ment, the TARZAN platform consists of three core compo-
nents, namely, Platform Bus which implements a distributed
communication bus for the applications and the components,
Platform Storage which provides a distributed storage service
(NoSQL databases, distributed filesystem, resource registries,
etc.), and Platform Computation component to provide the
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TarzanPlatform

+bus : PlatformBus

+storage : PlatformStorage
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PublishMessage

ReceiveMessage

communication

database

filesystemFileDistStorage

DataDistStorage tasks_management

computation

ManageTasks

ExecuteTask

configurationConfigService
storage

notifications_and_callbacks

notifications_and_storage

Fig. 1. The TARZAN platform architecture.

runtime environment for distributed computation tasks of
TARZAN applications.

In Figure 1, architecture of the TARZAN platform is mod-
elled in an UML composite structure diagram. Each of the
three core components provides its services to TARZAN ap-
plications by the platform’s external interfaces. Moreover, the
components communicate and cooperate inside the platform.
The individual components are described in the following
sections.

A. Platform Bus

The main goal of the platform bus core component is
to enable asynchronous communication of other TARZAN
components. More specifically, the platform bus implements a
publisher-subscriber communication model based on message
queues. A client is able to publish messages to particular
topics acting as a producer, or to subscribe to receive messages
of particular topics as a consumer (see the corresponding
interfaces in Figure 1). The platform bus guarantees delivery
of the published messages to their appropriate consumers.

The communication via the bus is utilized by both external
TARZAN applications and the core TARZAN components.
In the first case, the applications can connect themselves to
various data sources to ingest sensor data, events, logs, etc.;
interconnect their components into data processing topologies
to perform data parsing, normalizing, validating, marking,
enrichment, etc.; and consume or feed data from/into the
platform storage components. In the second case, the platform
bus helps the other core components to send/receive their data,
for example, to store the transmitted data into the platform
storage and deliver the storage update notifications, or to
deliver input data and pass output data of tasks of the platform
computation including callbacks.

To achieve high-throughput message passing in highly scal-
able distributed environments, the platform bus is based on
Apache Kafka [16]. In Kafka, messages are communicated
in topics. Each topic, as a general category of particular
messages, consists of multiple partitions (queues). A producer
submits a message to a particular topic (or topics) where
in each topic, the message is assigned to a particular single
partition (automatically for load-balancing or as required by
the producer). A consumer can belong to a particular consumer

Message

Topic Partition

Producer

Consumer

ConsumerGroup

1..* 1

1

1..*

1

*

*

1

sender 1

*

consuming from

sent by

enqueued in

submitted to

Fig. 2. A conceptual model of basic entities in Apache Kafka.

group and subscribes to one or more topics. In each of
the subscribed topics, the consumer has assigned particular
partition for exclusive reception. For relationships of these
concepts, see Figure 2.

In TARZAN, Kafka’s concepts of a message, topic, parti-
tion, producer, consumer, and consumer group are utilized for
consuming data sources and communication with computation
tasks as follows.

1) Broadcasting from data sources: A data source (pro-
ducer) submits data (a message) of a particular type (topic)
under the data source’s identification (partition). A subscriber
(consumer) listens to a particular topic and a particular parti-
tion, that is for messages of the particular type from the partic-
ular data source. A message will be received by (broadcasted
to) all subscribed consumers in different consumer groups.

✎ Messages = data produced by the sources.
✎ Topics = individual data source types (e.g., PCAP).
✎ Partitions = particular data sources (e.g., a sensor moni-

toring a network traffic on a particular network interface).
✎ Consumer groups = subscribers for data produced by a

particular data source (e.g., a component for process-
ing/analysing/storing PCAPs).

2) Load-balancing of data processing tasks: A client (pro-
ducer) submits a task invocation (message) to a particular
service (topic) without any partition (it will be assigned
automatically by Kafka for load-balancing). In the case of a
request-reply task invocation, the message should contain also
the client’s identifier which will be utilized for the callback (a
particular partition name in “callback” topic).

✎ Messages = task invocations including data payloads and
callback addresses if needed.

✎ Topics = names of individual services (e.g., PCAP Ana-
lyzer).

✎ Partitions = individual instances of a particular service
(e.g., a particular process of the PCAP Analyzer).

✎ Consumer groups = single-member groups representing
the instances as above.

3) Delivery of the tasks’ replies: A particular service task
instance (producer) submits a reply/result (message) to the
previously received task invocation as a callback. The reply
(message) will be delivered to a particular client who sent the
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task invocation (to his partition in “callback” topic).
✎ Messages = replies/results to the previously submitted

task invocations.
✎ Topics = a single topic with name "callback" only.
✎ Partitions = one partition for each individual client.
✎ Consumer groups = single-member groups representing

the clients as above.

B. Platform Storage

While the platform bus described in the previous section is
necessary for data processing, the platform storage implements
the data persistence in distributed environments. The dis-
tributed data storage is the necessary requirement of distributed
data processing to be able to scatter and deliver data across
processing nodes. Three types of data storage services are
supported: a distributed filesystem, a distributed database, and
a distributed and synchronized configuration service (see the
corresponding interfaces in Figure 1).

The platform storage services are utilized by both external
TARZAN applications to provide a shared storage and by
the core TARZAN components to store the platform runtime
data. In the second case, the storage services are utilized
for a resource registry of various resources accessed and
manipulated by the platform (e.g., topic and partition names
for the platform bus, or declarations and definitions of tasks
in the platform computation components).

For the distributed filesystem and the distributed and syn-
chronized configuration service, Hadoop Distributed File Sys-
tem (HDFS) from Apache Hadoop [17] and Apache Zookeeper
[18] were adopted, respectively. Both software products are
widely utilized in the TARZAN platform and well-integrated
with other components. For example, the platform bus based
on Apache Kafka is utilizing Zookeeper for message queue
management and the platform computation component based
on Apache Spark is utilizing HDFS for a data storage and
Hadoop for a cluster management.

Although the distributed database service is not designated
for a particular NoSQL database, Apache Cassandra [19] is the
preferred database in the TARZAN platform. The main reason
for this preference is a perfect integration of Cassandra with
the rest of the software stack (e.g., well-established Cassandra-
Spark and Cassandra-Kafka connectors). Moreover, Cassandra
provides an optimal storage for large sensor data [20].

C. Platform Computation

To support distributed computing on data communicated
and stored in the TARZAN platform, the platform compu-
tation core component is provided. The component allows
TARZAN applications to run tasks, e.g., to process (normal-
ize/aggregate), enrich, label, combine, etc. the data and to
utilize other TARZAN components.

Tasks for the platform computation component are regis-
tered by external application components and then they can
be executed by TARZAN applications (for the corresponding
interfaces, see Figure 1) as demonstrated in Figure 3 to
perform malware or data-breach detections, or to analyse

+bus : PlatformBus

+storage : PlatformStorage

+computation : PlatformComputation

TarzanPlatform<<component>>

PCAPIngestor

<<component>>

FirewallIngestor

<<component>>

BitcoinTransIngestor

<<component>>

SocialNetworksIngestor

<<component>>

DataBreachIncidentMonitor

<<component>>

MallwareActivityMonitor

<<component>>

BitcoinTransAnalyzer

<<component>>

MalwareRecognition

<<component>>

DataBreachDetection

PublishMessage ReceiveMessage

ExecuteTask DataDistStorage

ManageTasks

Fig. 3. An example of external application components utilizing the
TARZAN platform (the ingestors on the left side are feeding data to the
platform, computation tasks and an application on the top and bottom are
processing the data, and the monitors on right side are passing results to
clients).

Bitcoin transaction based on capture network traffic, firewall
logs, Bitcoin blockchain, and social network profiles.

As the most of the use-cases for data processing in the
TARZAN platform operate on big data (in the sense of data
characterized by four Vs: volume, variety, velocity, and value
[21]), the platform computation tasks must be able to do big
data processing. The applications need to process both data
streams and data batches (e.g., to do a real-time analysis of
firewall logs and to execute on-demand tasks, respectively).
Therefore, Apache Spark [22] has been selected as the imple-
mentation technology for the platform computation component
and it tasks, as it supports both the stream and batch processing
of big data.

For the batch data processing in Spark, computation tasks
can utilize a data abstraction called Resilient Distributed
Dataset (RDD) to execute various parallel operations on a
Spark cluster and to gather resulting data in shared broadcast
variables and accumulators provided by Spark on the cluster’s
nodes. In the case of the stream data processing, Spark
Streaming provides computation tasks with Discretized Stream
(DStream) abstraction where each stream is represented by a
continuous series of RDDs that is divided into micro-batches
and processed by the tasks in the similar way as in the
batch processing above. Because DStreams follow the same
processing model as batch systems, the two can naturally be
combined [23] and the platform computation component and
it tasks can implement identical algorithms for both the stream
and batch processing.

V. EVALUATION

The TARZAN platform has been evaluated by means of
the PCAP analysis case study described in Section III. A
corresponding TARZAN application has been implemented to
read and analyse data of network traffic monitoring stored
in the PCAP format. After the PCAP data are read from
input PCAP files or real-time generated by network traffic
monitoring tools, they are transferred (including their related
meta-data) via platform bus for a primary analysis by tasks
of platform computation. The tasks also ensure that both the
input data and the output primary analysis results are stored
in platform storage. Afterwards, a secondary analysis can
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Fig. 4. Architecture of the PCAP Analysis tool with data-flows (including
processes, data storages, and external data sources and entities).

be executed on the stored data and the previous results to
perform various security and forensic analyses, e.g., to detect
communication patterns, apply clustering methods for data
mining, etc.

The primary analysis is operating on continuously incom-
ing data and the primary analysis tasks implement real-time
stream processing to quickly extract traffic basic features such
as source and destination IP addresses and port numbers,
defragment fragmented packets into network flows, analyse
flow properties, application protocols, etc. These tasks utilize
the Spark Streaming extension of the core Apache Spark
API to process DStreams. In Spark, tasks are scalable, high-
throughput, fault-tolerant, so the ability to process the in-
coming live data in real-time can be improved, if necessary,
by an appropriate cluster configuration and the application
deployment. However, the primary analysis must perform only
basic analytical tasks.

Contrary to the primary analysis which employs real-time
steam processing, the secondary analysis can implement a
batch processing of the previously stored data and the primary
analysis results. Therefore, the stored inputs can be represented
as RDDs and processed by means of Spark RDD API,
Spark SQL, and also machine learning algorithms provided
by Spark’s machine learning library (MLlib) can be applied.
The secondary analysis is executed on demand as required
by the platform’s client applications, e.g., to provide data
for visualisations, analyse network communications related to
security incidents under investigation, or related to cryptocur-
rency transactions or malware activities.

The overall architecture of the PCAP Analysis tool is
depicted in Figure 4. To feed input PCAP data into the system,
several modules were adopted and adapted from the Apache
Metron project [13], namely: metron-sensors, metron-pcap,
and metron-api. In the first module, Apache Metron brings
into TARZAN the integration of Data Plane Development
Kit3 (DPDK) probes for high speed packet capture and Yet
Another Flowmeter4 (YAF) to processes packet data from

3http://dpdk.org/
4https://tools.netsa.cert.org/yaf/

PCAP dumpfiles (as generated by tcpdump or libpcap). The
next two Metron modules provide a topology for streaming
network packets into HDFS and low-level analytics/filtering
on the PCAP files in HDFS before they are submitted into a
Kafka message queue acting as a buffer for further processing.
Then, a continuous stream processing in the primary analysis
and an on-demand batch processing in the secondary analysis
is performed by utilizing the TARZAN platform components
as described above.

In comparison with the Apache Metron [13] or Apache Spot
[14] discussed in Section II, the current implementation of
the PCAP analysis tool in TARZAN provides the same basic
functionality, however, it enables a better integration with the
other TARZAN applications into a seamless security analysis
framework where results of the PCAP analyses may contribute
to various security investigations, e.g., to trace cryptocurrency
transactions or malware activity.

In comparison with the existing approaches and the related
work (see Section II), the TARZAN platform is a step further
in the design and development of open forensic platform
capable of processing big data. As we demonstrated in the
PCAP analysis case study, our approach is compatible and
easily integrated with other approaches to big data forensic.
TARZAN applications can utilize HDFS as suggested in a
conceptual model of big data forensics by Zawoad and Hasan
[24]. Also a framework for the forensic analysis of big
heterogeneous data presented by Mohammed et al. [25] can
be realized using the TARZAN platform. Their framework has
three layers that follow acquisition, examination, and analysis
approach to extract metadata from acquired data sources and
build a semantic web-based model for further analysis. While
they do not specify the particular implementation of such
system, the presented concepts are in accordance with the
architecture of the TARZAN platform. Analogously, Irons and
Lallie [26] discussed the shortcomings of the current analysis
methods and suggested to use more intelligent techniques and
demonstrated the possible application of artificial intelligence
(AI) to computer forensics. The TARZAN platform can easily
integrate the AI investigative methods because the underlying
components provide rich libraries of various AI algorithms.

VI. CONCLUSION

In this paper, we have introduced a TRAZAN platform, an
integrated platform for analysis of digital data from security
incidents. The architectural design has been presented to
explain which core component are available in the platform
and which services are provided to TARZAN applications. The
platform allows to gather, store, and process digital forensic
data as big data to perform various security-oriented analyses.

As a sample case study, a PCAP analysis tool has been
implemented on the platform utilizing the platform bus com-
ponent to integrate individual modules, the platform storage
component to store input data and analyses results, and the
platform computation component to perform both stream and
batch processing of big data.
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It has been concluded that the TARZAN platform constitutes
an open forensic platform capable of processing big data
and provides a sufficient framework for further integration
of various existing approaches. The integration of various
existing approaches and existing tools for forensic analyses
as external TARZAN components and applications is a part
of ongoing work.
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Abstract—Many promising malware research projects focus
on malware behaviour analysis, however, in the end they tend
to build new detection systems and stick to measuring detection
ratios. Our approach focuses on malware behavioural analysis
for defining (characterising) malicious software on rather high
level of abstraction, in order to break the endless cycle of
evolving malware and malware analysts trying to catch up on new
threats. As our research outlines, even such high-level behavioural
information as numbers of occurrences of some behavioural
events, can be successfully extracted from program samples
and interpreted for extraction of repeating behavioural patterns.
While this may seem simple at the first glance, there are plenty
variables entering the process of behavioural data acquisition
and pattern extraction.

I. INTRODUCTION

ATRANSITION from syntactic to semantic view on ma-
licious software leads the research in several last years.

The reason for this change is quite simple: Traditional de-
tection signatures, built upon fragments of executable code
extracted from malicious samples, characterise a specific mal-
ware type on a syntactic level. However, syntactic features
are relatively easy to obscure or modify, as also pointed out
by Moser et al. [1], mainly by techniques of encryption,
packing [2], [3], [4], polymorphism, metamorphism, and code
obfuscation, implemented on control-flow or data-flow of a
program [5].

Malware researchers try to deal with code morphism by
behavioural detection. Yet, Borojerdi and Abadi point out
in their work [6] that not every semantics-based technique
is successful. The level of abstraction on which program’s
behaviour is captured plays an important role. They mention
that patterns of system calls on low level of abstraction can
be circumvented but behavioural patterns related to utilisation
of specific system resources provide more optimistic results.

We believe that when malware and security researchers
don’t focus primarily on creating new detection mechanisms
but on defining (characterising) malicious software on rather
high level of abstraction, they will gain solid foundations for
such detection mechanisms, which will not lose applicability
after short usage - and that is also our main goal: searching
for various forms for characterising malware, on varied levels
of abstraction and detail.

The aim of our work, presented in this paper, is summarised
as follows:

• We look for proper form of malware behaviour represen-
tation on high level of abstraction. Our current formula-
tion of behavioural pattern is presented (Section II).

• We try to find out whether representation of malicious
behaviour on high level of abstraction is feasible, in order
to improve detection precision or expand scope of de-
tected malicious behaviour in future research. We present
behavioural data extraction (Section III) and success rate
of behavioural pattern extraction (Section IV).

II. HIGH-LEVEL MALWARE BEHAVIOURAL PATTERNS

Concerning level of abstraction for malware features extrac-
tion, in our research we decided for a strategy to start with
the most general, abstract features describing behaviour, with
a possibility to gradually employ more detailed features and
lower the level of abstraction later, when appropriate. At the
current state of our research we aim at categories of behaviour,
based on the area of influence on the infected operating
system, such as behaviour affecting filesystem, actions on
processes, network activity, modifications on registry entries
(Table I). Analysis of behaviour regarding these categories is
quantitative, i.e. we observe how many times each category of
behaviour occurred in analysed program sample.

On this level of abstraction, which is quite high, we
managed to observe repetitions in amounts of behaviour
occurrences among behavioural categories. As it turned out,
there were groups of distinct malicious samples, belonging
to the same types of infiltrations (malware signatures), which
performed actions according to some pattern. In our initial

TABLE I
12 CATEGORIES OF PROGRAM BEHAVIOUR WHICH TAKE PART IN

FORMATION OF HIGH-LEVEL BEHAVIOURAL PATTERNS.

FC file creation
FD file deletion
MC mutex creation
PC process creation
SC service creation
SS service starting
RE registry entry
D DNS
WD Winsock DNS
HG HTTP get
HP HTTP post
TF TCP flow
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work concerning this matter [7] we used formal notation to
define high-level behavioural patterns as 12-tuple plabel of
elements:

plabel = (nFC , nFD, nMC , nPC , nSC , nSS ,
nRE , nD, nWD, nHG, nHP , nTF ),

nFC , nFD, . . . , nTF ∈ N0,
(1)

where nFC , . . . , nTF are numbers of occurrences of be-
haviours, listed in Table I, and label is a name or an identifier
of malicious signature with which is the pattern p associated.

The 12-tuple, as given in the definition (Equation 1), de-
scribes a case, when all samples of one type of infiltration
(malware signature) show the same amounts of behaviour
occurrences in behavioural categories, listed in Table I.

As we discovered by analysing behavioural data, such
uniformity in behaviour is not that common and even if pattern
is clearly recognisable, slight variability is present in some of
behavioural categories. Thus, variability of behaviour occur-
rences was introduced in our work [7] by defining a set Vlabel

of n-tuples vlk, which capture behaviour with varied occurrence
and possibly group behaviours with potential interdependence
(Equation 2):

Vlabel =





∅, iff no variability in behaviour is present,

{vl1, vl2, . . . , vlk | vlk = (x1, . . . , xn),
x ∈ N0, k, n ∈ {1, 2, . . . , 12}, l ∈ N+},
otherwise.

(2)
Behavioural patterns can be graphically visualised for im-

proved readability, e.g. Fig. 1 describes behavioural pattern
with variability in behaviour occurrences.

The definition of pattern with variability of behaviour
occurrences (Equation 2) is further explained and practical
application is demonstrated in our work [7].

As the previous work showed, there are malware instances
definable on high level of abstraction, by patterns comprising
numbers of executed actions from 12 behavioural categories.

Behaviour observed in analysed samples

Be
ha

vi
ou

r o
cc

ur
re

nc
es 7

5

2
1 1

0 0 0 0

4

1 1 1

Fil
es 

cre
ate

d

Fil
es 

del
ete

d

Mute
xes

 cr
eat

ed

Pr
oce

sse
s c

rea
ted

Ser
vic

es 
cre

ate
d

Ser
vic

es 
sta

rte
d

Regi
str

y e
ntr

ies DNS

Wins
ock

 D
NS

HTTP G
ET

HTTP P
OST

TCP fl
ow

s
0

2

4

6

8

Fig. 1. Behavioural pattern of malicious program samples with signature
labelled internally as E. Analysed samples demonstrated minor variability in
number of behaviour occurrences regarding categories: Registry entries, DNS,
HTTP GET and TCP flows. We avoid stating the real signature label on pur-
pose, because disclosing such details may negatively influence employability
of presented behavioural patterns in potential detection mechanisms.

III. MALWARE BEHAVIOURAL DATA EXTRACTION AND
SOURCES

In the work aimed at defining malware, the nature of
analytic data resources, their quality, and process of extraction,
determine the end results of research experiments.

In several last years a form of crowdsourcing gains pop-
ularity concerning malware data acquisition. Online analytic
services like Totalhash1 or VirusTotal2 provide numerous anti-
virus engines or analytic tools to analyse user-provided sus-
picious files and assemble all analytic results. Not only they
provide the analytic service, they serve also as a repository of
previous analyses.

Our initial research in high-level malware behavioural pat-
terns employed online analytic service Totalhash. First, we
investigated what kinds of data are provided by the service
and which of them have a potential for determining whether
behavioural patterns are present among samples of the same
type of malware. We succeeded in our efforts and behavioural
patterns on high-level of abstraction have been found [7].
The research continued with advanced inspection of data from
malware analyses that we gathered.

Online analytic service Totalhash provides various data in a
form of a report, summarising results of analysis. Not all the
reports contain the same types of information, it depends on
the type of file that was analysed (Windows executable file,
text document, image, script, ...) and the process of analysis
itself - whether a certain stage of analysis was successful or
not.

Analytic reports are quite extensive, so processing all of
their data would be complicated and time consuming. That
is why we resorted to simplification of behavioural data in a
form of abstracting amounts of executed actions per sample,
in accordance with the list of considerable program activity
(Table I).

Assembling of behavioural data from Totalhash service is
carried out by our custom software tool, which serves as
a mediator for accessing the vast database in a simple and
automatized way. The tool and its usage are described in our
other papers [7] [8].

IV. EXTRACTABILITY OF MALWARE BEHAVIOURAL
PATTERNS

As mentioned in Section II, a malware behavioural pattern
was defined as a 12-tuple (Equation 1), stating numbers of
occurrences for actions from each of 12 behavioural categories
(Table I). At the time of writing of this paper, we have
managed to process 34 099 analytic reports obtained from
Totalhash service, even though assembling of more data is
still in the process - over 200 000 entries of behavioural data
are currently in our database, ready for future inspection.

Advanced analyses of data set with 34 099 samples have
been made to assess employability of our approach for extract-
ing malware behavioural patterns. Results of anti-virus anal-
yses cannot be taken as a 100% reliable detection authority,

1Available at: http://totalhash.com/
2Available at: https://virustotal.com/
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and to our knowledge, no such authority exists yet. With this
in mind, we figured relative maliciousness and harmfulness of
samples from the data set as follows:

• amount of samples detected by each of (at that time)
available anti-virus engines as malicious with some mal-
ware signature was 664,

• amount of samples detected as malicious with some
malware signature by 16 anti-virus engines, which were
selected as highly reliable based on independent anti-
virus comparisons made by AV-Comparatives3, AV-test4

and VB1005, was 1969,
• amount of samples detected as potentially malicious, i.e.

detected with some malware signature by at least one
anti-virus engine, was 34 016, so from the set of 34 099
samples, only 83 were "absolutely safe" - detected with
no virus,

• amount of samples detected as potentially harmless, i.e.
all of 16 highly reliable anti-virus engines, which were
selected based on independent anti-virus comparisons
made by AV-Comparatives, AV-test and VB100, detected
no threat in those samples, was 739,

Each anti-virus engine assigns a specific malware signature
to the sample which was positively detected as malicious, thus
numerous samples may belong to the same malware signature.
Investigation of the data set revealed significant differences in
amounts of malware signatures recognised among samples.
Fig. 2 summarises these differences for 16 selected anti-virus
engines, which were also mentioned above in the list. We do
not mention names, just anonymised labels 1-16, of anti-virus
engines on purpose, since it is not relevant information for this
research.

By looking at Fig. 2, the difference between anti-virus
engines is evident. While there is an engine which recognised
totally 11 338 different malware signatures among 34 099
samples, on the opposite side of the chart, the other engine
recognised only 1 656 malware signatures among the same

3Available at: https://www.av-comparatives.org/
4Available at: https://www.av-test.org/en/antivirus/
5Available at: https://www.virusbulletin.com/testing/
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Fig. 2. Amount of malware types recognised under unique malware
signatures for 16 anti-virus engines, selected as highly reliable based on
independent anti-virus comparisons made by AV-Comparatives, AV-test and
VB100.

set of samples. This situation probably only mirrors known
issues regarding inconsistency of malware signatures labelling
[9] among anti-virus products and also malware researchers.

In addition to amount of malware signatures recognised by
various anti-virus engines, we had a look at amount of be-
havioural patterns found among analysed samples, separately
for each of anti-virus engines. The numbers we obtained are
separated into two groups:

• all behavioural patterns in total, where a pattern has at
least one value of the 12-tuple common for all the sam-
ples which belong to malware signature corresponding
with the pattern. In other words, these patterns may show
variabilities in 11 behavioural categories from the 12-
tuple, or less, even no variabilities at all,

• plain behavioural patterns, which have no variabilities in
behaviour among samples at all, i.e. they correspond with
the notation from the basic behavioural pattern definition
(Equation 1).

The amount of patterns, when we looked at behavioural data
in accordance with various anti-virus labelling systems, is
summarised on Fig. 3. While there have been significant dif-
ferences between amounts of recognised malware signatures,
the relation between amount of recognised signatures and
extractable behavioural patterns is quite similar for most of the
considered anti-virus engines. The percentage of extractable
behavioural patterns from recognised malware signatures is on
average 10.72%, although much lower value 2.12% occurred
with one anti-virus engine (number 6 on Fig. 3), and value
significantly above average, more than 15%, occurred with
three anti-virus engines (numbers 13, 15 and 16 on Fig. 3).

V. RELATED WORK

To our current knowledge, our approach to defining malware
behaviour by patterns, comprising amounts of occurrences
of actions from defined behavioural categories, is unique.
However, there are research works worth mentioning, with
which we share some techniques and research ideas.

Anti-virus engines

Amount of recognised signatures Amount of all behavioural patterns

Amount of plain behavioural patterns

Percentage of behavioural patterns from recognised signatures

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1

100

10k

Fig. 3. Amount of malware types recognised under unique malware
signatures, amount of all behavioural patterns extracted from samples cor-
responding with these signatures, amount of plain behavioural patterns (with
no variations), and percentage of all behavioural patterns from amount of
recognised signatures, for 16 anti-virus engines, selected as highly reliable
based on independent anti-virus comparisons made by AV-Comparatives, AV-
test and VB100.
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Research of malware behaviour on the level of system
function calls is discussed in work of Canzanese, Kam and
Mancoridis [9]. They observed the amount of calls to system
kernel API per second for each kernel function separately
or for a sequence - two unique kernel functions. This is
quite similar to our approach, however, they observed amounts
of function calls for 235 different system functions, and we
used higher level of abstraction - instead of system functions
themselves as categories, we used types of actions based on
the area of their influence in the infected operating system.

Cho and Im use in their work [10] analysis of system
API call sequences for extracting patterns of API calls, which
should define malware samples belonging to the same malware
family. Authors were inspired by techniques of DNA sequenc-
ing from bioinformatics. Very interesting from our perspective
is that they categorised API functions into 13 categories,
according to their influence on host system resources: registry,
file system, process, service, network, socket, synchronization,
system, device, threading, hooking, misc., Windows. They
could serve as an inspiration for enhancing our categorisation
of behaviour.

Hellal and Romdhane statically extract function calls of
system API from analysed programs and divide them into 32
main categories of behaviour, with additional 4 subcategories
for 4 types of actions - open, read, write and close, so in total
128 behaviour categories are used [11]. They also observe
sequence of function calls, which is statically extracted from
a program as an API call graph. In comparison to our work,
they use more detailed description of behaviour, but mainly
their extensive fine-grained categorisation may serve for our
inspiration.

Various approaches of behaviour analysis in the area of
network security share the idea of pattern extraction, e.g. work
of Konorski et al. [12]. Despite similarity of the concept, it
is crucial to note that analysing network traffic and events
initiated through network is markedly different from analysing
actions performed during software execution.

VI. FUTURE WORK PROPOSAL

Regarding assembling of behavioural data from online ana-
lytic service, our software tool which carries out the task will
be adjusted for cooperating with more analytic services which
provide data, not only with Totalhash.

Beside 12 behavioural categories which are currently in-
cluded in our analytic system, also readable strings extracted
from executable code are available for each malware sample
which analytic report has been obtained from Totalhash ser-
vice. These readable strings have not yet been analysed.

We also considered to enhance number of analysed be-
havioural categories, e.g. by taking inspiration form work of
Cho and Im [10], mentioned in Related Work (Section V),
who use 13 behavioural categories in their experiments.

An interesting inspiration comes also from work of Hellal
and Romdhane, which was also mentioned in Related Work
(Section V). We could observe behavioural patterns built on

several different levels of malware behaviour categorisation,
and compare those patterns. Currently we employ 12 be-
havioural categories, but inspired by Hellal and Romdhane,
we could try to build patterns on 32 x 4 = 128 behavioural
categories from the same data set, and compare extractability
and relevance of those two levels of patterns.

From a long-term perspective, in our research we would
like to proceed with more detailed information about malware
behaviour, not only to observe amounts of behaviour occur-
rences in 12 behavioural categories, but to track e.g. which
specific system functions implement the behaviour, or whether
malware samples, belonging to the same malware signature,
use the same types of system functions.
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Abstract—Scheduling production jobs in the real production

system requires  considering  a number  of  factors which may

prove to exert  a negative effect  on the production processes.

Hence  the  need  for  the  identification  and  compensation  of

potential  disruptions  as  early  as  at  the  production  planning

stage. The aim of this paper is to employ the survival and the

hazard  function  to  anticipate  potential  disruptions  of  the

schedule so that they could be absorbed to produce a robust job

schedule.

I. INTRODUCTION

CHEDULING  of  production  jobs  has  received  much
attention from academic researchers,  which has led to

numerous  works  published  in  the  field.  Authors  have
proposed  various  solutions  aimed  at  creating  effective
production  schedules  [1]–[5].  Many  current  solutions,
however,  are  of  a  purely  theoretical  character  and  are
frequently unfeasible in existing production systems [6]–[7].

S

Practice  shows  that  each  production  process  involves  a
variety of factors impede the performance [7]–[8]. It is for
that  reason  that  we  can  observe  the  trend  referred  to  as
robust  scheduling,  which  describes  job  scheduling  under
uncertainty [7].

This  paper  describes  the  development  of  a  robust  job
schedule  based  on  empirical  data  regarding  the  selected
technological  machine  failure.  In  order  to  determine  the
selected reliability parameters, we have employed the Life-
time Data Analysis, also referred to as the Survival Analysis
[9]. Moreover, we proposed new service buffer input method.

II.  SCHEDULING UNDER MACHINE FAILURE CONSTRAINT

Robust  scheduling  represents  a  process  that  produces  a
schedule that is able to absorb disruptions,  i.e. can account
for  changing  parameters  of  the  production  process  [7–8].
This type of scheduling is composed of the predictive phase
(pertaining  to  the  planning  stage)  and  the  reactive  phase
(pertaining to the production stage) [10]–[11].

Researchers indicate several sources of uncertainty in the
production  process,  including:  job  processing  times,
preparation  and  completion  times,  works  transport
availability  and  times,  machine  availability,  workers  and
tools  availability,  raw  material/semi-finished  product
shortage or delay [7], [12]–[14].  Although  they  are  largely

of  random  character,  the  knowledge  of  the  character  of
uncertainty  factors  is  of  crucial  importance  in  robust
scheduling [8], [15].

An increasing number of studies into robust scheduling of
production  jobs  regard  resource  availability  as  the  major
source of disruption in the production process. In practice,
this  is  strictly  connected  with  the  failure  of  machines
processing  production  jobs  [10],  [16]–[17].  Various
solutions are proposed in this area of research. 

In  his  study,  M.  T.  Jensen  [16]  adopts  a  deterministic
approach and regards machine failure as the times of failure
occurrence, and subsequently tests the developed schedules
for various numbers of machines and jobs. A. Davenport et

al. [17],  S.  Gürel  et  al. [18]  and  V.  J.  Leon  et  al. [19]
include in their works a typical probability distribution and
apply  the  obtained  data  in  developing  robust  schedules.
Many authors suggest employing the times pertaining to the
field  of  Preventive  Maintenance  (PM)  [20].  Deepu  [21],
Hong  Gao  [22],  W.  M.  Kempa  [23]  or  B.  Skołud  [24]
employ  MTTF,  MTBR,  MTTR  and  MTTFF  factors  in
prediction  of  potential  failure,  with  a  view to  developing
robust  schedules.  These  authors  make  use  of  the
redundancy-based techniques,  which are widely applied in
the  research  in  the  field.  An  extensive  body  of  literature
[16]–[17], [21]–[22] emphasises the need for acquisition and
analysis  of  historical  data  of  machine  failure  as  an
invaluable  source  of  knowledge  in  robust  scheduling  of
production jobs.

III. PROBLEM FORMULATION

Formulation  of  the  job  scheduling  problem  under
uncertainty demands establishing the following [25]: 

– set  of  processed  jobs  J,  which  is  the  set  of  n
technological processes (jobs) to carry out:

},,...,,{ 21 nJJJJ  (1)

– set of machines M, which is the set m of technological
machines processing production jobs:

},,...,,{ 21 mMMMM  (2)

– m  n matrix of machine orders  MO representing the
rank of jobs on particular machines:

],[ ijoMO  (3)
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where:  oij – ranking of jobs  i on the machine  j  taking
the  value  of: oij  =  0  –  when  the  operation  i is  not
processed on the machine j, oij  = {1,...,  m} – when the
operation i is processed on the machine j;

– matrix  of  processing  times  PT containing  data
regarding processing times of particular  technological
operations:

PT=[ p
ij
] , (4)

where:  pij – processing time of job i on the machine j,
while for oij = 0, also pij = 0.

The  general  problem  with  scheduling  in  job-shop
conditions consists in ordering jobs from the set of jobs  J
between  the  machines  from  the  set  of  machines  M,
accounting for the technology described in the matrix  MO,
so  that  the  resulting  schedule  corresponds  to  the  furthest
extent with the defined objective criterion.

In order to produce the robust schedule, which will absorb
potential disruptions in the stock of machines,  it is crucial
determine for each m of the uncertain machines:

– the set of failure times of machines FTm containing data
on machine failure times:

FT
m
={f

m1
, f

m2
, . . ., f

mi
}, (5)

where:  fmi –  is  a  factor  determining  the  probable
machine failure times;

– the set of time buffers TBm, which contains data on the
machine servicing time buffers that must be included in
the development of the robust schedule:

TB
m
={t

m1
, t

m2
, . .. , t

mi
}. (6)

To determine the specified values of the sets which are
crucial to developing the robust schedule of production jobs
we have  employed  selected  Survival  Analysis  techniques.
The  applied  techniques  enable  the  determination  of  the
survival  model  of  a  given  object  or  phenomenon,  and
produce data that may be used in the prediction of survival
patterns  [10].  It  was  resolved  that  the  analysis  of  the
character  of  the  technological  machine  failure  occurrence
will  be  conducted  by  means  of  the  survival  and  hazard
functions in the robust schedule. 

IV. SURVIVAL AND HAZARD FUNCTIONS

Let  T be  a  non-negative  random  variable  with  the
probability density function  f(t),  t  > 0 and the cumulative
distribution function 

F( t )=P(T< t ) . (7)

Bellow we assume, that the random variable T represents the
waiting  time  until  the  failure  (death  of  plant).  In  the
literature the variable T denotes the survival time [26]. The
value  F(t)  determines  the  probability  that  the  failure
(breakdown) occurs by duration. The survival function

S ( t )=P (T≥t )=1−F (t )=∫
t

∞

f ( s ) ds (8)

presents  the probability of correct  work of a machine just
before duration t (the probability of surviving to duration t),
generally the probability that the failure (breakdown) does
not  occur  by  duration  t.  The  survival  characteristic  of  a
machine may be presented by a hazard function

h (t )= lim
dt →0

P (t≤T<t+dt|T≥t )
dt

= (9)

= lim
dt →0

∫
t

t+dt

f ( s ) ds

dtP (T≥t )
=

f (t )
S ( t )

The value of this function represents an instantaneous rate of
occurrence of failure [9]. From (8) the formula (9) we may
rewrite as

h (t )=−
d

dt
lnS (t ) (10)

By solving the expression (10) we obtain a formula for the
survival function

S ( t )=exp (−H (t ) ) (11)

where  H ( t )=∫
0

t

h (s ) ds is  called  the  cumulative  hazard

function. The cumulative hazard function represents the sum
of risks occurring from the duration 0 to t [9].

V. NUMERICAL EXAMPLE

The techniques for developing robust schedules presented
in the preceding sections will be now presented in practice,
to analyse the machine failure and servicing times at one of
the  representatives  of  the  automotive  industry.  The  data
obtained from the analysis was afterwards employed in the
scheduling of production jobs.

A. The Survival and Hazard Function

Let  {(ti,  di)}1≤k≤n be  a  sequence  of  described  failures,
where  ti is a time after which the failure occurred but  di –
number  of  this  events.  We assume that  times  {ti}1≤k≤n are
ordered,  0  <  t1 <  …  <  tk.  Fig.  1  presents  the  empirical
cumulative distribution function

Fig. 1 The cumulative distribution function of failure

The  survival  function  (8)  is  usually  obtained  with  the
Kaplan-Meier method. The estimate of the survival function
is given by the following formula
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Ŝ ( t )={
1, t<t

1
,

∏
t
i
≤t

r i−di

r i

, t1 ¿t
(12)

where ri represents the number of individuals at risk at time
ti, 1 < i < k (number of individuals who die at time ti or later)

and  is  calculated  as  r i=∑
j=i

k

d j
.  Fig.  2  presents  the

survival function with 95% confidence intervals. From (11)
the estimate of cumulative hazard function may be obtained
as

Ĥ ( t )=−ln ( Ŝ (t ) ) (13)

The full  black  curve  with  jumps  in  Fig.  3  represents  the

values of estimate of the cumulative hazard function Ĥ (t ) .

Another  method  of  estimating  the  cumulative  hazard
function is the Nelson-Aalen estimator

H̄ ( t )=∑
t
i
≤t

d
i

r
i

(14)

which is represented in Fig. 3 by the red broken curve with
jumps.

Fig. 2 The survival function – Kaplan-Meier estimate 

Fig. 3 The cumulative hazard function and Nelson-Aalen estimate

The  data  obtained  from  both  the  survival  and  hazard
functions may be used in the robust schedule development.
Decreasing survival translates to a longer life of the object,
and consequently higher probability of machine failure.  In
terms  of  hazard,  the  abrupt  jumps  denote  numerous
instances  of  failures  in  given  periods.  High  values  of
intensity function denote high risk of machine failure [10].

B. Applied Survival Analysis Results in Robust Scheduling

The  presented  analyses  provided  data  that  was
subsequently employed in the robust schedule development
for the following scenarios  m  n:  32,  33,  34,  43,
45 and  46. The values of MO and  PT were randomly
generated. The obtained data was used to elaborate standard
Schedule.  The  scheduling  method  applied  was  the  dispa-
tching  rules,  whereas  the  objective  criterion  was  the
maximum makespan (Cmax) – LiSA software was used in the
study.  The data  form enterprise  obtained  from the failure
analysis  was  applied  to  produce  the  robust  schedule.  The
application of the survival and hazard functions is presented
in Fig. 4.

Fig. 4 The hazard function employed in the development of the robust
schedule (S – machining servicing buffers) 

It  was  established  that  the  resulting  plot  of  function
determines the failure characteristics of the machine M1. The
set  of  failure  times  FT1 was  obtained  from the  results  of
analysis of the survival and hazard functions:

f
11
=108 [h]; f 12

=216 [h] (15)

and the values of the machine servicing time buffer TB1:

t
11
=t

12
=55 [min] ≈0 .92 [h] (16)

The  values  of  machine  servicing  time  buffers  were
obtained from the empirical indicator MTTR.
 In  scheduling  it  was  established  that  the  machine  M1

worked  for  100 h  prior  to  commencement  of  production,
hence the machine servicing time buffer f11  was set to occur
after  8  h,  and  the  buffer  f22  occurred  after  116  h  (if
necessary).  The machines  worked to 65% capacity,  which
provided  the  basis  for  the  generation  of  the  elements  of
matrix  MO.  The maximum job processing time was 16 h,
therefore  elements  of  matrix  PT were  also  randomly

generated from the range of p
ij
∈⟨0;16 ⟩ .  The results of

analysis are presented in Table I.
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VI. CONCLUSION

The  analysis  of  results  obtained  from  the  robust
scheduling of production jobs indicates that the inclusion of
the  machine  servicing  time  buffer M1 did  not  exert  a
considerable effect on Cmax. In the majority of the analysed
scenarios the difference between the standard and the robust
schedule  was negligible (approx.  1 h),  or  practically  non-
existent. It was only in the case of 32 scheduling problem
(scheduling with dispatching rules) and problem 45 that a
substantial  discrepancy  of  schedule  makespans  was
observed  (on  average  8.14  h).  The difference  in  question
resulted  from  the  fact  that  in  these  particular  cases,  the
machine  M1  was  heavily  burdened  with  jobs,  and
simultaneously  the  values  of  processing  times  were
considerably high. 

Further investigations should concentrate on introducing a
procedure limiting the machine servicing time buffers in job
processing, with a view to obtaining lower values of sche-
duling assessment. That help to implement proposed method
it  the  real  production  systems.  Job  scheduling  under
uncertainty  requires  further  development  and  employing
various inference and analysis engines.
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TABLE I.
RESULTS OF ROBUST SCHEDULING USING SURVIVAL AND HAZARD FUNCTIONS

Dispatching 

rules

Nominal schedule Cmax [h] Robust schedule Cmax [h]

32 33 34 44 45 46 32 33 34 44 45 46

LPT 35 41 28 51 51 54 44 41 29 51 60 54

SPT 47 43 31 51 50 67 47 43 31 51 56 67

FCFS 47 43 31 51 53 54 47 43 31 51 62 54

LQUE 35 41 28 51 51 54 44 41 29 51 60 54

EDD 47 41 31 51 50 54 47 41 31 51 56 54
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Abstract—This study deals with modelling and optimization

of handling jobs (orders) in groups. All jobs in a group should

be  delivered at  the  same time after  processing.  The  authors

present a novel hybrid method, which includes the modelling

and optimization  of  the  problem in  the  hybrid  environment

composed  of  MP  (Mathematical  Programming)  and  CLP

(Constraint Logic Programming). Due to the large complexity

of  the  optimization  problem,  dedicated  heuristic  is  also

proposed instead of MP. The paper also presents an author's

model for optimization scheduling groups of jobs. The model

has  been  implemented  in  several  environments:  Hybrid

(CLP/MP),  Hybrid  (CLP,  heuristic),  MP  and  heuristic.  The

obtained  results  of  numerical  experiments  confirm  the  high

efficiency and usefulness of the hybrid approach to optimize

such problems.

I. INTRODUCTION

ANY issues  in  the area  of  manufacturing,  logistics

and  services  are  characterized  by  handling  and

processing  problems  with  groups  of  jobs  (orders)  and

operations, especially when these jobs are to be completed at

the same time.

M

A very good illustration of the handling of jobs (orders) in

groups  is  the  process  of  preparing  and  serving  food  in  a

restaurant [1]. Guests enter the restaurant in different groups

at  different  moments.  Each  group chooses  a table  and all

jobs of the group members are taken simultaneously. After

the  accomplishment  of  these  processes,  all  meal  items

ordered by a group are served simultaneously. The quality of

service and the rate of customer satisfaction are raised if a

meal item is served as soon as it is ready. In a restaurant, a

group  of  meal  items  ordered  by  guests  sitting  at  a  table

should be delivered together. Thus, the cooked meal items

for a specific group have to wait until the last item of that

group is cooked and is ready to be served.

The proposed research problem finds many applications

in industrial  companies,  including but not limited to food,

ceramic  tile,  textile  production  industries,  distributions,

supply chain, installation of bulky equipment, manufacturing

of  complex  devices,  etc.  It  can  be  noticed  in  many

production  and  logistic  industries  that  have  different

customers.  Assume that  each  customer  has  different  jobs.

Each  job  has  a  different  handling  process  function  and

resources, but all items ordered by a customer or group of

customers  should  be  delivered  at  the  same  time  in  one

package  to  reduce  the  transportation  costs,  subsequent

processing steps time and costs or/and assure proper quality

of the product/service and customer satisfaction.

The  remainder  of  the  article  is  organized  as  follows.

Section II presents  a  literature review.  Problem statement,

research methodology, mathematical model and contribution

are provided in Section III. Computational examples, tests of

the implementation platform and discussion are presented in

Section IV. Possible extensions of the proposed approach as

well as the conclusions are included in Section V

II.LITERATURE REVIEW

To best meet customers’ expectations (Section I), multiple

decision  problems  have  to  be  solved.  These  include

processes  of  food  preparation  and  delivery,  proper

arrangements  of  customers  at  the  tables,  etc.  Due  to  the

number  and  character  of  the  problems  (multimodal,

asynchronous,  parallel)  as  well  as  constraints  related  to

resources,  time,  etc.,  they  are  considered  at  different

decision making levels. At the strategic level, problems of

optimal  configuration  of  the  order  processing/handling

environment occur. In the case of a restaurant, these include

the  selection,  configuration  and  arrangement  of  tables,

known as the Table Mix Problem (TMP) [1,2]. The ‘‘best’’

table  mix  is  influenced  by  several  factors  such  as:  the

expected  number  of  each  size  party  that  will  be potential

customers;  the  expected  meal  duration  of  each  party;  the

dimensions and the layout of the restaurant, which limit the

number  and  type  of  tables  that  can  be  used,  and  the

possibility  of  combining  tables  of  different  dimensions.

Once the TMP is solved, i.e. the number of tables, their size,

etc. are decided, it is necessary to assign tables to customers

in the most profitable way. Operational decisions are mainly

concerned with the most profitable assignment of customers

to specific tables.  The ‘‘Parties Mix Problem’’ consists of

deciding on accepting  or  denying a booking request  from

different groups of customers, with the aim of maximizing

the  total  expected  revenue  [3].  The  revenue  management

RM  problem  is  dealt  with  in  multiple  papers  as  the

overarching question [3,4]. Scheduling methods for optimal

and  simultaneous  provision  of  service  to  groups  of

customers are proposed most often in the flexible flow-shop
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system (FFS). In the FFS system, processing is divided into 

several stages with parallel resources at least in one stage. 

All of the tasks should pass through all stages in the same 

order (preparing meals) [5,6]. The exemplified objectives of 

the problem [6] are minimizing the total amount of time 

required to complete a group of jobs and minimizing the 

sum of differences between the completion time of a 

particular job in the group and the delivery time of this 

group containing that job (waiting period). 

Our motivation was to develop a method that allows 

problem modeling and optimization for handling incoming 

jobs in groups with the same date of completion for various 

forms of organization. Development of optimization models, 

whose implementation using the proposed method will allow 

obtaining optimal answers to key questions asked by 

managers and executive levels. 

III. PROBLEM STATEMENT AND METHODOLOGY 

The majority of models presented in the literature (Section 

II) refer to a single problem and optimization according to 

the set criterion. Fewer studies are devoted to multiple-

criteria optimization by operations research (OR) methods 

[6]. One paper [7] applies constraint programming, but it is 

used only to solve the static problem of restaurant 

configuration. Declarative environments such as CLP 

facilitate problem modeling and introduction of logical and 

symbolic constraints [8-14]. Unfortunately, high complexity 

of optimization models and their integer nature contribute to 

poor efficiency of modeling in OR methods and inefficient 

optimization in CLP. Therefore, a novel approach to 

modeling and solving these problems was developed. A 

declarative environment was chosen as the best structure for 

this approach [8,10]. Mathematical programming 

environment was used for problem optimization [15]. This 

hybrid approach is the basis for the creation of the 

implementation environment to optimization scheduling 

groups of jobs. In addition to optimizing particular decision 

making problems connected with groups of jobs, such 

environment allows asking various questions while 

processing the jobs. 

The main contribution of this research is the new method 

for the modeling, support and optimization of decision-

making problems for handling jobs in groups. It is based on 

the integration of CLP and MP/Heuristic. In addition, the 

linearization and transformation optimization model was 

built using the CLP environment. Based on the proposed 

method and model, we designed the framework that allows 

modeling and optimization the process of handling groups of 

jobs. The presented method makes it possible to solve the 

larger size problems in a much shorter time in relation to 

mathematical programming (MP).  

The general concept of hybrid framework (Figure 1) 

consists in modeling and presolving of a problem in the CLP 

environment with the final solution (optimization) found in 

the MP environment or feasible by heuristic algorithm. In all 

its phases, the platform uses the set of facts having the 

structure appropriate for the problem being modeled and 

solved (Figure 2). The set of facts is the informational layer 

of the framework, which can be implemented as relational 

database, XML files, etc. Description of the facts for the 

problem has been shown in Appendix A.

 

Fig.  1 The concept of hybrid framework 

 

Fig.  2 The scheme of facts for the problem of handling jobs (orders). (#-key attribute of fact) 
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A. Problem description 

This problem can be stated as follows (Figure 3, Table I). 

Jobs (a=1..LA) enter the system in groups. Each jobs 

consists of operations (b=1..LB) and should be processed by 

specific resources, including parallel resources (r=1..LR). 

The jobs (a=1..LA) in each group should be delivered at the 

same time. It is assumed that all processors in the last stage 

are eligible to process all jobs. This assumption is valid due 

to the fact that processors in the last stage (waiters at 

restaurants who deliver meals or packers in a factory, or 

quality control) are the same in most of the application areas 

of the proposed problem. Special points at which orders are 

submitted and then delivered are introduced /e.g. tables/ 

(s=1..LS). The problem does not cover configuration of the 

points but relates to handling jobs, as many jobs may come 

from one customer/jobs several items from the menu/. Each 

job may be processed by a different resource set in any 

order. 

 

Fig.  3 Scheme for the problem of handling jobs (orders) in a restaurant 

The transformation of the problem consisted in the 

transition from the classical representation in the form of 

operations to the representation in the form of resources. For 

this purpose, a corresponding CLP predicates were 

developed, which based on precedence and resource 

constraints as well as on the duration of particular operations 

determined the demand times and sizes for each resource. 

This transformation allows reductions in the size of the 

problem by the dimension of operation u. The 

transformation is performed based on the assumption that all 

the operations for the job are performed without interruption. 

Transformation is the key element in the hybrid approach. It 

allows the reduction in the problem size thus reducing 

combinatorial search space through the reduction of decision 

variables and constraints (see Appendix B). 

TABLE I. 

SETS, INDICES, PARAMETERS AND DECISION VARIABLES FOR 

MATHEMATICAL MODEL 

Sets 

Set of points (tables) LS 

Set of jobs (orders) LA 

Set of resources LR 

Set of operations LU 

Number of periods LT 

Indices 

Points (tables) s=1..LS 

Jobs (Orders) a=1..LA 

Resources r=1..LR 

Operation u=1..LU 

Period t=1..LT 

Parameters 

Duration of operation u for job (order) a ta,u 

If the operation u1 precedes u2 for job (order) a than 

kola,u1,u2=1 otherwise kola,u1,u2=0 
kola,u1,u2 

If the operation u uses resource r than zasu,r=1 otherwise 

zasu,r=0 
zasu,r 

Number of r resources needed for execution operation u rgu,r 

The number of available resources r in the period t. cpr,t 

The number of resources of the second type (waiters) 

available during period g 
hpt 

The number of jobs (orders) a at point s  os,a 

Decision variables 

Calculated number of periods t delivery of all jobs (orders) 

for point s. 
Fs 

If the execution of operation u for job (order) a for point s 

uses resource r in period t then Xs,a,r,t=1, otherwise Xs,a,r,t=0  
Xs,a,u,r,t 

If t is the last period in which resource r is used in the 

execution of operation u for job (order) a for point s then 

Ys,a,r,t=1, otherwise Ys,a,r,t=0 

Ys,a,u,r,t 

Number of period t in which operation u can be started for 

job (order) a in point s  
Bs,a,u 

Number of period t from resource r can be used for 

operation o of job (order) a in point s  
Ss,a,u,r 

Makespan Cmax 
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Objective functions. 

Minimiztion of makespan (1a) or minimization of average 

waiting time at each point s (1b).  

Constraints. 

Constraint (2) determines the order of execution of 

operations. Constraint (3) determines the start time of the 

use of the resource r . Constraint (4) ensures that Cmax is not 

less than the time of completion of each operation. 

Execution time for the point s is greater or equal to the time 

of execution of each jobs a at this point (5). Constraint (6) 

does not allow exceed the available number of resources r 

during period t. Constraint (7) provides resource r 

occupancy for the time execution of the operation u. 

Operations  cannot be interrupted (8). Simultaneous 

completion of jobs a from the given point is ensured by 

constraints (9,10). Constraint (11) blocks resources for 

execution time. Constraint (12) is responsible for the binarity 

of selected decision variables. 

 CmminFc1  (1a) 

 
LL

1s
sF

LS

1
minFc2  (2b) 

 
1kol,LU..1u,u 1..LA,a 1..LS,s

 BtB

21

211

u,u,a21

u,a,su,aua,s,
 (2) 

 

0zas 

:1..LRr 1..LU,u1..LA,a 1..LS,s  0S

0o :

1..LRr 1..L0Uu1..LA,a 1..LS,s  0S

0zas,0o:1..LRr

 1..LU,u1..LA,a 1..LS,s  BS

ru,

ru,a,s,

as,

ru,a,s,

r,uas,

u,a,sru,a,s,

 (3) 

 0..LS,:o1 s FC s,asmax  (4) 

 LU..1u 1..LA,a s..LS,a  tBF u,aua,s,s  (5) 

 

1..LTt1..LR,r 

 cp)orgX( t,r

LS

1s

LA

1a

LU

1u
a,sr,ut,r,u,a,s

 (6) 

 

0zas

:LR..1r,LU..1u,LA..1a,LS..1s  0X

0o

:LR..1r,LU..1u,LA..1a,LS..1s  0X

0zas,0o:LR..1r

,LU..1u,LA..1a,LS..1s  tX

r,u

t,r,u,a,s

a,s

t,r,u,a,s

r,ua,s

u,a

LT

t
t,r,u,a,s

 (7) 

 

1t,LR..1r

,LU..1u,LA..1a,LS..1s  0Y

LTt,LR..1r

,LU..1u,LA..1a,LS..1s  0Y

0zas,0o:LT..2t,LR..1r,LU..1u

,LA..1a,LS..1s  YXX

t,r,u,a,s

t,r,u,a,s

r,ua,s

1t,r,u,a,st,r,u,a,s1t,r,u,a,s

 (8) 

 

0zas,0o:

LR..1r,LU..1u,LA..1a,LS..1s  1Y

r,ua,s

T

t
t,r,u,a,s

 (9) 

 
0zas,0oT,L..1t,R..12r,1r

,LU..1u,LA..1a,LS..1s YY

ru,a,s

t,2r,u,a,st,1r,u,a,s
 (10) 

 

otherwise0

tSt,St:LT..1t

,LR..1r,LU..1u,LA..1a,LS..1s 
1

X
u,ar,u,a,sr,u,a,st,r,u,a,s  (11) 

 

LT..1t,LR..1r

,LU..1u,LA..1a,LS..1s  }1,0{Y

LT..1t,LR..1r

,LU..1u,LA..1a,LS..1s  }1,0{X

t,r,u,a,s

t,r,u,a,s

 (12) 

B. Transformation 

The transformation of the problem consisted in the 

transition from the classical representation in the form of 

operations to the representation in the form of resources. For 

this purpose, a corresponding CLP predicates were 

developed, which based on precedence and resource 

constraints as well as on the duration of particular operations 

determined the demand times and sizes for each resource. 

This transformation allows reductions in the size of the 

problem by the dimension of operation u. The 

transformation is performed based on the assumption that all 

the operations for the job are performed without interruption. 

Transformation is the key element in the hybrid approach. It 

allows the reduction in the problem size thus reducing 

combinatorial search space through the reduction of decision 

variables and constraints (see Appendix B). 

All variables, parameters, auxiliary data etc. (Table II) 

determined during this process are indicated in the 

superscript by 
CLP 

. 

The mathematical model has been developed, transformed 

and linearized for the research problem. The sets, indices, 

parameters, decision variables are presented in Table I. 

Objective functions after transformation. 

Minimiztion of makespan (1aT) or minimization of 

average waiting time at each point s (1bT).  

Constraints after transformation. 

Constraint (2T) specifies the moment (period) from which 

resource r is needed to execute job (order) a. Constraint (3T) 

ensures that the makespan is not less than the completion 

times of all jobs. Constraint (4T) ensures that the number of 

available resources r in period t is not exceeded. Constraint 

(5T) provides resource occupancy for the time of the order 

execution. Resource r is used without interruption during the 

execution of job (order) a from point s (6T). Constraint (7T) 

is for determining decision variable Y. Simultaneous 

completion of jobs (orders) a from the given point is ensured 

by constraint (8T).  

To linearize this model, an ancillary variable was used, 

Ls,t={0,1}, determined according to constraint (9T) (where 

coefficients/factors c
CLP

t are determined by the CLP).  
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TABLE III. 

INDICES, PARAMETERS AND DECISION VARIABLES FOR MATHEMATICAL 

MODEL 

Sets 

Set of points (tables) LS 

Set of jobs (orders) LA 

Set of resources LR 

Number of periods LT 

Indices 

Points (tables) s=1..LS 

Jobs (Orders) a=1..LA 

Resources r=1..LR 

Period t=1..LT 

Parameters 

Calculated number of period t for the start of demand for 

resource r and job (order) a (CLP) 
goCLP

a,r 

Calculated number of period t for the end of demand for 

resource r and job (order) a (CLP) 
gkCLP

a,r 

Number of r resources needed for execution of job (order) 

a 
grCLP

a,r 

Number used to convert periods to moments (for 

connecting index t with variable Us,a,r, if Us,a,r=7 then index 

t=7)  (CLP) 

cCLP
t 

The number of available resources r in the period t. cpr,t 

The number of resources of the second type (i.e. waiters, 

packers)  available during period t 
hpt 

Inputs 

The number of jobs (orders) a at point s  os,a 

Decision variables 

Calculated number of periods t (using cCLP
t) delivery of all 

jobs (orders) for point s. 
Fs 

The number of period t in which resource r can be used for 

job (order) a at point s 
Us,a,r 

If the execution of job (order) a for point s uses resource r 

in period t then Xs,a,r,t=1, otherwise Xs,a,r,t=0  
Xs,a,r,t 

If t is the last period in which resource r is used in the 

execution of job(order) a for point s then Ys,a,r,t=1, 

otherwise Ys,a,r,t=0 

Ys,a,r,t 

If g is the last period in which jobs (orders) are executed 

for point s then Ls,t=1, otherwise Ls,t=0 
Ls,t 

makespan Cmax 

Constraints (10T) and (11T) determine the end of the 

resource r occupancy. Constraint (11T) is an auxiliary 

constraint responsible for ending the execution of jobs at 

point s but only once. Constraint (12) specifies the number 

of different type of resources (waiters). Constraint (13) is 

responsible for the binarity of selected decision variables. 

 maxCminFc1  (1aT) 

 
LS

1i
sF

LS

1
minFc2  (1bT) 

 

0rg :1..LAa 1..LS,s  0U

0o:1..LA,a 1..LS,s  0U

0gr,0o

 :1..Lrr1..LA,a 1..LS,s  FgoU

CLP
r,ara,s,

as,ra,s,

CLP
r,aas,

s
CLP

r,ara,s,

 (2T) 

 0o:1..LS,s  FC as,smax  (3T) 

 1..LTt1..LR,r  cp)ogrX( t,ra,s

LS

1s

LA

1a

CLP
r,at,r,a,s (4T) 

 

0gr:

LT..1t,LR..1r,LA..1a,LS..1s 0X

0o:

LT..1t,LR..1r,LA..1a,LS..1s 0X

0gr,0o:LR..1r,LA..1a,LS..1s   

 gkk-goX

CLP
r,a

t,r,a,s

a,s

t,r,a,s

CLP
r,aa,s

CLP
ra,

CLP
r,a

LT

t
t,r,a,s

 (5T) 

 

1t,LR..1r,LA..1a,LS..1s 0Y

LGt,LR..1r,LA..1a,LS..1s 0Y

0gr,0o:

LT..2t,LR..1r,LA..1a,LS..1s     

 YXX

t,r,a,s

t,r,a,s

CLP
r,aa,s

1t,r,a,st,r,a,s1t,r,a,s

 (6T) 

 

0gr,0o:LR..1r,LA..1a,LS..1s 

 1Y

CLP
r,aa,s

LT

t
t,r,a,s

 (7T) 

 
,0gk,0gk, 0gr,0o:LT..1t   

,LR..12r,1r,LA..1a,LS..1s  YY

CLP
2r,a

CLP
r1a,

CLP
r,aa,s

t,2r,a,st,1r,a,s
 (8T) 

 LS..1s  LcF t,s

LT

1t

CLP
ts  (9T) 

 

0gr,0o:gkLT..1t

,LR..1r,LA..1A,LS..1s  LY

0gr,0o:LT..gkt   

,LR..1r,LA..1a,LS..1s  LY

CLP
r,aa,s

CLP
r,a

gkt,st,r,a,s

CLP
r,aa,s

CLP
r,a

t,sgkt,r,a,s

CLP
r,a

CLP
r,a

 (10T) 

 LS..1s  1L
LT

1t
t,s  (11T) 

 LT..1t  hpL t
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1s
t,s  (12T) 
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LT..1t,LS..1s  }1,0{L

LT..1t,LR..1r,LA..1a,LS..1s 

 }1,0{Y

LT..1t,LR..1r,LA..1a,LS..1s 

 }1,0{X

t,s

t,r,a,s

t,r,a,s

 (13T) 

C. Heuristic Algorithm 

A heuristic algorithm (Figure 4) was developed to enable 

solving larger-size problems. Its design was based on the 

rules of priority and properties. The heuristic algorithm adds 

consecutive points s to the schedule starting with those of 

the highest priority by the set criteria (Table III). If, while 

adding s point, the algorithm finds that resource constraint is 

active, leading to the extension of the schedule length, it 

moves to another step. This step involves checking whether 

the adjustment of orders using those resources in a given 

period can provide a better schedule. 

Create list  L1  for s=1..LS  (for all points for which there are orders) 

Cmax=0 

L2 – empty list  

 Determine the availability of  cpr,t resources over time. 

While list  L1  is not empty  do 

  According to a certain criterion R1 select points s from the list L1 

  Schedule jobs according to certain R2 criterion, assuming maximum resource availability for each point s. 

Read C1max  

  It is not possible to schedule jobs / STOP /.Jobs with such an amount of resources cannot be scheduled.  

/NO SOLUTION/. 

  Add to the list L2 point s 

  If C1max > Cmax then  

   Cmax = C1max 

  Schedule jobs according to certain R2 criterion, assuming maximum resource availability for each point s from 

list L2 Read C2max  
  If C2max> Cmax then 

   Cmax = C2max 

  Taking into account the actual availability of resources, schedule jobs according to certain R2 criterion for point s. 

Read C3max  

  If C3max> Cmax  

   Determine the L3 list of critical resources (their increase decreases the makespan) 

   For each resource r in the list L3 

    Schedule jobs from the list L2 starting with the ones that make the most use of the resource r. 

Read C4max  

    C3max > C4max then 

     C3max = C4max 

     Correct the availability of resources to suit selected schedule. 

  Reduce the availability of resources in each period by the amount needed to execute the orders from point s 

  Remove from list L1 point s 

STOP – feasible solution found 

Fig.  4 The heuristic algorithm dedicated to the scheduling group of jobs 

TABLE III. 

POSSIBLE VALUES OF CRITERION 

Criterion Description 

R1  The order that uses the most critical resource 

 The order with the longest execution time 

R2 Queue priority methods known from literature 

 LPT 

 SPT 

Underlining indicated the criteria chosen for the computational 

experiments (Section IV). 

IV. NUMERICAL EXPERIMENTS 

In order to verify and evaluate the proposed approach and 

models, many numerical experiments were performed for 

optimization scheduling groups of jobs. All the experiments 

relate to the problem with fifty points (s=1..50), twenty 

order types (a=1..20), fifty resource types (r=1..50), fifteen 

operation types (u=1..15) and from three to one hundred 

fifty orders oS,A  

The main part of the study was a comparative analysis 

performed for Fc1 and Fc2 in four environments: 

mathematical programming (MP), heuristic algorithm, 

hybrid1 (CLP&MP) and hybrid2 (CLP& heuristic 

algorithm) hybrid and MP) to evaluate the effectiveness and 

efficiency of the proposed hybrid approach relative to the 

classical MP environment and heuristic algorithm. The 

experiments for examples E1..E7 were conducted for various 

values of parameters LS,N. The results are included in 

Appendix B (Table B1, Table B2). The application of the  

hybrid approach leads to a substantial reduction in (i) 

number of decision variables (up to fifteen times), (ii) 

number of constraints (up to two times) (iii) computing time 

(more than twenty times faster) for the above examples. For 

larger numerical examples, such as E3..E7 the MP-based 

approach cannot be used due to the length of calculations 

and, most importantly, exceeded size of the problems 
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accepted by the available MP solvers. Using hybrid 

approach (hybrid2), it reduces the computation time twice 

and improves the quality of approximate solutions (0-1% 

worse from optimal) in relation to the use heuristic algorithm 

(the quality of approximate solutions are 1-2% worse from 

optimal). 

V. CONCLUSION 

The proposed approach to the modelling and optimization 

scheduling groups of jobs can be used in many areas. Similar 

issues exist wherever there are a variety of customer jobs 

(orders), the handling of which require processes and 

additionally, both are ordered and executed jointly with a 

single delivery deadline. In practice, such an approach to 

group job (order) handling occurs in manufacturing, 

services, logistics and project management. The presented 

framework, which is an implementation of the proposed 

approach, enables effective optimization scheduling groups 

of jobs. This allows the implementation of optimization 

models with different objective functions and the 

introduction of additional constraints to the models already 

implemented. The illustrative example shows only part of 

the framework’s potential. Significant results are to increase 
both the speed and the size of the problems solved. 

It is foreseen in further research the use of a hybrid 

approach to (a) modeling and solving scheduling problems 

in production [16,17], (b) modeling and optimization of IoT 

processes [18], and (c) implementation of more complex 

models, uncertainty, fuzzy logic etc.. 

APPENDIX A 

TABLE A1. 

DESCRIPTION OF FACTS 

Name Description 

points(#S) A fact that describes the points. 

jobs(#A) A fact that describes the type of jobs 

(orders). 

operations(#U) A fact that describes the type of operations. 

precedens(#A,#U,#U) A fact that describes the precedence 

operations in job (order).. 

duration(#A,#U,tA,U) A fact that describes  execution time for 

operations in job. 

resources(#R,cR) A fact that describes resources (the number 

of each type) 

resource_to_operation(#

U,#R,rgU,R) 

A fact that specifies acceptable allocation of 

resources to operations. 

orders(#S,#A,oS,A) A fact that describes orders at point 

resources_to_orders(#A,

#R,goA,R, gkA,R, goA,R) 

A fact determines what resources are needed 

to complete the order . 

 

APPENDIX B 

TABLE B1. 

THE RESULTS OF NUMERICAL EXPERIMENTS FOR EXAMPLES WITH FC1 

E NS N 

Primary model Transformed model 

MP Heuristic Hybrid1 Hybrid2 

Vint C Fc1 T Fc1 T Vint C Fc1 T Fc1 T 

E1 1 3 365 288 28 10 28 4 24 183 28 5 28 3 

E2 5 17 10330 6792 45 234 45 23 689 5130 45 89 45 16 

E3 10 36 43751 28044 97 546 97 33 2917 21690 97 124 97 21 

E4 20 54 131252 83052 185* 900** 182 39 8750 65016 179 234 180 28 

E5 30 100 364590 229700 254* 900** 244 48 24306 180550 240 548 242 31 

E6 40 130 631956 397280 NFSF 900** 310 56 42130 312910 310 754 310 34 

E7 50 150 911475 572250 NFSF 900** 345 64 60765 451275 342 834 344 36 

E Experiments 

NS Number of points 

N Total number of jobs 

T Time of finding solution (in seconds) 

Vint The number of decision variables 

C The number of constrains 

* Feasible solution (not found optimality) 

** Interrupt the process of finding a solution after a given time 900 s 
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TABLE B2.
THE RESULTS OF NUMERICAL EXPERIMENTS FOR EXAMPLES WITH FC2

E NS N

Primary model Transformed model

MP Heuristic Hybrid1 Hybrid2

Vint C Fc2 T Fc2 T Vint C Fc2 T Fc2 T

E1 1 3 365 288 28 10 28 4 24 183 28 5 28 3

E2 5 17 10330 6792 32,4 232 32,4 21 689 5130 32,4 81 32,4 14

E3 10 36 43751 28044 52,1 546 52,1 33 2917 21690 52,1 124 52,1 21

E4 20 54 131252 83052 98,95 594 101,23 32 8750 65016 98,95 212 98,95 24

E5 30 100 364590 229700 154,6* 900** 142,4 42 24306 180550 138,4 522 142,4 29

E6 40 130 631956 397280 NFSF 900** 198,2 62 42130 312910 192,4 647 192,4 32

E7 50 150 911475 572250 NFSF 900** 212,2 72 60765 451275 209,4 734 209,4 36

E Experiments

NS Number of points

N Total number of jobs

T Time of finding solution (in seconds)

Vint The number of decision variables

C The number of constrains

* Feasible solution (not found optimality)

** Interrupt the process of finding a solution after a given time 900 s
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Abstract—This paper addresses the modeling of modular and
reconfigurable transportation systems, aiming at developing tools
to support the planning and control. Answer Set Programming
(ASP) is employed to formalize rules modeling the characteristic
of a transportation system and describing its dynamics. Then,
automatic reasoning can be exploited to find solutions in different
use cases, including the generation of optimal or alternative
paths, the generation and validation of control sequences. The
proposed methodology is applied to a reconfigurable industrial
transportation system consisting of multiple linear conveyor
modules with actuators enabling longitudinal and transversal
movements of pallets.

I. INTRODUCTION

RECONFIGURABLE Manufacturing Systems (RMS) [1],
[2] aim at tackling current market challenges such as

frequent product changes, product customization, demand vari-
ability, rapid changes in technologies and regulations. RMS
are conceived as a composition of elements, machines and
material handling systems, whose systemic configuration can
be easily changed. Reconfigurability should be met at both
hardware and software level to reduce reconfiguration time
(ramp-up), effort and cost.

Material handling systems (MHS) represent a key compo-
nent in an RMS, being the pieces of equipment devoted to
handling, storing, and controlling materials and parts. When
addressing the design of an RMS, the MHS plays a relevant
role, since it must support the reconfigurability at system level.
A possible solution are Reconfigurable Transportation Systems
(RTS), usually based on modular mechatronic transportation
units that can be combined to implement a logistic system
layout. Carpanzano et al. [3] identified three main challenges
to be addressed when designing and implementing RTSs:
(a) hardware reconfigurability, i.e., the design of transporta-

tion systems that meet the physical reconfigurability re-

This work has has been partially funded from the European Union’s Horizon
2020 research and innovation programme under grant agreement No. 636966
(Customer-driven design of product-services and production networks to adapt
to regional market requirements - ProRegio) and from the Italian research
project Smart Manufacturing 2020 within the Cluster Tecnologico Nazionale
Fabbrica Intelligente.

quirement. Mechanical and mechatronic interfaces are a
relevant issue when tackling this matter.

(b) software development of the control systems, including the
appropriate sensing solutions. The suggested architecture
is a distributed one, since all the modules should be
independent and considered as an autonomous control
block.

(c) real-time management of the production system, consider-
ing routings, dispatching policies, planning and schedul-
ing, maintenance.

In this work the main focus will be on (b) and (c). The
control problem (b) is particularly relevant when mechatronic
systems are involved, due to the difficulty of integrating
and managing all the components. The control system of an
automated MHS must be able to elaborate plans and instruc-
tions considering objectives such as throughput maximization,
response time and execution time optimization. Haneyah et
al. [4] presented an extensive study of generic planning and
control requirements for automated material handling systems.
These requirements include starvation, blocking and deadlock
avoidance, saturation and buffer balancing, urgencies, disrup-
tions and operational flexibility.

Cataldo and Scattolini [5] presented a methodology to
optimize the control of a transportation system where pallets
are moved along modular conveyors. The control system was
implemented by adopting Model Predictive Control (MPC)
with a multi-layer approach. In the low level control (LLC) of
the system there are the local Programmable Logic Controllers
(PLC) that manage each module sensors and actuators, while
at the highest level the MPC controller is implemented and
manages the flows of the pallets in real-time providing proper
control sequences. The High-Level Control (HLC) System
was implemented by representing the transportation system
as a directed graph, where nodes are machines and buffer
zones, whereas the arcs are the possible movements of the
pallet. Based on the graph, a mathematical representation of
the system was developed through a Mixed Linear Dynamical
(MLD) model and embedded in the MPC controller.

Hegny et al. [6] presented a non-traditional control ap-

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 587–596

DOI: 10.15439/2017F154
ISSN 2300-5963 ACSIS, Vol. 11

IEEE Catalog Number: CFP1785N-ART c©2017, PTI 587



proach, implementing a two-levels control architecture based
on Multi Agents System (MAS) technology.

In both cases, the need to divide the control system into
a low and high level is the solution to the reconfigurability
objective. This structure, in fact, allows easier reconfiguration
of the software system since the LLC is implemented on each
unit and the HLC is designed independently from the physical
system. This allows to separate the control of the functioning
of the elements composing the system from the high-level
control of the system as a whole and from the implementation
of planning and routing algorithms.

The planning problem (c) for an automated transportation
systems consists in defining routing and dispatching policies
regulating the movements of the processed pieces by defining
the sequence they visit machines and workstations. Routing
and dispatching policies are implemented in the high-level
control layer of the control system.

The goal of this paper is the development of an elaboration
tool to support the modeling of a transportation system and
reasoning on the system dynamics to derive its properties.
Possible applications of the tool include:

(i) the generation of paths and control sequences to imple-
ment movements of the objects along the transportation
system;

(ii) the generation of a reachability graph showing how the
positions in the transportation system can be connected;

(iii) validation of the control sequences generated by a plan-
ning algorithm;

(iv) configuration of a transportation system and its devices
enabling to meet the required functionalities expressed
in terms of movements in the system.

In particular this work will focus on the applications (i) and
(ii), with the aim of supporting the following users:
(1) system designers in the analysis and validation of alterna-

tive transportation system configurations;
(2) control designers addressing an existing hardware design

of a transportation system;
(3) control designers tackling an existing transportation sys-

tem through the extraction of knowledge, e.g., from the
analysis of PLCs, hardware components, etc.

Herein, the elaboration tool is conceived as a logic program
that adopts the Answer Set Programming (ASP) language to
represent the system in terms of rules and obtain solutions in
the form of stable models (i.e. answer set). Problems related
to the modeling of automation systems to support their control
are typically addressed using other techniques like automata,
finite state machine and Petri Nets (PN) [7]. In particular,
PN is in principle able to support the applications (i)-(iv)
previously defined. However, it must be noted that an approach
based on PN requires a quite verbose formalism that leads
to overly complex models with an explosion in terms of
number of places and transitions. More advanced PN exten-
sions can only partially reduce such complexity. Therefore,
even if a PN model can be used to easily derive relevant
properties of a system (e.g. reachability, liveness, boundedness,

deadlocks) using general purpose tools, still the generation
of the PN model itself is a relevant problem that requires
skilled modeling operations and thus represents a bottleneck
of the approach. This problem is particularly relevant when
dealing with reconfigurable transport systems since a physical
reconfiguration demands also a reconfiguration of the model.
Even if a modular PN approach can be employed (and it is
not immediate in the general case of non-identical transport
modules), anyhow it can be cumbersome to identify which are
the transitions linking the places in different PN sub-graphs.

The proposed ASP-based approach aims first and foremost
to support the generation of a formal model for a specific
transportation system by taking as input the description of
the physical system (facts) and the general description of the
dynamics and interactions between the basic components of
the system (rules). Therefore, ASP can be seen as complemen-
tary to PN for the generation of the formal model, whereas
regarding the reasoning over a formal model of the system
there can be an overlapping between ASP and PN, as it will
be discussed in the next sections.

The paper is organized as follows. Sect.II will briefly present
ASP and some relevant application of this language. Sect.III
will introduce the details of the reference transportation prob-
lem that is considered in this work. Sect.IV presents the details
of the model based on ASP rules. Sect.V shows which type
of reasoning can be performed and finally Sect.VI provides an
application example.

II. REASONING WITH ANSWER SET PROGRAMMING

Answer Set Programming [8], [9], [10] is a logic program-
ming language for knowledge representation and reasoning.
An ASP program consists of a set of rules of the form:

a← b1, ..., bm, not c1, ..., not cn (1)

where a, bi, cj are atoms. The left-hand side of the rule is
the head, whereas the right-hand side is the body. The head
is derived to be true if all the literals in the body are true. If
a rule has no body, then it is a fact. A rule without head is a
constraint. The symbol not in (1) represents a default negation
(or weak negation), that is a key feature of ASP and more
generally of non-monotonic reasoning. The solution of an ASP
program is an answer set (or stable model), i.e. the smallest
set of literals that satisfies the program. An ASP solver can
return zero, one or many answer sets.

Another useful feature of the ASP language and its exten-
sions is represented by cardinality atom. For instance, the form
l{a1, ..., an}k means that at least l and at most k atoms in
the set {a1, ..., an} are true. If l or k are missing, then the
corresponding side is unbounded.

ASP has been successfully applied in several domains, e.g.,
product configuration, aerospace, data management, music
and planning [10]. ASP is also a declarative language, i.e.
a program written in this language does not specify how to
search a solution (this is a key difference between ASP and
Prolog); indeed, the solution is independently found by the
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solver also thanks to the availability of general purpose ASP
solvers.

Taking in consideration the scope of automation and control,
it is relevant to mention the work of [11] that discussed how
ASP can be generically employed to generate plans as alterna-
tive stable models. More specifically, [12] addressed how ASP
can be applied to support the planning of collaborative robot.
[13] proposed an approach to generate paths for robots in a
dynamic environment. Similarly, [14] focused on a cost-based
robot planning taking by formalizing the rigid knowledge,
time-dependent knowledge, action knowledge and incomplete
information. However, to the best of our knowledge, this
paper represents the first application of ASP in the domain
of modular transportation systems.

The relation between ASP and PN has been studied by
Anwar et al. [15], [16] and they demonstrated that PN models
can be actually encoded in ASP language. Once the model
is encoded in ASP, then it is possible to use ASP solvers to
analyze typical properties of the system as in the case of a PN
(e.g. reachability of a state, basic liveness). Simulations can
be run using either a PN or ASP approach, but ASP offers the
following advantages:

• ASP may return the enumeration of all possible evolu-
tions of a simulation [15]

• the formal model can be enriched with additional and
customized reasoning about the simulations [15]

Therefore, ASP can be used not only to generate a formal
model of the system, but also to analyze the system behavior
with a reasoning power that is not lower than what can be
done with PN. Given a specific transportation system to be
analyzed, the advantage of ASP is that it supports both the
generation of the formal model and also the reasoning about
its properties using the same language and solvers.

III. PROBLEM STATEMENT

In this work the attention is focused on MHS that consist of
conveyors. These transportation systems are bound to specific
operational routes and require the installation of fixed tracks.
The material is loaded on pallets or specific carriers trans-
ported along the conveyors (by means of chains, rollers, belts,
etc.). The structure of conveyor systems is usually obtained
by combining together standardized modular pieces. Mod-
ularity requires considerable design and investment efforts,
but it offers the possibility to expand and reconfigure the
transportation system according to the variable needs of the
plant. Moreover, automation also entails a high level of real-
time flexibility, thanks to the possibility of developing complex
planning and control software tools. An automated conveyor-
based transportation system also contains sensing devices and
actuators as well as control tools to manage all these elements.
Therefore, the generic transportation system that is taken as a
reference is defined as follows:

• the system consists of M linear conveyor modules;
• pallets are characterized by a rectangular shape and can

be moved along the system;

• each module is equipped with 1) sensing elements to
detect the presence of a pallet, 2) conveyor belts, or any
other similar movement device, 3) stacker cranes for cross
movement of the pallet along a direction orthogonal to
the movement of the main conveyor belt, 4) blocking
actuators to stop the movement of the pallet when it is
flowing along the conveyors;

• each module hosts N discrete positions for pallets, num-
bered from 1 to N, discretizing the space available on the
module on the basis of the pallet size and shape. Each
position can host only one pallet;

• each position is characterized by four sides, numbered
from 1 to 4 clock-wise (see Fig.1). Sides are used to
describe how positions are connected to each other (see
Sect.IV-B);

• the direction of movement of the conveyor belt is forward
if it causes the pallet to move along a direction with
increasing number id of the positions, backward in the
opposite case;

• the direction of movement of the stacker crane is left if it
causes the pallet to move on the left when looking from
position 1 to N, right in the opposite case;

• the blocking actuators are always coupled with sensing
elements. The actuators are designed so that the pallet
can move toward a position with an actuator even if it is
activated, whereas it can move out of the position only if
the actuator is not activated. An actuator can work both
when the pallet is moving forward or backward.

The transportation system consists of a set elements con-
nected together to form a complex system characterized by
the properties of reconfigurability, scalability and flexibility.
Reconfigurability is obtained through varying the arrangement
of modules in the plant in order to face changing functional
requirements. Similarly, the system is easily scalable by adding
or removing modules. Flexibility can be reached by allowing
different pallet routings.

Fig. 1. Representation of the sides and feasible movements in a 3-position
transportation module with one stacker crane.

IV. MODELING TRANSPORTATION MODULES USING ASP
This section presents the logic program written in ASP

language able to capture the basic characteristics and dynamics
of the transportation system and elaborate its evolution in time
in terms of the sequence of states reached by the system. The
state of the system is defined by the position of the pallets
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and the state of actuators and sensors. The dynamic behavior
of the system is subject to the following constraints:

• placement of the modules (system physical layout);
• characteristics of the modules in terms of hosted positions

and installed actuators;
• characteristics of the modules and cross elements in terms

of supported direction of movement.
The addressed problem requires the logic program to be

modular, clustering the rules. Each cluster addresses a char-
acteristic of the system or a specific modeling issue and is
independent from the others. In general, modularity allows
leaner development of the rules and faster maintenance. The
main clusters are described in the following subsections: Input
Facts describing the topological and physical characteristics
of the system (Sect.IV-A), the Rigid Knowledge defining how
the interactions between the system components determine the
possible system behavior (Sect.IV-B), and the Time-dependent
Knowledge defining how the state of the system changes along
time because of the control actions (Sect.IV-C).

The clusters of rules are presented by adopting the syntax
of clingo [17], including its extensions to the basic ASP
language. Like in most logic programming languages, the
symbol :- represents the leftwards arrow that separates the
head and body of a rule, as show in (1).

A. Input Facts

The physical and geometric characteristics of a specific
transportation system are defined in terms of input facts. The
following predicates (fluents) need to be properly instantiated:

• module(M) defines the transportation module M.
• pos(Y,M) defines a position Y on transportation module
M.

• cross(Y,M) defines the presence of a stacker crane
element on position Y of module M.

• act_stop(Y,M) defines that there is a blocking actu-
ator on position Y of module M.

• conn_mod(Y1,M1,S1,Y2,M2,S2) defines that the
side S1 of position Y1 in module M1 is adjacent to the
side S2 of position Y2 in module M2.

• conv(M,D1,D2) defines the feasible movement direc-
tions of the conveyor belt for module M. If the conveyor
belt supports both forward and backward direction, then
D1=f and D2=b, respectively. If the conveyor supports
only one movement direction, then corresponding vari-
able is set to 0.

• cross_conv(Y,M,D1,D2) defines the feasible direc-
tions of movement of a stacker crane that is placed on
position Y of module M. If it supports both the left and
right directions, then D1=l and D2=r, respectively. If
the stacker crane supports only one movement direction,
then the corresponding variable is set to 0.

B. Rigid Knowledge

Rigid knowledge refers to the information that is not
subject to change during the execution of the program and
its reasoning, i.e. spatial properties of the system, reachable

positions in the system, buffer zones. This knowledge is
general purpose because it can be exploited for any specific
system characterized by its corresponding input facts.

1) Spatial properties of the system: The possibility to move
a pallet between two adjacent positions must consider the
availability of proper actuators. Figure 2 shows some of the
types of connections. Specifically, the pallet can be moved
from a position to another only if the two positions are adjacent
and if the connecting elements are consistent in terms of
direction of movement. The feasibility of a transfer between

Fig. 2. Examples of adjacent positions enabling a movement.

two positions is defined by the following predicates:

• conv_to_conv(Y1,M1,Y2,M2,D1,D2) between
position Y1 of module M1 and position Y2 of module
M2 if the conveyor belt of M1 is moving in direction D1
(i.e. f or b) and the conveyor belt of M2 is moving in
direction D2 (see cases a. and b. in Fig.2);

• conv_to_cross(Y1,M1,Y2,M2,D1,D2) between
position Y1 of module M1 and position Y2 of module M2
if the conveyor belt of M1 is moving in direction D1 and
the stacker crane on position Y2 is moving in direction
D2 (see case c. in Fig.2);

• cross_to_conv(Y2,M2,Y1,M1,D1,D2) between
position Y1 of module M1 and position Y2 of module M2
if the stacker crane on position Y1 is moving in direction
D1 and the conveyor belt of M2 is moving in direction
D2 (see case d. in Fig.2);

• cross_to_cross(Y1,M1,Y2,M2,D1,D2)
between position Y1 of module M1 and position
Y2 of module M2 if the stacker crane on position Y1 is
moving in direction D1 and the stacker crane on position
Y2 is moving in direction D2 (see cases e. and f. in
Fig.2).
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All the four types of connections can be derived from the
input facts. For example rules (2) and (3) defines feasible
conv_to_conv connections for adjacent positions belong-
ing to the same module (see Fig.2.a). Rule (2) deals with for-
ward movement, whereas rule (3) with backward movement.
The underscore symbol in conv(M,f,_) and conv(M,_,b
is a wildcard standing for any type of movement supported
by the conveyor belt for the case of backward and forward
movement, respectively.

conv_to_conv(Y1,M,Y2,M,f,f) :- Y2=Y1+1,

pos(Y1,M), pos(Y2,M),conv(M,f,_).
(2)

conv_to_conv(Y1,M,Y2,M,b,b) :- Y1=Y2+1,

pos(Y1,M),pos(Y2,M),conv(M,_,b).
(3)

If the adjacent positions belong to different modules (see
Fig.2.b), then other four rules can be defined to specify
the required movements of the two conveyor belts (forward
or backward) depending on the relative placement between
two position in terms of adjacent sides. For example, rule
(4) defines the feasible conv_to_conv connection from
position Y1 of module M1 to position Y2 of module M2
when the side 2 of Y1 is adjacent to side 4 of Y2. The
cardinality atom 1{conn_mod(Y1,M1,S1,Y2,M2,S2);
conn_mod(Y2,M2,S2,Y1,M1,S1)}1 takes into
account the fact that conn_mod is not considering
an order between two adjacent positions, i.e.
conn_mod(Y1,M1,S1,Y2,M2,S2) is equivalent to
conn_mod(Y2,M2,S2,Y1,M1,S1).

conv_to_conv(Y1,M1,Y2,M2,f,f):- S1=2,S2=4,

M1!=M2,pos(Y1,M1),pos(Y2,M2),

conv(M1,f,_),conv(M2,f,_),

1{conn_mod(Y1,M1,S1,Y2,M2,S2);

conn_mod(Y2,M2,S2,Y1,M1,S1)}1. (4)

The movement between not aligned modules is operated
by stacker crane actuators. Rules similar to (4) can be
defined taking in consideration all the possible couplings
(some of which are shown in Fig.2.c-Fig.2.f) to derive
the predicates conv_to_cross, cross_to_conv and
cross_to_cross. If a connection is not feasible, then
the rules are not satisfied and the corresponding predicate
is not derived. Due to space limitations, most of these rules
are omitted and only rule (5) is shown as an example of
conv_to_cross connection. In this case the connection
from position Y1 of module M1 to position Y2 of module
M2 is feasible if the side 2 of Y1 is adjacent to side 3 of Y2

and there is a stacker crane element on the second position
(cross(Y2,M2)).

conv_to_cross(Y1,M1,Y2,M2,f,l) :- S1=2,

S2=3,M1!=M2,pos(Y1,M1),pos(Y2,M2),

cross(Y2,M2),conv(M1,f,_),

cross_conv(Y2,M2,l,_),

1{conn_mod(Y1,M1,S1,Y2,M2,S2);

conn_mod(Y2,M2,S2,Y1,M1,S1)}1. (5)

2) Reachable positions: Grounding on the previous
rules, the predicate rch(Y1,M1,Y2,M2) representing the
reachability between two positions is derived if position
pos(Y2,M2) can be reached from position pos(Y1,M1)
via a feasible connection. Rule (6) shows an example in case
of conv_to_conv connection. Similar rules can be written
for the other possible connections (see Fig.2).

rch(Y1,M1,Y2,M2) :- pos(Y1,M1),pos(Y2,M2),

conv_to_conv(Y1,M1,Y2,M2,_,_).
(6)

3) Buffer zones: A buffer zone is defined by the predicate
b_zone(Y,M) if the pallet can be stopped in position Y of
module M thanks to the presence of a blocking actuator. The
blocking actuator is associated with a sensor able to detect the
presence of the pallet and/or the status of the actuator (on/off),
hence, a buffer zone is also an observable position. The buffer
zones can be derived from rule (7).

b_zone(Y,M) :- pos(Y,M),act_stop(Y,M). (7)

C. Time-dependent Knowledge

The assumption is made that the evolution of the transporta-
tion system along time can be represented by defining discrete
time intervals ranging from 0 to max_time. The following
predicates specify the evolution of the system along the time
horizon. For sake of simplicity, the case of a single pallet is
considered, but the rules can be extended to represent also the
general case of multi-pallet systems. The following predicates
are used to define the state of the system:

• p_pos(Y1,M1,T) defines that the pallet is in position
pos(Y1,M1) at time T;

• move(Y1,M1,Y2,M2,T) defines that at time T
the pallet has been moved from pos(Y1,M1) to
pos(Y2,M2);

• conv_on(M,D,T) defines that the conveyor of module
M is active at time T and moving in direction D (i.e. f or
b);

• cross_conv_on(Y,M,D,T) defines that the stacker
crane hosted in pos(Y,M) is active at time T and moving
in direction D (i.e. l or r);

• stop_on(Y,M,T) defines that the blocking actuator
installed in pos(Y,M) is active at time T.
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1) Dynamics: The following rules generates the sequence
of movements of the pallet along the transportation system.
Rule (8) states that if a pallet is in a buffer zone, then the
following time step it can remain in the same position or move
to a reachable position; on the other hand, rule (9) states that
if a pallet is in a position that is not a buffer zone, then the
following time step it must be moved to a reachable position.
Rule (10) makes explicit the movement of a pallet. Rule (11)
guarantees that the same pallet cannot be in two different
positions at the same time step. Finally, rule (12) is optional
and can be enabled if the pallet is forbidden to visit twice the
same position within the same control sequence.

{p_pos(Y3,M3,T+1): rch(Y2,M2,Y3,M3);

p_pos(Y2,M2,T+1)}1 :- p_pos(Y2,M2,T),

b_zone(Y2,M2),T<max_time. (8)

{p_pos(Y3,M3,T+1): rch(Y2,M2,Y3,M3)}1 :-

p_pos(Y2,M2,T),not b_zone(Y2,M2),

T<max_time. (9)

move(Y1,M1,Y2,M2,T+1) :-

p_pos(Y1,M1,T), p_pos(Y2,M2,T+1),

pos(Y1,M1)!=pos(Y2,M2),T<max_time. (10)

:- p_pos(Y1,M1,T), p_pos(Y2,M2,T),

pos(Y1,M1)!=pos(Y2,M2),T<=max_time. (11)

:- move(Y,M,_,_,A),move(Y,M,_,_,B),A!=B.
(12)

2) Control Actions: Given the movements of the pallet,
rules can be used for deriving the required sequence of
control actions, (e.g. activation of actuators). Rules (13) and
(14) derive the activation of the conveyor belt in case of a
connection conv_to_conv. Other rules are defined (omitted
due to space limitations) to derive the activation of the
conveyor belt and/or the stacker crane for the other types
of connections (conv_to_cross, cross_to_conv and
cross_to_cross) as introduced in Sect.IV-B.

conv_on(M,D,T) :-

conv_to_conv(Y,M,Y1,M1,D,D1),

move(Y,M,Y1,M1,T),T<=max_time. (13)

conv_on(M1,D1,T) :-

conv_to_conv(Y,M,Y1,M1,D,D1),

move(Y,M,Y1,M1,T),T<=max_time. (14)

In addition, rules (15)-(17) define if and when the blocking
actuator must be activated. Rules (18) and (19) guarantee that

both the conveyor belt and the stacker crane can activate only
one direction of movement at the same time.

-stop_on(Y,M,T) :- move(Y,M,Y2,M2,T),

b_zone(Y,M),T<=max_time. (15)

stop_on(Y2,M2,T) :- move(Y,M,Y2,M2,T),

b_zone(Y2,M2),T<max_time.
(16)

stop_on(Y,M,T+1) :- p_pos(Y,M,T),

b_zone(Y,M),not move(Y,M,_,_,T+1),

T<=max_time. (17)

:- conv_on(M,D1,T),conv_on(M,D2,T),D1!=D2.
(18)

:- cross_conv_on(Y,M,D1,T),D1!=D2,

cross_conv_on(Y,M,D2,T). (19)

V. REASONING

This section shows how the ASP formalization (Sect.IV)
can be exploited to perform some reasoning related to:

• possible paths between two positions and generation of
the corresponding control actions (Sect.V-A);

• which are the buffer zones that can be directly reached
from a given position (Sect.V-B.)

The following predicates are used to characterize the first and
last position in a sequence of movements of a pallet:

• start(Y,M) defines that the pallet will start from
position pos(Y,M);

• end(Y,M) defines that the pallet will end at position
pos(Y,M);

Given the additional predicates, Rule (20) specifies the
starting condition, i.e. the position of the pallet at time 0.
Rule (21) is a constraint imposing to reach the end position
at any time. Rule (22) terminates the generation of further
movements as soon as the pallet reaches the end position.

p_pos(Y,M,0) :- start(Y,M). (20)

:- not p_pos(Y,M,_),end(Y,M). (21)

:- p_pos(Y,M,Q), end(Y,M), p_pos(_,_,Q+1).
(22)

A. Path generation

The generation of a path requires as input facts the starting
position start(Y,M), the target position end(Y,M) and
the constant max_time as the maximum number of time
steps. In this way the ASP solver may potentially generate
one or more paths to link the start and end position. Rule
(23) can be added to introduce an objective function in the
ASP program that will minimize the number of time steps
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needed to reach the end position. In this case the ASP solver
will return only one feasible path (if existing).

#minimize{Q@1: p_pos(Y,M,Q),end(Y,M)}.
(23)

B. Graph generation

A directed graph (or reachability graph) can be used to
represent the feasible transitions of a pallet between two
adjacent buffer zones, as presented in [5]. The arcs can be
generated by solving the ASP program consisting of the rules
in Sect.IV together with rules (24)-(27). The number of arcs
coming out of the buffer zones will be equal to the number
of stable models generated by the ASP solver. Rules (24)
and (25) impose the start and end position to be in a buffer
zone, respectively. Rule (26) guarantees that the start and end
positions are different, whereas rule (27) sets the end position
as soon as the pallet visits a position corresponding to a buffer
zone.

1{start(Y,M): b_zone(Y,M)}1. (24)

1{end(Y,M): b_zone(Y,M)}1. (25)

:- end(Y,M),start(Y,M). (26)

end(Y,M) :- p_pos(Y,M,T),b_zone(Y,M),

T>0,T<=max_time. (27)

VI. EXPERIMENTS

This sections demonstrates how the reasoning capabilities
presented in Sect.V can be exploited when addressing a real-
istic modular transportation system. The ASP solver clingo
was used to run the experiments.

A. Path generation

The generation of a path and the corresponding control
sequence (cf. Sect.V-A) is tested taking in consideration the
transportation system represented in Fig.3 that consists of two
identical modules (Module 1 and Module 2) with three
positions each, a stacker crane and blocking actuators in the
first and last positions. The conveyor belt and the stacker
cranes allow both directions of movement.

The input facts representing the system characteristics are:

module ( 1 ) . module ( 2 ) . pos ( ( 1 ; 2 ; 3 ) , 1 ) .
pos ( ( 1 ; 2 ; 3 ) , 2 ) . c r o s s ( ( 1 ; 3 ) , 1 ) .
c r o s s ( ( 1 ; 3 ) , 2 ) . a c t _ s t o p ( ( 1 ; 3 ) , 1 ) .
a c t _ s t o p ( ( 1 ; 3 ) , 2 ) . conn_mod ( 1 , 1 , 3 , 3 , 2 , 3 ) .
conn_mod ( 2 , 1 , 3 , 2 , 2 , 3 ) .
conn_mod ( 3 , 1 , 3 , 1 , 2 , 3 ) .
conv ( 1 , f , b ) . conv ( 2 , f , b ) .
c r o s s _ c o n v ( 1 , 1 , l , r ) . c r o s s _ c o n v ( 3 , 1 , l , r ) .
c r o s s _ c o n v ( 1 , 2 , l , r ) . c r o s s _ c o n v ( 3 , 2 , l , r ) .
# c o n s t max_time =5 .

The rules elaborating the layout derive the following feasi-
ble connections:

Fig. 3. Test case 1.

r c h ( 1 , 1 , 2 , 1 ) r c h ( 2 , 1 , 3 , 1 ) r c h ( 1 , 2 , 2 , 2 )
r c h ( 2 , 2 , 3 , 2 ) r c h ( 2 , 1 , 1 , 1 ) r c h ( 3 , 1 , 2 , 1 )
r c h ( 2 , 2 , 1 , 2 ) r c h ( 3 , 2 , 2 , 2 ) r c h ( 1 , 1 , 3 , 2 )
r c h ( 3 , 1 , 1 , 2 ) r c h ( 3 , 2 , 1 , 1 ) r c h ( 1 , 2 , 3 , 1 )

If the rule (23) is disabled and the start and end positions are
defined as start(1,1) and end(3,2), then the program
generates six stable models:

Answer : 1
p_pos ( 1 , 1 , 0 ) p_pos ( 3 , 2 , 1 ) move ( 1 , 1 , 3 , 2 , 1 )
c r o s s _ c o n v _ o n ( 1 , 1 , r , 1 )
c r o s s _ c o n v _ o n ( 3 , 2 , l , 1 )
Answer : 2
p_pos ( 1 , 1 , 0 ) p_pos ( 1 , 1 , 1 ) p_pos ( 3 , 2 , 2 )
move ( 1 , 1 , 3 , 2 , 2 ) c r o s s _ c o n v _ o n ( 1 , 1 , r , 2 )
c r o s s _ c o n v _ o n ( 3 , 2 , l , 2 )
Answer : 3
p_pos ( 1 , 1 , 0 ) p_pos ( 1 , 1 , 1 ) p_pos ( 1 , 1 , 2 )
p_pos ( 3 , 2 , 3 ) move ( 1 , 1 , 3 , 2 , 3 )
c r o s s _ c o n v _ o n ( 1 , 1 , r , 3 )
c r o s s _ c o n v _ o n ( 3 , 2 , l , 3 )
Answer : 4
p_pos ( 1 , 1 , 0 ) p_pos ( 1 , 1 , 1 ) p_pos ( 1 , 1 , 2 )
p_pos ( 1 , 1 , 3 ) p_pos ( 3 , 2 , 4 )
move ( 1 , 1 , 3 , 2 , 4 ) c r o s s _ c o n v _ o n ( 1 , 1 , r , 4 )
c r o s s _ c o n v _ o n ( 3 , 2 , l , 4 )
Answer : 5
p_pos ( 1 , 1 , 0 ) p_pos ( 1 , 1 , 1 ) p_pos ( 1 , 1 , 2 )
p_pos ( 1 , 1 , 3 ) p_pos ( 1 , 1 , 4 ) p_pos ( 3 , 2 , 5 )
move ( 1 , 1 , 3 , 2 , 5 ) c r o s s _ c o n v _ o n ( 1 , 1 , r , 5 )
c r o s s _ c o n v _ o n ( 3 , 2 , l , 5 )
Answer : 6
p_pos ( 1 , 1 , 0 ) p_pos ( 2 , 1 , 1 ) p_pos ( 3 , 1 , 2 )
p_pos ( 1 , 2 , 3 ) p_pos ( 2 , 2 , 4 ) p_pos ( 3 , 2 , 5 )
move ( 1 , 1 , 2 , 1 , 1 ) move ( 2 , 1 , 3 , 1 , 2 )
move ( 3 , 1 , 1 , 2 , 3 ) move ( 1 , 2 , 2 , 2 , 4 )
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move ( 2 , 2 , 3 , 2 , 5 )
conv_on ( 1 , f , 1 ) conv_on ( 1 , f , 2 )
c r o s s _ c o n v _ o n ( 3 , 1 , r , 3 )
c r o s s _ c o n v _ o n ( 1 , 2 , l , 3 )
conv_on ( 2 , f , 4 ) conv_on ( 2 , f , 5 )
SATISFIABLE Models : 6 , Time : 0 .1 1 5 s

Answer 1 and Answer 6 are the relevant solutions and
are graphically represented in Fig.4 with a dashed line and a
continuous line, respectively. Indeed, Answer 2-Answer 5
are equivalent to Answer 1 with a delay in the starting
position. If the minimization objective in rule (23) is enabled,
then the program returns Answer 1 as the best solution.

It can be noticed that the solutions define how and when the
actuators must be activated. For instance, Answer 1 requires
only cross(1,1) and cross(3,2) to be activated at
time 1 moving in direction r and l, respectively.

Fig. 4. Test case 1 and possible paths.

B. Graph generation

The generation of a graph to represent the feasible
transitions of a pallet between two adjacent buffer zones (cf.
Sect.V-B) is tested taking in consideration the transportation
system represented in Fig.5 that consists of five different
modules with two or three positions each. Given the position
of the blocking actuators and the the stacker cranes, the buffer
zones consist in the positions pos(2,1), pos(2,2),
pos(3,2), pos(1,4), pos(3,4), pos(2,3),
pos(3,5), pos(1,5), pos(1,3).

The input facts representing the system characteristics are:

module ( 1 ) . pos ( ( 1 ; 2 ) , 1 ) . a c t _ s t o p ( 2 , 1 ) .
conv ( 1 , f , 0 ) .
module ( 2 ) . pos ( ( 1 ; 2 ; 3 ) , 2 ) . a c t _ s t o p ( 2 , 2 ) .
a c t _ s t o p ( 3 , 2 ) . c r o s s ( 2 , 2 ) . conv ( 2 , f , 0 ) .
c r o s s _ c o n v ( 2 , 2 , l , r ) .
module ( 3 ) . pos ( ( 1 ; 2 ) , 3 ) . a c t _ s t o p ( ( 1 ; 2 ) , 3 ) .
c r o s s ( 2 , 3 ) . conv ( 3 , f , b ) .

c r o s s _ c o n v ( 2 , 3 , l , r ) .
module ( 4 ) . pos ( ( 1 ; 2 ; 3 ) , 4 ) . c r o s s ( ( 1 ; 3 ) , 4 ) .
c r o s s _ c o n v ( 1 , 4 , l , r ) . c r o s s _ c o n v ( 3 , 4 , l , r ) .
a c t _ s t o p ( ( 1 ; 3 ) , 4 ) . conv ( 4 , f , b ) .
module ( 5 ) . pos ( ( 1 ; 2 ; 3 ) , 5 ) . c r o s s ( ( 1 ; 3 ) , 5 ) .
a c t _ s t o p ( ( 1 ; 3 ) , 5 ) . conv ( 5 , f , b ) .
c r o s s _ c o n v ( 1 , 5 , l , r ) . c r o s s _ c o n v ( 3 , 5 , l , r ) .
conn_mod ( 2 , 1 , 2 , 1 , 2 , 4 ) .
conn_mod ( 2 , 3 , 2 , 2 , 2 , 3 ) .
conn_mod ( 1 , 4 , 1 , 1 , 1 , 3 ) .
conn_mod ( 1 , 4 , 3 , 3 , 5 , 3 ) .
conn_mod ( 2 , 4 , 1 , 2 , 1 , 3 ) .
conn_mod ( 2 , 4 , 3 , 2 , 5 , 3 ) .
conn_mod ( 3 , 4 , 1 , 1 , 2 , 3 ) .
conn_mod ( 3 , 4 , 2 , 2 , 3 , 1 ) .
conn_mod ( 3 , 4 , 3 , 1 , 5 , 3 ) .
conn_mod ( 1 , 5 , 4 , 1 , 3 , 1 ) .

Fig. 5. Test case 2.

The graph can be generated if a program with the rules
presented in Sect.V-B is run:

Answer : 1
s t a r t ( 2 , 3 ) end ( 1 , 3 )
Answer : 2
s t a r t ( 2 , 3 ) end ( 3 , 4 )
Answer : 3
s t a r t ( 1 , 5 ) end ( 3 , 4 )
Answer : 4
s t a r t ( 2 , 2 ) end ( 3 , 2 )
Answer : 5
s t a r t ( 3 , 4 ) end ( 2 , 3 )
Answer : 6
s t a r t ( 1 , 3 ) end ( 2 , 3 )
Answer : 7
s t a r t ( 2 , 2 ) end ( 2 , 3 )
Answer : 8
s t a r t ( 2 , 3 ) end ( 2 , 2 )
Answer : 9
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s t a r t ( 3 , 4 ) end ( 1 , 5 )
Answer : 10
s t a r t ( 1 , 4 ) end ( 3 , 5 )
Answer : 11
s t a r t ( 3 , 5 ) end ( 1 , 4 )
Answer : 12
s t a r t ( 1 , 5 ) end ( 3 , 5 )
Answer : 13
s t a r t ( 3 , 4 ) end ( 1 , 4 )
Answer : 14
s t a r t ( 3 , 5 ) end ( 1 , 5 )
Answer : 15
s t a r t ( 2 , 1 ) end ( 2 , 2 )
Answer : 16
s t a r t ( 1 , 4 ) end ( 3 , 4 )
SATISFIABLE Models : 16 , Time : 0 .1 1 3 s

Since 16 stable models are obtained, it means that 16
directed arcs must be added to the reachability graph rep-
resenting the considered transportation system, as shown in
Fig.6. For instance, since the position pos(2,2) can be
reached from the position pos(2,1), then an arc from node
pos(2,1) to node pos(2,2) is added to the graph.

Fig. 6. Reachability graph of Test case 2.

VII. CONCLUSIONS

This paper presented an initial study showing the use of
ASP to enable automatic generation of a formal model repre-
senting a modular and reconfigurable transportation systems.
In addition, the reasoning capabilities of ASP can be exploited
to derive system properties and control sequences. Further
developments will address:

• an extension to the multi-pallet case. This will require to
modify and the rules in Sect.IV-C to specify the position
of each pallet. Moreover, it will be needed to constrain
that in a position there can only one pallet.

• the addition of rules to support the applications (iii) and
(iv) defined in Sect.I

• testing the programs on problems of larger size. The rules
have already been tested on the plant presented in [18]
showing an acceptable performance.

• the integration with a semantic representation of the
system for an automatic generation of the input facts
and the results of the reasoning to better support the
interoperability with other tools [19], [20].

• a more extended comparison between ASP and Petri Nets.
Moreover, given the input facts characterizing a system
(cf. Sect.IV-A), then the rigid knowledge (cf. Sect.IV-B)
with additional rules can be actually used to automatically
generate a formal model of the system as a Petri Net. This
would be the reciprocal of what developed by Anwar et
al. [15] and would pave the way to a synergistic use of
ASP and Petri Nets.
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Preface to the 10th International Symposium on
Multimedia Applications and Processing

Dumitru Dan Burdescu

THE 10th International Symposium on Multimedia Ap-
plications and Processing (MMAP’17) within the frame-

work Federated Conference on Computer Science and In-
formation Systems (FedCSIS)—https://fedcsis.org/2017/mmap
addressed several themes related to theory and practice within
multimedia domain. The enormous interest in multimedia
from many activity areas (medicine, digital government, e-
commerce, public safety, entertainment, education, advertising
etc.) led researchers and industry to make a continuous effort
to create new, innovative multimedia algorithms and applica-
tions.

The concept of multimedia from the traditional idea of
‘multi-mediums’ such as text, photographs, sides, video and
audio tapes (analogue) is being redefined by the use of new
computer concepts to integrate the digitized information to
include text, graphics, sound, animation and full-motion. The
dreams of multimedia technologists have come true and today
we are able to store, transport, access and manipulate digitized
multimedia information by simple drag and drop actions or
export/import information to and from distant locations. The
proliferation of image capturing devices and their diverse
applications have enabled multimedia technology to contribute
in the advancement of almost every aspect of human life.
Multimedia research has evolved at tremendous speed in the
last few decades to capitalize on the breadth of such appli-
cations, ranging from image/video coding and processing to
multimedia communications to the analysis of human behavior
to medical diagnostics. Most of these topics involve techniques
from artificial intelligence, computer vision, and multimedia,
but also human computer interaction, educational science, and
psychology.

Multimedia technologies have achieved impressive results
in the last years and they may be the key for a revolution in
the cultural heritage area. These new technologies in fact can
now make available for the public huge amounts of hetero-
geneous data creating unbelievable opportunities of study and
capitalization of the cultural items.

Early information presentation applications of pervasive
displays were largely focused on supporting the workplace.
More recently, news and advertising information have become
commonplace. However, with the trend toward situated dis-
plays, and a wide user base, new applications have started to
emerge. Perhaps the most common of these are applications for
behavior change in which visualization of previously unseen
data is used to try and encourage viewers to modify their
current behavior—often for health or sustainability reasons.

Although the potential for behavior change applications is
clear, there remains a question as to the long-term effectiveness
of such interventions.

Multimedia is increasingly becoming the “biggest big data”
as the most important and valuable source for insights and
information. It covers from everyone’s experiences to every-
thing happening in the world. There will be lots of multi-
media big data—surveillance video, entertainment and social
media, medical images, consumer images, voice and video, to
name a few, only if their volumes grow to the extent that
the traditional multimedia processing and analysis systems
cannot handle effectively. Consequently, multimedia big data is
spurring on tremendous amounts of research and development
of related technologies and applications. As an active and inter-
disciplinary research field, multimedia big data also presents a
great opportunity for multimedia computing in the big data era.
The challenges and opportunities highlighted in this field will
foster some interesting future developments in the multimedia
research and applications.

Recent advances in computing, networking, storage, and
information technology have enabled the collection and dis-
tribution of vast amounts of multimedia data in a variety of
applications such as entertainment, education, environmental
protection, e-commerce, public safety, digital government,
homeland security, and manufacturing. Today, there are lots
of heterogeneous and homogeneous media data from multiple
sources, such as news media websites, micro-blog, mobile
phone, social networking websites, and photo/video sharing
websites. Integrated together, these media data represent differ-
ent aspects of the real-world and help document the evolution
of the world. Consequently, it is impossible to correctly
conceive and to appropriately understand the world without
exploiting the data available on these different sources of rich
multimedia content simultaneously and synergistically.

Based on the articles, we can conclude that providing the
right form of authoring tools for non-professionals is still a
non-trivial task. We hope these papers are a valuable resource
for scholars and practitioners who want to better understand
the state of the art and the upcoming challenges in this
fascinating field.

Quality of experiences and user experience are important
aspects of future multimedia services. The perceptual quality
of a multimedia system with multiple quality metrics is
the combined quality perceived by subjects when using the
system’s user interface. There have been several previous
studies on developing a general method for optimizing the



perceptual quality of multimedia systems. Researchers con-
ducted studies to combine existing quality metrics with metric
selection using offline psychophysical measurements or using
a heuristic method, such as evolutionary algorithms. However,
these approaches are limited in that they depend on existing

quality metrics and just provide a framework for combining
them. There have also been approaches that use a black-box
method to optimize multimedia systems without well-modeled
metrics.
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Abstract—Today many applications require a high Quality of

Service (QoS) to the network, especially for real time applications

like  VoIP services,  video/audio  conferences,  video surveillance,

high definition video transmission, etc. Besides, there are many

application scenarios for which it is essential to guarantee high

QoS  in  high  speed  mobility  context  using  an  Internet  Mobile

access.  However,  internet mobile networks are not designed to

support the real-time data traffic due to many factors such as

resource  sharing,  traffic  congestion,  radio  link,  coverage,  etc.,

which  affect  the  Quality  of  Experience  (QoE).  In  order  to

improve  the QoS in mobility  scenarios,  the authors  propose a

new technique named “Smart VPN Bonding” which is based on

aggregation of two or more internet mobile accesses and is able to

provide  a  higher  end-to-end  available  bandwidth  due  to  an

adaptive  load  balancing  algorithm.  In  this  paper,  in  order  to

dynamically establish the correct load balancing weights of the

smart VPN bonder,  a neural network approach to predict the

main Key Performance Indicators (KPIs) values in a determinate

geographical point is proposed.

Index  Terms—Smart  VPN  Bonding,  bandwidth  prediction,

QoS improvement, Neural Network Introduction.

I. INTRODUCTION

OWADAYS the use of mobile Internet services, namely

the  use  of  Internet  services  through  the  data  access

offered  by  different  cellular  providers  has  experienced  a

significant  increase.  This  increase  is  certainly  due  to  the

growing demanding needs of users to be connected anywhere

and  anytime,  but  also  to  the  possibility  of  providing  a

connection in areas beyond reach over wired infrastructure.

N

There are numerous application scenarios,  and others  are

currently under development, for the situations in which it is

essential to have a stable Internet access and high performance

even in the conditions of mobility:

• Wi-Fi on public transport,

• Connection between moving units and central  station (e.g.

Rescue units),

•  Video  surveillance  of  means  of  transport  (e.g.  Transport

values),

• Telemedicine in mobility (e.g. Ambulances for first aid).

In  addition,  real  time  services  like  audio  and  video

transmission  (VoIP,  audio/video  conference,  remote  video

surveillance,  etc.)  and  services  that  require  high  Quality  of

Service (QoS) are currently having an exponential growth of

usage.

A possible approach to improve network performance is

based  on  the  possibility  to  use  a  technique  called  VPN

Bonding capable of aggregating the available Internet access

(Ethernet,  3G,  4G,  WiFi,  etc.)  with  the  ultimate  goal  to

noticeably improve performance in terms of bandwidth, thus

reaching  ideal  broadband  speeds  equal  to  the  sum  of  the

available bandwidths. In addition obviously obtaining a high

fault tolerance in case of inefficiency. This is possible thanks

to load balancing mechanism which acts at the level 2 capable

of sorting packages on various available connections.

The  basic  idea  involves  the  use  of  different  mobile

operators in order to compensate possible deficiencies of an

operator,  sorting  the  load  mainly  toward  the  available

connections from other operators who at that moment and at

that point offer greater performance. 

Empirical studies show that in order to obtain an excellent

result  tending  to  the  ideal  solution,  namely  that  of  using  a

bandwidth equal exactly to the sum of the bandwidths offered

by each access, it is essential that traffic can be balanced in a

manner  proportional  to  the  performance  offered  by  each

Internet connection or improved methods [14]..

Obviously, if we focus on mobility contexts in which one

has to use the cellular network, it must be emphasized that the

QoS (Quality of Service) offered by each access is definitely

subject  to  greater  variability  when  compared  [21],  for

example,  to  the  QoS  offered  by  a  classic  ADSL.  This  is
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because additional factors that can affect the quality of the 

connection are involved in the Mobile Internet scenario: 

propagation conditions, interference levels, dependence on 

activities of other users as a shared communication channel, 

saturation of the cell to which it is hooked, but especially the 

concept of mobility, which can lead the user to move from a 

good coverage area to a poor radio signal coverage areas thus 

ensuring that the performance of the data connection may be 

affected. 

As mentioned above, in order to cope with the variability 

of access conditions there should be a real-time evaluation of 

the QoS offered by each single data access, so as to vary in an 

adaptive way the weights to be assigned to the load balancing 

mechanism and thus try to always balance the load in an 

optimal manner. 

It is therefore essential to identify the techniques to make 

an accurate QoS estimation and simultaneously have low 

times of convergence in highly dynamic environment. 

Section II outlines the state-of-the-art bandwidth prediction 

techniques that use a dataset of past collected information, 

according to a certain point in the territory. Section III 

discusses in brief the Smart VPN Bonding technique [1] [2], 

providing an overview of the techniques so far adopted for the 

estimate of the QoS, in particular the available bandwidth, 

highlighting problems and introducing benefits that an 

approach through a predictive neural network could offer. 

II. RELATED WORKS 

In literature we can find different application contexts in 

which it is useful to perform certain actions on the basis of 

predictions based on the analysis of historical events. In 

particular, this approach is used in many contexts to ensure 

high QoS for network applications. 

This approach, for example, can be used to improve the 

performance of routing algorithms, whereas the additional 

parameters are essential in the choice of the optimal route, 

such as prediction of the available bandwidth and the delay. 

By estimating these parameters following the values they had 

in the past the routing algorithm is able to select the most 

satisfactory path in terms of the bandwidth and the delay [4]. 

A similar approach could be useful to improve 

performance in the algorithms used in the handover 

mechanisms. In [5] a handover mechanism is proposed using a 

predictive method based on fuzzy logic, while in [6] a vertical 

handover algorithm is suggested based on the prediction of 

RSSI so as to be able to make an intelligent and flexible 

passage of information through different 4G wireless 

communication systems, reducing the switching delay in 

comparison with the classical algorithms of vertical handover. 

In [7] and [8] the idea of building the "bandwidth map" is 

put forward to enhance the QoS in highly mobile 

environments [22]. Through the use of these maps, based on 

information collected in the past, one can expect the available 

bandwidth in a given geographical point, calculated as an 

average historical value, and as a consequence dynamically 

determine the most suitable bit rate for encoding video 

streaming. 

In some real applications it is very useful to predict some 

parameters by a limited data subset. In particular some studies 

are concerned about the relation between packet delay and 

other parameters. For instance, in [9] a relation between 

Round Trip Time (RTT) and other geographic and network 

properties is investigated. 

Finally, to improve prediction and reduce the error rate 

different approaches based on the use of Neural Networks 

have been studied, in particular for the purpose of the Radio 

Frequency (RF) power prediction [10], [11] and for the 

bandwidth estimation [12], [13]. 

III. SMART VPN BONDING 

A. Architecture 

As discussed in previous sections, the Smart VPN Bonding 

technique allows aggregating the resources offered by two or 

more mobile radio data accesses obtaining a remarkable 

increase in performance in terms of bandwidth. Fig. 1 indicates 

the proposed architecture of the Smart VPN Bonding [1], [2]. 

 

 

 
Fig. 1. Smart VPN Bonding architecture [2] 

 

 

The scope is to create a VPN tunnel between each access 

mobile radio and the end point of the communication, i.e. the 

remote server. After creating the VPN tunnels they can be 

aggregated into a single interface with the aim to establish a 

broadband connection between the source and the destination. 

This is possible since a load balancing mechanism capable of 

sorting the frames into various VPN tunnels aggregated in the 

“Bond” interface is adopted. Obviously the performance can 
be boosted in terms of bandwidth if traffic is balanced in 

proportion to the available bandwidth provided by each access 

or more efficient sort [14].  

Considering the contexts in mobility, where the QoS is 

subjected to high variability, it has been necessary to combine 

this technique with an adaptive load balancing mechanism 

able to vary dynamically  the load in a manner  proportional to 

the estimated available bandwidth on each data access.  

     To measure the available bandwidth, estimation tools based 

on non-intrusive  technique  such as  Self Loading of  Periodic  
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Fig. 2.  Prototype employed during test campaign [2] 

 

Stream (SLoPS) techniques have been adopted [15], [16], 

[17]. 

Thanks to the adoption of these techniques a fairly 

accurate estimate of the available bandwidth was made, but 

unfortunately these techniques have relatively long 

convergence time, which could prove to be inadequate in high 

mobility contexts where the access conditions may change 

rapidly. 

In the following subsection the performance, advantages 

and issues of Smart VPN Bonding technique are presented. 

 

B. Performance evaluation 

In order to evaluate the performance of Smart VPN 

bonding technique we report the results of a test campaign [1], 

[2].  

The tests were carried out using a prototype based on 

ALIX2D2 board, a system board optimized for routing and 

network applications; two USB Internet Keys equipped with 

two SIMs of different mobile network operators (called 

Operator 1 and Operator 2) to provide cellular connectivity; 

ZeroShell and OpenVPN has been used as operative systems 

and VPN manager respectively; finally a proprietary script has 

been realized by using bash and python language to evaluate 

the end-to-end available bandwidth and, consequently, to 

establish the weights to assign to load balancing mechanism. 

The experimental prototype is shown in Fig. 2, while the 

Smart VPN Bonding behavior is depicted in Fig. 3.  

The performances are obtained in terms of throughput 

measured using some FTP sessions over the two Internet 

accesses in 15 different geographic test points. In this scenario 

the QoS offered by Operator 1 is comparable to Operator 2. 

The Fig. 4 shown the average values obtained. In this case 

both operators provide a  high QoS, so a static approach based 

on round robin strategy applied to load balancing  mechanism  

represents a good solution, increasing performance by more 

than 50% if compared to the best mobile operator. 

 

Fig. 3. Throughput measured in good network conditions for the 

Operator 1, Operator 2 and bonding interface 

 

Fig. 4. Average throughput comparison 

 

The performance delivered by the VPN bonding coupled 

with the static load balancing between the two available 

Internet accesses is satisfactory in the above mentioned 

scenarios. However, this technique has some disadvantages 

when the bandwidth offered by two operators is not similar. 

Fig. 5 shows a particular case in which the available 

bandwidth provided by Operator 1 is affected by a 

considerable degradation due to a poor radio coverage. In this 

case a static weights assignment to load balancing mechanism 

don’t represent the best approach (Fig. 5a). Indeed, the 

bonding interface behavior is similar to the worst mobile 

operator, so the VPN bonding technique does not offer any 

performance improvement because of the incorrect weights 

assignment. Instead, using an adaptive weights assignment in 

order to counteract the drawbacks related to the variability of 

the end-to-end bandwidth offered by each radio operator along 

the path the performance in terms of throughput is 

considerably enhanced (Fig. 5b). The scenarios above 

mentioned highlight the advantages and bandwidth 

improvement provided by Smart VPN Bonding. However, a 

limit of this technique is represented by high response time to 

react rapidly to changing network conditions due to bandwidth 

estimation tool. Fig. 6 shows the performance of Smart VPN 

Bonding technique transmitting a large file during a change of 

location site, from a good to poor radio coverage areas for one 

of two mobile operators. 
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Fig. 5. Operator 1 bandwidth degradation: (a) static weights, (b) adaptive weights 

 

 

Fig. 6. Smart VPN Bonding time response 

After the change of location site the throughput measured 

on bonding interface is considerably lower caused by incorrect 

load balancing. From the example illustrative in Fig. 6, the 

system has required about 18 seconds to estimate the available 

bandwidth offered by both internet accesses, to recognize the 

changing network conditions and modify the weights 

assignment to load balancing mechanism. In fact, as soon as 

the change of weights has occurred, the throughput on 

bonding interface increases. 

This high response time has encouraged the authors to 

investigate the relation between RTT and available bandwidth 

in a specific geographic location, in order to obtain an accurate 

bandwidth estimation in a very short time. Indeed, the RTT 

measurement is very easy and much faster than available 

bandwidth estimation, and even more suitable in high mobility 

context. 

In order to verify and  analyze  this relation a Neural Net-

work approach was adopted.  

 

  

 

Fig. 7. Testbed Scenario 

 

 

 The dataset for the Neural Network training includes 

values of RTT, download end-to-end available bandwidth and 

upload end-to-end available bandwidth calculated every 5 

minutes. To filter out any episodic RTT effects, each RTT 

measurement was calculated as the median value of 5 

individual samples spaced 2 seconds apart. The available end-

to-end bandwidth measurements were carried out using 

Pathchirp tool. 

 

IV. DATASET 

The dataset for Neural Network training includes the data 

collected in an urban scenario, as shown in Fig. 7. Along the 

path  shown  in  Fig. 7, the test  points  have  been  selected  to 
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Fig. 8. The RNN used for the prediction of the upload and download rates. 

 

 

 
 

Fig.  9. Learning curves of the Recurrent Neural Network. 

 

 

measure RTT, end-to-end upload and download bandwidth. In 

Fig. 7 are reported just some examples of measuring points. 

As mentioned in Section III, the end-to-end available 

bandwidth estimation tools have long convergence time, 

inadequate for high mobility contexts, so the relationship 

between available bandwidth values and RTT is analyzed, in 

order to adopt RTT measurement to predict the available 

bandwidth values. For each test point, 60 values of RTT, end-

to-end upload and download available bandwidth have been 

collected for the training of the Neural Network. In Section V 

the results and the performance for one test point are reported. 

These results can be extended to other test points thanks to the 

generalization ability of the Neural Network. 

V. NEURAL NETWORK PERFORMANCE 

Different topologies of Neural Network were experimented in 

order to gain some insight into the most appropriate network 

architecture [18], [19], [20], [21]. 

     The best conducted experiments in terms of MSE, no-

overfitting and generalization were obtained using a real-time 

Recurrent Neural Network (RNN) as depicted in Fig. 8. The 

RNN is composed by an input layer, an output layer and two 

hidden layers: the four neurons of the first hidden layer and 

the eight neurons of the second hidden layer have radial basis 

transfer function. While for the two neurons of the output 

layer has been used a linear transfer function. The RTT time 

series is used as input vector while the upload and download 

rate time series are used as output vectors. The input vector is 

delayed with zero step delay and one step delay while the 

output vectors are delayed with one step delay and two step 

delay. So the RNN predicts the values of upload and download 

rates at time t0+1 based on the value of the RTT at time t0 and 
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t0-1. The time step in this paper is one minute. The learning 

curves, shown in Fig. 9, pointed out the good performance of 

the RNN reached after 100000 epochs with a mean squared 

error of 6.6e-05 and an excellent generalization due to the fact 

that the test curve is always very close to the training curve. 

VI. CONCLUSIONS 

In this paper we have investigated the relation between the 

Round Trip Time (RTT) and the end-to-end available 

bandwidth (upload and download) in order to simplify and 

speed up the estimation bandwidth process.  

    The results highlight that it is possible to estimate the 

available bandwidth based on the knowledge of the past values 

of the RTT obtaining a low MSE. Thanks to this information it 

is possible to apply a fast reconfiguration of weights of the 

load balancing mechanism adopted in VPN bonding technique 

to guarantee a higher end-to-end available bandwidth than a 

static approach (e.g. round robin strategy). This approach is 

very useful to improve the VPN bonding performance, but can 

be used in several other application scenarios for the important 

adaptation of available bandwidth (e.g. video transmission 

frame rate). 
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Abstract—High Efficiency Video Coding (HEVC), a modern
video compression standard, exceeds the predecessor H.264
in efficiency by 50%, but with cost of increased complexity.
It is one of main research topics for FPGA engineers working
on image compression algorithms. On the other hand high-level
synthesis tools after few years of lower interest from the industry
and academic research, started to gain more of it recently.
This paper presents FPGA implementation of HEVC 2D Inverse
DCT transform implemented on Xilinx Virtex-6 using Impulse C
high level language. Achieved results exceed 1080p@30fps with
relatively high FPGA clock frequency and moderate resource
usage.

I. INTRODUCTION

H .265 is the most recent video coding algorithm released
by joint collaboration between ITU and ISO organiza-

tions [1], and also described in details in [2]. It is claimed that
this compression is 50% better then its predecessor, H.264.
Both mentioned video coding standards use finite precision
approximation of Discrete Coding Transform to change from
the spatial domain to frequency, however H.264 uses only
transform block sizes 4x4 and 8x8. HEVC uses various, so
called Transform Unit (TU) sizes, ranging from 4x4 to 32x32
pixels.

High level synthesis languages have gained focus in recent
years both in academic and industry research. During last
years, few such types of commercial and academic tools have
been developed. Impulse C is one of languages which can be
translated to HDL, and further synthesized. It allows also to
partition the solution, to run it in the mixed software/hardware
environment. HLS usage can significantly shorten develop-
ment cycle, but with cost of FPGA resources and lower clock
frequency achieved.

Most of important scientific journals published special
issue editions focused entirely on H.265 implementations,
both hardware and software, to mention [3] and [4]. The
majority of those articles are dealing with encoding chal-
lenges. Some of them like [5] exploits Graphics Processing
Units (GPUs) to accelerate the intra decoding procedure in
HEVC decoder. Hardware partial implementations of H.265
in HLS are presented e.g., in [6] and [7] dealing with only
part of the standard, which may imply overall challenges in
implementing the entire HEVC encoding/decoding in FPGA.

In general, number of published hardware implementations of
HEVC decoder in FPGA (full or partial) is relatively large,
but there is very small number of publications on H.265
decoders using high level languages. In this paper, authors
would like to reference publication related to HEVC IDCT
implementation using Xilinx Vivado HLS and compared with
few other implementations [8].

This paper presents first known to authors, H.265 Inverse
Discrete Cosine/Sine Transform hardware implementation in
Impulse C language [9], and achieved results in terms of clock
frequency, frame rate and resource usage in comparison with
[10]. Solution was verified on hardware platform PICO M503
[11], equipped with Virtex-6 FPGA family. This paper consist
of few sections. In the following subsection, Impulse C fea-
tures have been very briefly described, and their influence on
the resulting implementation performance have been discussed
in later section. Next section presents basic informations about
2D IDCT. Later proposed hardware architecture is depicted,
following with achieved results in comparison with other
solutions. Conclusions are closing this paper.

A. Impulse C - high level language

High level synthesis is a set of tools able to translate
algorithm description written in a high level language (mostly
C/C++-based), to industry standard hardware description lan-
guages (HDL), like Verilog or VHDL, which then can be
synthesized for the desired FPGA family. They provide also
tools to analyse the parallelism of the generated code. HLS
needs to also provide capabilities for the high-speed commu-
nication and synchronization between processing elements, to
allow for the efficient algorithm decomposition into execu-
tion units running in parallel manner. One of the language
from this group is Impulse C [9]. As the name suggests,
it is ANSI C-based language, supporting almost all of its
syntax, with addition of some library functions used for
communication. Algorithm described in Impulse C can be
decomposed into parallel processing units called processes.
They can exchange data or/and synchronize between each
other using few mechanisms, like streams, which allow for
fast data exchange in FIFO-like manner. Signals allow to
achieve synchronization between processes and pass single
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32-bit data, similar to rendez-vous mechanism in real-time sys-
tems programming. Remaining synchronization methods are
semaphores and shared memory. Impulse C compiler analyses
the data dependency, and splits the processing into stages.
In each stage all instructions without data dependency are
scheduled to execute. This implies state machine implemen-
tation in generated HDL. Programmer has some influence on
parallelization, using specific keywords, called pragmas, in the
source code, that can, e.g. pipeline the execution of the loop, or
unroll all instructions inside the loop, under some conditions.
In Impulse C, developer can partition the project to split the
execution between software and hardware. For some of FPGA
development boards, Impulse C IDE provides also libraries and
drivers, called Platform Support Package (PSP), which allow
to build and run complete project in real hardware/software
co-environment. Libraries provide communication mechanism,
especially stream data flow, between software and hardware. In
this way programmable devices can be used as a coprocessor,
also this approach fits in the idea of FPGA-as-a-Service
(FaaS), and latest Amazon AWS EC2 cloud [12] solution.

B. HEVC 2D transform description

HEVC defines finite precision approximation of
2-dimensional discrete cosine transform for Transform
Unit sizes from 4x4 to 32x32 pixels [1] [2]. In addition, it
specifies 4x4 Discrete Sine Transform approximation for use
in intra-frame solutions. Similar approach was introduced
in H.264. In earlier video coding standards, mathematical
formula for calculating cosine transform was used, leading
to different implementations, which resulted in mismatch
between different codecs. Because of this reason, in newer
coding standards, like H.264, VC-1, HEVC, a core, integer
transform has been defined, suitable for fixed-point and
hardware implementations. Scaling and inverse transform
processes are specified in the normalization document, while
the TU size and quantization factor are chosen by the
encoder. The main purpose of the transform is to de-correlate
input data, which in most cases are residual data calculated
based on prediction. Inverse DCT coefficients were carefully
investigated and analysed by working group defining the
H.265 standard. It was decided to represent each matrix
coefficient with 8-bit. To perform integer transform, scaling
factor is used at the end of the process, which is a power of
2, to easily implement it as a right shift. DCT has several
properties very useful in terms of usage in video coding
algorithms, particularly:

• Orthogonality, which allows transform coefficient to be
uncorrelated,

• Good energy compaction,
• Smaller IDCT size matrix, is a sub-sample of the higher

TU size,
• All rows have equal norm.

Formula for calculating 2D IDCT is as follows:

Y = AXAT (1)

Fig. 1. HEVC 2D-IDCT proposed architecture.

It is known that 2D transform can be calculated in two 1D
steps, with intermediate transpose memory. This decompo-
sition is not standardized, but it is widely adopted in both
software and hardware implementations to optimize calcula-
tions. This part of the decoding process is one of the most
computationally expensive. Because of that, it is beneficial to
realize it in the dedicated and optimized co-processor. Today’s
FPGAs are well positioned to serve such role.

II. IMPLEMENTATION

A. HEVC 2D IDCT Impulse C hardware implementation

In the presented Impulse C implementation of HEVC 2D
IDCT/IDST, transform split into two 1D calculations with
transpose memory was adopted, to pipeline the entire ar-
chitecture. The implementation is based on HEVC reference
software version HM-16.14 [13]. Figure 1 depicts proposed
architecture. There is one single input memory for all trans-
form sizes. All blocks performing 1D-IDCT/IDST reads from
the same memory. Transpose memory has been split into 5
different memory blocks with size appropriate for the TU size.
Split has been used to minimize critical path length. The same
approach has been used for the output memory of the second
stage of transform.

Figure 2 presents proposed architecture, while fig. 3 the
actual source code for the 4x4 1D-IDCT module. Input
memory has been split into 32 separate BRAM memories,
each representing single row of 2D coefficient, to read the
entire column simultaneously, and then copied into several
sets of register arrays for multiple read in the same cycle
later on. Similar approach has been applied to the transpose
memory. Transform results are clipped to the range <-32767,
32768>, before written to the either Transpose Memory or
Output Memory. All complex mathematical operations have
been decomposed into simpler ones, to minimize critical path
in resulting implementation. Presented solution has been split
into software processes and hardware processing elements.
Three software processes have been defined: Producer, which
reads the input data from the file and sends it to the FPGA over
PCIe bus. Consumer receives the result of inverse transform
from the PICO M503 board, and stores the received data
in the file for further verification/processing. Stats process
receives data with processing duration (in clock cycles) of
important hardware modules for every Transform Unit to
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Fig. 2. HEVC Inverse Transform hardware/software architecture.

prove real-time performance of the implemented solution.
On the FPGA side, five important processing elements (PEs)
can be seen. xITrMxNP1 and xITrMxNP2 perform the actual
1D inverse transform in the pipeline manner. There are also
modules to receive/send the data from/to the PCIe bus. Data
between hardware processes are exchanged using BRAM
memory. In n-th iteration one process (e.g. xITrMxNP1) writes
the data to the one half of the memory, while the other (e.g.
xITrMxNP2) reads from the other half. Controller process is
responsible for all PEs synchronization, as well as collecting
duration data and sending it over PCIe to the Stats software
process. Presented solution is hardware/software co-design,
but in FPGA only inverse transform is calculated. Software
processes are responsible for data transfers.

B. Implementation improvement techniques

Regular C++ H.265 reference software [13] inverse trans-
form implementation, can not be directly compiled using
Impulse C, also achieving 30fps frame rate requirement is not
guaranteed. In order to meet real-time requirements for the
video decoder, several changes and improvements have been
introduced into the code. They include:

• Code changes - pointer arithmetic, dynamic allocations,
and C++ specific features removal,

• Impulse C specific pragmas,
• Code refactoring - assignment simplification, arrays split

or/and duplication, loop unrolling and pipelining, ad-
ditional function(s) and process(es) extraction, explicit
clock boundaries.

In this paper some of Impulse C features, like loop unrolling
and pipelining used in the presented implementation, will be

Fig. 3. HEVC 4x4 1D-IDCT Impulse C implementation - code snippet.
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TABLE I
RESULTS COMPARISON WITH OTHER IMPLEMENTATIONS

Solution LUT DFF Slices BRAM Freq FullHD fps

Proposed 22457 31591 11985 31 200 39 (*)
[10] Vivado 50566 34955 14944 13 208 54

[8] Verilog 38790 11762 11343 32 150 48

TABLE II
PROCESSING DURATION FOR EACH TU SIZE

Duration [clock cycles] FullHD frame rate [fps]

2D-IDST 47 32.8

4x4 2D-IDCT 47 32.8
8x8 2D-IDCT 197 31.3

16x16 2D-IDCT 812 30.4
32x32 2D-IDCT 2541 38.6

described in more detail.
1) Loop unrolling: This technique is commonly used in

FPGA development. It results in speedup of the loop calcu-
lation in cost of area. In Impulse C it can be forced using
dedicated pragma (#pragma CO UNROLL). In order to benefit
from it, data array must be scalarizable, which is possible
under few conditions:

• Array scalarization option is enabled in the compiler,
• Array cannot be initialized where declared,
• Array elements are accessed with constant indexes,
• Array elements cannot be read and written in single C

statement,
• Loop index must by of type int.

In the provided code snippet in fig.3, for 4x4 1D-IDCT
butterfly calculation, loop unrolling was applied. This allows
to save at least 16 clock cycles per each TU (4 iterations of the
inner loop * 4 iterations of the outer loop) in comparison with
the implementation without it. The purpose of the outer loop
is to duplicate input data, in order to access them in parallel
for the transform calculation, and minimize the fanout from
the tempCoeff array in the resulting netlist.

2) Loop pipelining: Pipelined architecture is often very ef-
fective, however not all types of algorithms can be executed in
such way efficiently. Inverse transform definition fits into this
architecture. In impulse C loop pipelining must be called ex-
plicitly with the special C pragma (#pragma CO PIPELINE).
Once compiled, it can be verified with Stage Master Explorer,
what is the rate and the latency of the pipeline. Rate equals
number of cycles required to complete single loop iteration,
also determines how often pipeline can consume input data.
So the goal is to reach rate equal 1. Latency is the number of
cycles required for an input data to reach its output, it is also
the pipeline length. The goal here is to have it as smallest as
possible, especially for loops with small number of iterations.
Pragma CO SET stageDelay, defines maximum number of
combinatorial gate delays for single stage, and it is roughly
equal to the gate delay in the target hardware. To achieve rate

optimal value, input data array for 1D-IDCT has been split
into arrays representing each row. This allows to access the
entire column of TU simultaneously. Also intermediate data
arrays have been implemented and used in a way to sclarize
them by the compiler, as described previously. Additional
intermediate arrays have also been defined to break the critical
path, however with cost of higher latency. Also each call to
Clip3 method inferred separate logic in order to make those
calculations simultaneous.

C. Results and comparison with other implementations

Results of the proposed implementation written in Impulse
C have been compared with results presented in [10], espe-
cially for Vivado HLS implementation which seems to be the
most comparable. Presented solution uses multipliers realized
in DSP blocks with exception to multiplication by 64, which
is replaced by left shift operation. Table I contains comparison
results.

Full HD fps has been approximated based on input data
containing 58k TUs, calculated by the reference encoder
[13], for the 3840x2160 frame resolution. So for the purpose
of results comparison, estimated number of Transform Units
in Full HD frame equals 14.5k. Based on processing time
gathered in runtime, average inverse transform duration for the
first 14.5k TUs equals Tavg = 357 [clock cycles]. Achieved
results are comparable to the Vivado HLS solution in terms
of clock frequency, number of Slices and flip-flops used.
Proposed solution uses 50% LUTs than HLS implementation
presented in [10]. However the frame rate is significantly
lower, but still exceeds 1080p@30fps resolution. In the cur-
rently discussed architecture, mechanism to gather duration
data of all important PEs has been implemented. Complete
data contains Table II. It can be seen that the most time
consuming is 32x32 TU size, which is intuitive. On the other
hand frame rate achieved with only this type of TUs is the
highest one, as the number of such units within the video
frame is smaller.

III. CONCLUSIONS

In this paper, first known to authors, 2D-IDCT HEVC hard-
ware implementation using Impulse C has been presented, with
additional software processes for data transfer and profiling.
Achieved results are compared with Vivado HLS solution
proposed in [10], and are better in terms of resources used,
but worse in terms of frame rate. Using HLS tools can
greatly speedup implementation process, minimizing number
of errors, as the same C testbench can be used later in HDL
simulation and hardware functional verification. Future work
can include critical path minimization or/and area optimization
of the implementation to achieve better frame rate, even 4K
real-time requirements, however this may require newer FPGA
family, e.g. Xilinx UltraScale/UltraScale+ with higher speed
grade. The other direction could be to include all intra-decoder
parts as either software or hardware processes, and gradually
move them to the FPGA.
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Abstract—The image retrieval from multimedia databases is
a very challenging problem nowadays. Not only it requires the
proper query form, but also efficient methods of data storage.
The problem is important, because nowadays there are many
different systems which needs image retrieval. As an example
web searching engines may be given, which had to store a
very huge amount of images and needs fast image retrieval of
chosen ones. Also social media portals increasingly face the same
requirements. This paper presents a new Content Based Image
Retrieval database. It is based on new object representation
which is based on approximation of objects by a set of shapes.
The structure of the database is designed in order to reduce
the number of comparisons using a tree structure. The main
advantages of the proposed solution are: easy queries for users,
faster image retrieval and ability to parallelize queries.

I. INTRODUCTION

THE image retrieval from multimedia databases is a very
challenging problem nowadays. Not only it requires the

proper query form, but also efficient methods of data storage.
The problem is important, because nowadays there are many
different systems which needs image retrieval. As an example
web searching engines may be given, which had to store a
very huge amount of images and needs fast image retrieval of
chosen ones by users. Also social media portals increasingly
face the same requirements. Other examples may be monitor-
ing systems which have to detect objects and then find them
in the database in order to e.g. check if they are undesirable
and additional actions have to be performed. Also number
plate or face recognition systems have to perform database
queries based on the data present in the image. There are
also some attempts of sketch-based CBIR usage in conjunction
with gesture recognition [1].

This paper presents a new Content Based Image Retrieval
database which is based on our previous researches [2], [3],
[4], [5]. The main idea of the Query by Approximate Shapes
algorithm is based on a new object representation which
consists of approximation of objects by a set of shapes.
There are six base shapes defined [2], called primitives. Each
primitive may contain not only information about its type, but
also parameters which describes each single shape occurrence
(e.g. a slope for lines or an angle for arches) and relations
to other shapes. In order to store all information about the
object, a graph of shapes is proposed. The structure of the
database which stores such graphs in order to be efficient, have

to reduce the number of comparisons, thus a tree structure is
proposed. We defined two types of tree nodes:

• common nodes which are used to organize the data
• data nodes which only stores graphs

The main advantages of proposed solution are: easy queries
for users (both images and graphs drawn by a human are
accepted), faster retrieval of results thanks to the hierarchical
structure and storing similar graphs in congruent nodes, ability
to parallelize operations during query process and possibility
to use different implementations of the database on the lower
level (e.g. using NoSQL data stores, relational databases or
containers).

The paper is organized as follows: the Section II presents re-
lated works in the area of Image Retrieval and database struc-
tures. The Section III contains our motivation and assumptions
which are made for the system. The Section IV describes the
object representation used in the database. The Section V is
dedicated to the database structure and contains descriptions of
inner structure, operations on nodes and queries. The Section
VI shows initial experimental results. The Section VII presents
the plans for the future works and conclusions. The last section
contains bibliography.

II. RELATED WORKS

The multimedia database Image Retrieval algorithms may
be assigned to three types of algorithms:

• based on textual descriptions, most often keywords -
Keywords Based Image Retrieval (KBIR) algorithms

• based on semantic information extracted from the image
- Semantic Based Image Retrieval (SBIR) algorithms

• based on information which is present in the image -
Content Based Image Retrieval (CBIR) algorithms

The Keyword Based Image Retrieval algorithms use textual
annotations in order to describe the whole image or their parts.
Most often descriptions are made by humans and the precision
of keywords is limited to the knowledge and perception of a
person [3]. For objects which are well known it is easy to
represent them by annotations and the results of retrieval are
very satisfactory. For example a car object may be named
very precisely by the brand, model name, version, production
year and color. When the object is not well known or it is
not easy to describe it precisely by keywords, the results
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may be imprecise. This is due to the fact that annotations
are very subjective and different person may use different
words as keywords for the same objects [6], [7]. For example
a landscape with trees and water may be annotated by one
person as a forest and a river, but by another one as trees
and a lake. The third person contrary may use the name of
place where the photo was taken. In this situation the results
of a query may be imprecise and unsatisfactory for the user.
Another disadvantage of the KBIR approach is that it is hard
to automatically add keywords without human interaction.

The Semantic Based Image Retrieval algorithms are similar
to Keyword Based Image Retrieval algorithms because they
use also words to perform queries. However, contrary to them,
they allows users to write queries as phrases which are more
natural form for them. Such different query interface is used
in order to overcome the so called ’semantic gap’ which is a
difference between what a human could describe and what is
present in the image [7], [8]. After defining by an user, the
phrases are mapped onto so called semantic features which
are correlated with the content of the image [9]. The use of
semantic based textual approach is more comfortable and easy
for users but still if they does not have the full knowledge
about searched images the results may be insufficient. There
are also approaches which uses graphical queries which are
then transformed into textual description. One of the most
interesting research is [10] which uses a sketch as a query,
then extracts textual annotations - semantic features and then
finds 3D models of objects which are described by similar or
the same set of features.

The Content Based Image Retrieval algorithms use infor-
mation present in the image to perform queries [3]. In this
area two types of algorithms could be distinguished: low-
level and high-level [2]. The first type of algorithms are
based on extraction of features for the whole image. There
may be statistical image features used, e.g. a normalized
color histogram [11]. Another methods may be a difference
moment and entropy [12], a spatial domain image repre-
sentation [13] or a bag of words histogram [14]. There are
also approaches which use different MPEG-7 descriptors, e.g.
shape and texture descriptors [15]. Since the features describes
the whole image, the low-level CBIR algorithms provide very
satisfactory results when a query is performed in order to find
similar images. However, when an user would like to obtain
images with the same object but with different backgrounds,
the low level algorithms are not efficient and the results may be
insufficient. The high-level CBIR algorithms are more suitable
for that situations. Their main idea is to separate objects from
the background and other parts of the image. Most often
the region extraction method is used [2] which is based on
gathering similar groups of pixels into uniform areas which
are then transformed into a graph, storing the mutual relations
between nodes. In order to extract regions, methods based
on e.g. color thresholds, moment-based local operators [16]
or fuzzy patterns recognition [17] may be used. The query
process is strictly based on searching subgraphs between a
graph which was extracted from the stored image and a graphs

stored in the database. The main disadvantage of the region-
based algorithms is the need of query image which have to
store many details. If an user does not have a proper one, it
must be prepared which may require drawing skills.

There are also CBIR algorithms which allows performing
queries without having the full knowledge about the searched
objects. There are algorithms which are low-level e.g. [18].
The approach presented by authors is based on human drawn
sketches which are then transformed into lower resolution
images and compared with sketches in the database using edge
detection techniques. The method provides good results, but
is oriented on finding similar paintings, which is not sufficient
for querying by objects. [19]. Other researches uses global
contour map and salient contour map in order to extract objects
and compare them with images in the database. There are also
researches which use additionally relevant feedback (e.g. SIFT
algotihm) an re-ranking to improve the results precision [20].
In our previous researches [4], [2], [5], [3] we proposed a high
level algorithm which is based on decomposing object into
its approximated by predefined shapes representation (Query
by Approximate Shape). The shapes are used for creating a
graph which is then compared with other graphs stored in
the database. In this paper we describe the database structure
based on the Query by Approximate Shape method.

All images or objects representations have to be stored in
an efficient way. Most often a structure based on cells or
trees are used [21]. One of the most interesting approaches
is [22] which is based on a tree storing cells. The similar
images are stored in the same cells, but when the similarity
between images is below the determined threshold, another
cell is created (a process in the paper called a mitosis). In
[4] we proposed the first attempts for the database structure
for our object representation which was based on Scalable
Distibuted Two-Layer Data Structures. The approach provided
good results but was prone to rapid tree height increase.
Moreover we would like to prepare the database structure
which would be more universal and allow to use different
data structures types in the lower implementation level (e.g.
SD2DS, but also data containers or relational databases). This
would increase the number of possible applications e.g. to
use our database on devices with very small resources. Our
database structure in some parts is based on the same ideas
as [22] (e.g. storing similar data in the same part of the tree),
but we use different inner structure and different methods of
object representation and querying.

III. MOTIVATION

The multimedia database structure as well as performing
queries is a very broad problem. Not only querying by images
may be complicated, but also storing a very huge amount
of data, because images and their representation used for
comparisons had to be kept. Some attempts for the database
structure were presented in [4], but we would like to obtain
more universal structure which could be used with different
implementations for specific cases. This would allow imple-
menting the Query by Approximate Shape database using for
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Fig. 1. The primitives used to describe objects [2].

Fig. 2. The attributes used for line segments (a) and arches (b).

example Scalable Distibuted Two-Layer Data Structures for
data servers, relational databases (e.g. MySQL) for desktops
and containers like vectors or lists for tablets. As a result of
our research we would like to obtain the system which fulfill
the following requirements:

• ability to perform queries using graphs extracted from a
query image or graphs drawn by a human (without need
of drawing skills)

• easy addition of a new object without rebuilding or
training the whole structure

• fast access to the data
• the database structure which allows parallelization in or-

der to improve the efficiency of queries (and for example
use different machines to process searching in different
subtrees)

• the ability to set the minimum similarity between objects
which is needed to add them to the result set

• higher level of database structure, which allows different
implementations e.g. using NoSQL data stores, relational
databases, containers etc.

IV. OBJECT GRAPH

The main idea of our algorithm is based on representing
objects by shapes. Each object can be described using ap-
proximation by a set of geometrical shapes. The example
representation was shown in a Fig. 3. In our previous research
[2] we proposed to use following shapes, called primitives:
line segments, polylines, polygons, arches, polyarches and arc-
sided polygons (polygons constructed from arches) (Fig. 1).
Each shape is defined by its type and its attributes:

• line segments are defined by the angle of its slope and
optionally by their length (Fig. 2 a)

• polylines and polygons are defined by the number of line
segments from which they are built and attributes of each
of them

• arches are defined by the angle of the arc and optionally
by its radius or diameter (Fig. 2 b)

• polyarches and arc-sided polygons are defined similarly
like polylines and polygons by the number of arches from
which they are built and attributes of each of them

The proposed object representation allows using two types of
queries: a manually hand drawn sketches (e.g. using predefined

Fig. 3. The example sailboat object representation: a) an image, b) an object
drawn with lines (black color) and arches (red color).

shapes, like in vector graphics) or to automatically extract
shapes from the query image. Thanks to that, the database
human interface may be more universal and more suitable
for people without drawing skills. Moreover automatically
generated queries by e.g. by monitoring systems would be
also easily performed. The manually drawn sketches may be
prepared using a set of predefined shapes and they may be very
schematic without many details. Due to that fact they may be
prepared fastly and easilty without high drawing skills. The
automatically extraction of shapes from images is based on
line segments and arches detection e.g. using Line Segment
Detector algorithm and Circular Hough Transform[2]. Firstly
all lines and arches are detected and then if it is possible, they
are joined constructing more complex shapes like polylines,
polygons, poly-arches and arc-sided polygons. The extraction
procedure is described with more details in [2].

When representing an objects by set of shapes, there may
be also needed an information how they are positioned to each
others or which of them are connected. In order to store such
an information a graph may be used [2].

Each graph may contain not also a description used to
comparisons with other graphs, but also some metadata which
is useful when returning results. For example metadata may
contain the image name, its description and image file path or
image binary pixels data.

In order to compare graphs with each others, a coefficient
called similarity is used which describes how similar two
graphs are. The values of similarity are between 0 and 1.
The value 1 means that the graphs are the same, 0 that they
are completely different. When generating a results set, some
minimal threshold should be used to mark which graphs are
similar and should be taken into account.

V. THE DATABASE STRUCTURE

The database structure is based on a tree which is build from
different types of nodes. There are two types of elements:

• common (graphs) nodes which are used to organize the
data

• data nodes which only stores graphs
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Fig. 4. The overview of the tree database structure

The database structure is partially based on our previous
research [4]. In order to improve the time of comparisons,
similar graphs are grouped into the same node or nodes, called
data nodes. Moreover this could reduce greatly the height of
the tree which was a problem in [4].

The root node is used as an entry point to the tree and does
not contain a graph thus when compared with the query graph,
it always returns the highest similarity. It may contain many
children which are then compared on the next level of query.

The common graphs nodes are gathering similar parts of
their children nodes as a graph. Therefore when the query
graph is compared and does not have enough similarity, there
is no need to compare other levels of tree and the whole
subtree can be abandoned, which highly decrease the time
of the query.

The data nodes does not have any children but contains one
or more object graphs (which are correlated to images using
metadata). They are used to gather similar graphs in the same
node of the tree. Graphs are stored in a so called slice which
is strictly a vector of graphs. The first vector element is the
most similar graph to the common graph stored in the parent
common node. Next graphs stored in the vector are compared
to the first element and sorted from the most similar to the
least. In order to improve the query time and to allow using
parallelism or different machines to store some parts of graphs

Algorithm 1 Splitting a vector of graphs when the maximum
size is reached
Ensure: Ts - maximum number of graphs in the slice; dh -

data node, vec - vector with graphs
vSize← size(vec);

2: if vSize > Ts then
create new vector vec2;

4: copy into vec2 graphs from vec[Ts] to vec[vSize];
remove vec[Ts] to vec[vSize];

6: add vec2 to dh;
end if

and images, there may be more than one slices of graphs stored
in a one data node. Therefore, the first slice should store the
most similar graph to the parent common graph and when a
desired maximum number of graphs in a vector is achieved,
the next vector slice is created (Alg. 1).

A. Inserting new graphs

Inserting a graph into the database is similar to the approach
presented in [4]. Firstly the tree root is reached and then
comparisons with all its children’s graphs are performed.
Comparisons are performed in order to find the best match
between children’s graphs nodes and the inserted graph (Fig.
5). When computing the similarity we divide the sum of
found similarities between matched nodes by the minimum
number of nodes in both graphs (Fig. 5 e) in order to avoid
the situation when for the same matching, different similarity
values are obtained (Fig. 5 c, d). If the similarity is high
enough then its children are tested. If comparisons with two or
more nodes returns high similarity, the node with the highest
similarity value is used as a direction of the tree traversal. The
new graph and common graphs comparisons are performed
until the data node is reached. Then the graph insertion is
performed, as described previously. Firstly the comparison of
the first graph in the first slice is performed and then, based
on the similarity result, the graph is put into the graphs vector
in the position which is correlated with the sim value. If the
maximum number of graphs in the vector is reached, the split
operation is performed (Alg. 1). If during the tree traversal
the comparison with the node’s graph does not give enough
similarity value, then a pair of new common and data nodes
have to be created. The creation process is as follows: firstly a
new graph which contains only common parts of the inserted
graph and nodes’s graph is being created and stored as a new
common node. Next a new data node is created and the new
graph is inserted into its data vector. Finally, the new common
node is used as a parent for the node graph and new data node.
The whole process is shown in the Fig. 6.

The graph insertion algorithm is presented in Alg. 2.

B. Querying the database

The database querying by a graph is much easier and faster
with the proposed structure. Firstly, comparisons with all root
children are performed. If similarity with one or more of
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Fig. 5. Comparisons between graphs: a), b) example graphs with common
nodes; c) comparison of a) with b); d) comparison of b) with a) e) the
similarity computed using minimum number of nodes in graphs.

Fig. 6. The insertion of a new node with graph to the tree: a) the graph which
has to be inserted, b) the tree structure c) two types of nodes after creation
d) the tree after insertion of the nodes from c)

Algorithm 2 Inserting a new graph into the tree
Ensure: g - the graph which has to be inserted; Tsim -

minimal similarity of graphs
node← root;

2: while node is not NULL do
traverse← true;

4: if node is a data node then
compare g with first graph in first slice of node
[compare graphs using Alg. 3];

6: insert g into node in the position related to the
similiarity;
exit

8: end if
if node is not a root then

10: sim ← compareCommon(g, node− >
commonGraph) [compare graphs using Alg.
3];
if sim < Tsim then

12: traverse← false;
end if

14: end if
if traverse then

16: compare all node’s children common graphs with g,
choose maximum similarity as sim [compare graphs
using Alg. 3];
if sim < Tsim then

18: traverse← false;
else

20: node← child with max sim;
continue;

22: end if
end if

24: if !traverse then
commGraph ← common part of g and node’s
commonGraph;

26: create new common node th
insert commGraph into th

28: create new data node dh and add as child to th
insert g into dh

30: add node as child to th
exit

32: end if
end while

them is high enough, each of them is tested until a common
node with unsatisfactory similarity or a data node is reached.
When a tree with not enough similarity is reached, the rest
of the subtree is not tested. When a data node is reached, the
comparisons within slices are performed. Firstly the similarity
with the first and last graphs in slices are computed. If both
are high enough, all graphs from slices are returned, if not,
the proper range is specified using Algorithm 6.

The example querying process is shown in the the Fig.
7. The graph used for query is shown in Fig. 7 a). Firstly,
the graph is compared with the root’s child (id=2) which
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Algorithm 3 Comparing a graph which has to be inserted with
the graph in the tree node
Ensure: gi - the graph which has to be inserted; gdb - graph

which has to be matched to gi (the graph which is
stored in a tree); Tconn - minimal similarity threshold for
connections test
countNodes← number of nodes in gi;

2: for each nodegi in gi do
for each nodegdb in gdb do

4: simgi,gdb ← 0
if nodes types are different then

6: continue;
end if

8: simConn ← how many connections to other nodes
in gi has the same type as in gdb;
simConn← simConn÷ countNodes;

10: if simConn < Tconn then
continue;

12: end if
simPrim ← the similarity of primitives stored in
nodes (returned by Alg. 4);

14: try to match all connected nodes to nodegdb onto
the counterparts in nodegi checking the similarity of
primitives stored in nodes (by Alg. 4) and relative
positions to other nodes, store the similarity result in
simPos;
simgi,gdb ← simConn · simPrim · simPos store
as similarity between nodegi and nodegdb;

16: end for
end for

18: sim← 0
for each nodegi in gi do

20: choose the match with nodes in gdb with highest
simgi,gdb value and add to sim ;

end for
22: sim ← sim ÷ min( number of nodes in gi, number of

nodes in gdb;
return sim;

gives the similarity (sim) value equal 1 - all nodes between
graphs were matched. Then the minimal similarity threshold
(Tsim) is checked. The test was passed, the children nodes
(id=3, id=4) are checked. The similarity result with the first
node (id=3) does not passed the minimal similarity threshold
test - the computed sim was equal 0.5 which is lower than
Tsim value (0.8). These resulted in abandoning this tree path
(consequently its child- id=5 is not tested). The comparison
with the second id=2 child (id=4) returned similarity equal
to one, which is higher than Tsim value. Therefore, its children
are tested - id=6 and id=7. The similarity with id=6 node is
equal 0.75 which is fairly high, but lower than Tsim and this
path is also abandoned. Next, the id=7 is tested, the similarity
is equal to 1, then its child (id=9) is tested. Since id=9 is
a data node, other types of tests are performed. Firstly, the
similarity with the first element in the first slice is computed.

Algorithm 4 Comparing graphs nodes between each others.
As a result the similarity coefficient is returned (values: <0,1>).
Ensure: pa, pb - primitives to compare;

if nodes types are different then
2: return 0

end if
4: if nodes types are line segments then

diff ← |angle slope of pa− angle slope of pb|
6: return sim← 1− diff

end if
8: if nodes types are arches then

diff ← |angle of pa− angle of pb|
10: return sim← 1− diff

end if
12: if nodes types are polylines, polygons, polyarches or arc-

sided polygons then
diff ← |number of segments in pa −
number of segments in pb|

14: try to match all segments between pa and pb, choos-
ing the smallest difference of their attributes, sum all
corresponding differences and add to diff
sim← (1+minimum number of segments(pa, pb))−
diff

16: if sim > 1 then
sim← 1

18: return sim
end if

20: end if

Next the similarity with the last element in the first slice is
computed. In this example both values are higher or equal to
Tsim so the whole slice is returned as a result of the query.

Because each subtree is tested independently, the querying
algorithm could be easily paralleled. The querying algorithm
without parallelism is shown in Alg. 5.

C. Deleting nodes

Deleting a graph from the database may be performed as
follows: firstly if a graph is not the only one element in the
slice, it may be removed from the vector without performing
additional operations. If after removing a graph the slice does
not contain any elements, the data node and its parent should
be removed from the tree.

D. Query parallelization possibilities

The proposed database structure allows parallelization of
a query process. Since testing each tree node is independent
from others, it may be executed in different threads or machine
nodes. If a data node stores many slices, they may be also
checked independently. Gathering the results may need some
synchronization if all results have to be sent at the same
time. However, this process could be also implemented as
asynchronous, sending partial results to the client when they
are obtained.
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Fig. 7. The example query tree traversal: a) the query object graph, b) the query

Algorithm 5 Querying the database
Ensure: g - the query graph; Tsim - minimal similarity of

graphs; stack - a stack which is used to store nodes to
check;
put root into the stack;

2: while stack is not empty do
node← pop element from stack

4: if node is a data node then
choose all graphs from node slices using Alg. 6;

6: continue;
end if

8: if node is not a root then
sim ← similarity of g and common graph in node
[compare graphs using Alg. 3];

10: if sim >= Tsim then
put all node children to the stack;

12: end if
else

14: put all node children to the stack;
end if

16: end while

VI. EXPERIMENTAL RESULTS

The proposed approach was initially tested using prototype
database structure implementation written in C++ and database
of cars, motorbikes, bicycles and scooters containing 111
images. In order to test the precision two coefficients were
used:

precision =
number of relevant results images

total number of results images
(1)

recall =
number of relevant results images

total number of relevant images in the database
(2)

The test results for the chosen 6 objects are presented in
the Table I. It may be observed that the precision of the
results is high for bicycles, motorbikes and cars objects, but
for scooter it is much lower. This was caused by the high
similarity of scooter graphs to bicycles and motorbikes objects.
However the recall values are much lower than precision.
This is caused by usage of real life images which contained
different variations of objects. As a feature research direction
we would to increase this coefficient values.

Additionally some initial tests for comparisons between
linear and tree database structure were performed in order to
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Algorithm 6 Querying the slice in data node
Ensure: g - the query graph; slices[1..n][1..m] - the n

slices which stores vectors of m graphs; Tsim - minimal
similarity of graphs;
for each slice in slices do

2: L← slice[1];
R← slice[m];

4: while l <= r do
simL ← similarity of g and first graph in slice[L]
[compare graphs using Alg. 3];

6: simR ← similarity of g and last graph in slice[R]
[compare graphs using Alg. 3];
if simL >= Tsim and simR >= Tsim then

8: add all graphs from slice between L and R indexes
into the result set;
break while loop;

10: else
if simL >= Tsim then

12: L← L+ 1;
end if

14: if simR >= Tsim then
R← R− 1;

16: end if
end if

18: end while
end for

TABLE I
THE PRECISION AND RECALL RESULTS FOR CHOSEN TEST OBJECTS

object Query by Shape
precision recall

bicycle 0.93 0.37
bicycle (a sketch) 1.0 0.60

scooter 0.67 1.0
motorbike 0.86 0.40

car (Fiat 500) 0.89 0.33
car (Mercedes Benz) 0.79 0.73

observe how efficient is proposed structure. The results are
presented in the Table II. The tests for two different number of
elements were performed. It could be seen that for the smaller
number of graphs (23) the query time is similar for both
structures. When the number of graphs was increased (to 68)
the tree structure returned results about two times faster than
linear structure, which was expected. As our future research
we would like to perform more similar tests with much higher
number of graphs.

VII. CONCLUSION AND FUTURE WORKS

This paper presents a new Content Based Image Retrieval
database structure. The main idea of the proposed approach is
based on object representation proposed in [2]. Each object
can be represented as a set of predefined shapes: a line
segment, a polygon, a polyline, an arc, a polyarc and an
arc-sided polygon. All shapes are connected into a graph, in
order to store the mutual relations between them. The object

TABLE II
THE COMPARISON OF QUERY EXECUTION TIMES FOR LINEAR AND TREE

DATA STRUCTURE.

structure query time in microseconds
23 graphs 68 graphs

linear 62 114
tree 58 63

representation allows users to use as a query images or simple
sketches which does not need drawing skills. The proposed
database structure is based on a tree with two types of nodes
- common nodes which are used to organize the data and data
nodes which stores similar graphs. This structure allow faster
retrieval of results, because during the first query steps almost
all not similar graphs are omitted. Moreover the query could be
parallelized very easily in order to increase the performance.
The proposed database structure is also more universal than
our first approach presented in [4] because it is designed in
order to allow different implementations suited for specific
applications (e.g using SD2DS for servers or simple containers
for mobile devices).

The future research includes testing the database struc-
ture with higher number of elements and comparisons with
linear structure. Moreover the recall coefficient should be
improved. Another direction would be implementing the par-
alleled queries in order to test their efficiency. Another set
of tests should be performed in order to evaluate different
lower database level implementations, using e.g. SD2DS data
structures or MySQL. Moreover different graphs comparisons
algorithms may be tested, e.g. using optimization methods
with constrains [23].
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Abstract— Older adults are the fastest growing segment of

the population worldwide. This paper presents a evaluation of

the user experience of two online web-banking sites from an

older user’s point of view. We therefore conducted a usability

testing employing 12 older participants, in order to analyze the

needs  and issues  faced by  this  user  group when performing

real-world  tasks.   The  study  involved  six  tasks  which  users

were required to complete within a specific time. Most of the

participants were interested in learning to use online banking.

Our results show that older persons do not find web-banking

sites  easy  or  user-friendly.  Our qualitative  findings  revealed

that  both  of  the  web-banking  sites  we  examined  presented

problems.  Implications  for  the  future  include  the  need  to

redesign bank  websites so as to include guidelines and other

suggestions made in this study.   

 

I. INTRODUCTION

OPULATION aging is a worldwide phenomenon.  At

the  present  time,  the  older  section  of  the  population

lives surrounded by technology, internet- and mobile-based,

most  of  which  is,  however,  not  adapted  to  their  needs.

However,  this increase worldwide in numbers of the aged

means  that  the  need  for  online  and  mobile  technology

services  will only increase. By 2020,  it  is anticipated that

there  will  be  more  than  a  billion  older  adults,  making  it

essential  that  websites  be  designed  for  easy  use  by  the

elderly [1].

P

Online  banking is an exchange that employs laptops or

other  mobile  devices,  such  as  smart  phones  and  tablets.

Through online  banking, the user can transfer and receive

money,  pay  bills,  initiate  fixed  deposits  and  perform

transactions and other tasks. At the time when research for

this   paper  began,  little  attention  had  been  paid  to  the

concerns of older adults  and their ability to access online

banking  systems .  According  to  a recent  Federal  Reserve

Board report,  only 18% of people over the age of 60 use

mobile banking [2].  

Providing online banking  resources,  however,  does not

guarantee that older  adults will  be successful  at  accessing

the system or understanding  how to complete their tasks.

Banking institutions have been creating websites for many

years now, although these cannot be said to be user-friendly

for  older  users,  in  that  they  create  barriers  that  tend  to

prevent such users from using their mobile devices to access

and use banking services  [3]. 

It is clearly necessary to adapt applications and services

both to the needs and preferences of this increasing number

of  older  users  and  to  the  requirements  of  new  economic

contexts [4].  Older users encounter  numerous barriers that

arise  from  aging  when  they  interact  with  computer

technology  and  particularly  when  they  attempt  online

banking [5]. 

The purpose of our study was to explore the experiences

of “seniors” (persons aged 65 and over) in relation to online

banking websites. More particularly, this study attempts  to

explore the experiences  of seniors using  two popular online

web  banking  sites,  that  is,  those  belonging  to  two Greek

banks,  Alpha Bank and Piraeus Bank .  The study offers an

empirical  evaluation  of  how far  online  banking  interfaces

meet the needs of older users and how such persons perceive

their online-banking experiences.

We start our paper with a review of the literature, which

establishes the theoretical background to our study. We then

describe  the  research  methodology  employed,  discuss  the

results  and  offer  informal  recommendations  before  the

conclusions.

II.BACKGROUND

A. Defining “Seniors”

There is no exact point in a person’s life at which they

become a “senior”.  However,  due  to an obvious need for

such  a  definition,  various  classifications  of  “seniors”  or

“older  adults” do exist.  Nielsen defines  “seniors” as users

aged 65 years  or older,  without giving an upper limit. He

notes that users aged 65 and older are 43% slower at using

websites than users aged 21–55. This represents an advance

over  results  given  in  earlier  studies,  but  designs  should

clearly be modified still more, to accommodate the needs of

aging users even further. Nielsen points out that the success

rate for completing online tasks is typically a third less for

those over 65 years of age than for those under 55 years old

[6]. Website tasks take seniors on average 7:43 minutes to

complete, whilst younger users  complete  their tasks in 5:28

minutes  [6].   Nielsen  uses  a simple  definition.   For  him,

“Seniors” are simply users aged 65 years or older. Nielsen

also reports that “Between the ages of 25 and 60, the time
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users need to complete website tasks increases by 0.8% per

year” [7]. 

B. Ageing

The aging population in the Europe is already large and is

growing.  It enjoys considerable social and economic power.

Furthermore, people are now living longer.  Nearly 80% of

the population now survives beyond the age of 65.  In 2010,

older workers accounted for 17% - 31% of the population of

the European Union, while it is forecast that by 2050 these

rates will have more than doubled [8]. Intimately related to

issues  involved  in  the  design  of  new   websites  or

applications for seniors is the importance of understanding

the highly complex process of human ageing as cognitive,

perceptual  and  motor  abilities  decline  with  age  and  thus

render more difficult  many tasks,  including basic pointing

and selecting, that are commonly used in interaction with a

device [9], [10], [11], [12].

C.Online Banking

Online  banking  makes  use  of  electronic  payment

processes  that  allow  both  customers  and  financial

institutions to perform a wide range of banking transactions

through  their  website.  Some  online  banks  are  traditional

banks  which  also offer  online banking,  while  others  exist

only in cyberspace and have no physical presence. Online

Banking  is  changing  the way  customers  interact  with  the

banks    [13].  Seniors,  however,  are  not  accustomed  to

computers and are more unfamiliar with the functional use

of information technology based services than are middle-

aged adults and the young [14]. 

D.User Experience

User experience (UX) is a concept widely used in human-

computer  interaction (HCI),  both in research and practice.

As devices and applications become increasingly ubiquitous,

it  becomes  ever  more  important  to  improve  and  facilitate

UX.  The  International  Organization  for  Standardization

(ISO) defines user experience as “a person's perceptions and

responses  that  result  from the use or  anticipated  use of  a

product,  system or service” [15].   User experience is thus

subjective and focuses on use. In regard to user performance

when  using  a  device,  previous  studies  have  shown  that

novice  users  usually  face  greater  difficulties  than  the

experienced do in handling computer devices or in acquiring

computer  skills  [16],[17].  In  Buxton’s  [18]  view,  user

experience  consists  of  a  combination  of  visual  and

experiential  aesthetics  and  usability. The  experience  of

online banking on the part of seniors is a mix of positive and

negative.  A minority of older people use Internet banking

and appreciate its convenience. The most important barriers

to utilizing   online  banking  lay  in  the fact  that  would-be

users did not know how to get started and that they found

existing  online  banking  confusing.  The  quality  of  User

Experience  is  what  dictates  whether  seniors  adopt  the

system  or  not.  Getting  the  design  right  improves  user

experience and may attract new customers [19].

III. RESEARCH METHODOLOGY

To examine how seniors   conceptualize online banking,

participants  were invited to participate in a usability testing

involving  interaction  with   two of  the  most  popular  web

banking sites in Greece, namely ,  the Alpha Bank site (B1)

and the Piraeus Bank site.  (B2)  (Fig.1, Fig.2). 

Fig.1 Screen capture Alpha Bank (B1)

Fig.2 Bank Screen capture Piraeus Bank (B2)

A. Participants

Twelve participants in their 60s and 70s (7 females and 5

males) were contacted and selected through verbal contact.

TABLE I
 PARTICIPANTS’ AGE, GENDER 

Alpha Bank (B1)

ID P1 P2 P3 P4 P5 P6

Age 62 74 65 72 63 79

Gender F F M F F M

Mean age = 69.2 SD= 6.3

Piraeus Bank (B2)

ID P7 P8 P9 P10 P11 P12

Age 67 73 66 67 78 63

Gender M M F F F M

Mean age = 69.0 SD= 5.0

 

 For this recruitment procedure, we applied the following

three criteria:

1. that the seniors wished to use online banking,

2. that they had no previous experience of these two sites 

3. that they had at least some experience of the internet. 

The participants are educated, reasonably healthy, active and

motivated older users and  as mentioned above, have basic

computer  skills.  Given  the  evidence  from  our  previous

studies,  the  number  of  people  in  this  experiment  was

sufficient  to  provide  satisfactory  evidence  and  depth  of
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knowledge. The age and gender of the participants and their

assignment  to  either  bank  site,  which  was   performed

randomly, are  shown in Table I.  All participants gave their

written, informed consent to participate. 

B. Procedure

Our study evaluated two simulated bank websites, Alpha

(B1)  and Piraeus  (B2).  A digital camera was used to create

a complete record of all user interactions with the website.

After  being  welcomed  by  the  experimenters,  participants

were told that they were  to take part in a user experience

test.  Participants  thereupon  completed  a  pre-questionnaire

regarding demographics and computer technology use. Test

sessions  started  with  a  brief  introduction,  in  which  the

purpose of the study was explained.  To ensure the privacy

of participants  and reproduce a realistic environment,  two

prototypes were developed  that simulated the behavior of

the  two  bank   websites  through  the  use  of  prototyping

software.   Participants were then shown the home page of

the  bank  website  assigned  to  them  and  asked  various

questions about it.  Participants were then asked to complete

a series of tasks related to each of the two sites.

 Overall, the two sets of tasks were similar, but differed in

detail, given that the content and the options varied between

the two sites. During the test session, a digital camera was

used to create a complete record of all user interactions with

the  interface.  The  users’  voices  were  recorded  and  their

activity  on  the  website  was  also  recorded  by  means  of

screen-capture  software.  During  each   session,  two

experimenters  were  present,  one  primarily  to engage with

the  participants,  and  the  other  to  take  notes.  User

performance  was  recorded  in  terms  of  the  effectiveness,

efficiency and ease of use of bank  websites. 

C. User Tasks

For  the  usability  test,  the  participants  were  required  to

complete the six tasks given in Table II.   The tasks were

chosen as being representative of online banking activities.

Participants  were  allowed up to four  minutes  to complete

each task. 

TABLE II
 PARTICIPANTS’ TASKS

Task 1 Turn on   device  and select the bank site 

Task 2 Understanding the home page 

Task 3  Login to your account 

Task 4 Navigating through the bank site 

Task 5 Make a transaction (money transfer )

Task 6 Print the receipt of this transaction 

IV. RESULTS AND DISCUSSION 

Overall,  participants  found  the  websites  functional,  but

frustrating. The results obtained were used to compare our

two bank websites in terms of efficiency, effectiveness and

ease of use. “Effectiveness” refers to how “well” a system

does what it supposed to do. To evaluate task effectiveness,

we measured the percentage of steps successfully negotiated

within the time limit (5 min).  

“Efficiency” refers to how quickly a system supports the

user  in  what  he wishes  to do.  To evaluate  efficiency,  we

recorded the time required to process the task. “Satisfaction”

and “ease of use”  refer to the subjective view of the system

on  the  part  of  the  user  [20],[21],[22].  Qualitative  and

quantitative  data  were  collected  from  each  participant.

Qualitative data included the participants’ verbal protocol as

recorded  in  video  recordings  and  discussion  with  each

participant after the test.

A. Efficiency-Task completion Time

Efficiency is a measure that is highly dependent on the

amount of time spent completing the task. We recorded the

total amount of time required to complete each task on each

of the bank websites.  Table III shows  information on the

mean time spent by the participants. Some tasks were more

difficult to complete than others and this is reflected by the

average  time  spent  on  the  task.  The  results  indicate  that

participants  spent  more  time  (Average  time)  on  task

completion when interacting with website B2. 

B. Effectiveness

The percentage of users that manage to complete a task

successfully  is  the  “success  rate”.   This  thus  becomes  a

measure of the effectiveness of the design.  Our results are

shown in Table III.

TABLE III
TASK COMPLETION TIME & SUCCESS   RATE

Average Time

for Completion in

seconds 

Standard

deviation 

Success  Rate

(percentage)

Tasks B1 B2 B1 B2 B1 B2

Task 1 124 141 36.9 82.8 100% 100%

Task 2 94 96 26.8 19.5 83% 67%

Task 3 126 166 40.7 58.3 67% 67%

Task 4 169 250 33.8 73.5 67% 50%

Task 5 234 282 61.4 70.9 67% 50%

Task 6 171 200 28.2 58.0 83% 67%

C. Post-  test Questionnaire 

User  satisfaction  may  be  an  important  factor  in

motivating  people  to  use  a  web  site,  an  application  or  a

product and may affect user performance.  After completing

the  tasks,  therefore,  participants  were  asked  follow-up

questions regarding their experiences with the website. The

post questionnaire results show that:

• The bank sites were easy to access (B1 (83%), B2 (50%))

and very easy (B2 (17%) (Task 1))

• Participants understood the home page B1 (67%) and B2

(50%)(Task 2)

• When participants were asked about the simulation task

that  involved  logging  in  to  their  account,  they  found  it

neutral (B1(67%), B2(50%))(Task 3).
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• As regards navigation through the two sites, one third of

participants  found  this  task  difficult,  one  third  found  it

neutral  and  one  third  found  it  easy.  Difficulties  arose  in

identifying the correct button for the action they wanted to

complete (Task 4). 

• Most participants found the task involving a transaction

difficult (B1 (67%), B2 (67%)) (Task 5).

• Participants were very clearly unable to find the icon for

printing the transaction receipt.  In particular, this task at site

B2 was found difficult (83%) to very difficult (17% ), due to

the small size of the icon involved (Task 6). 

Participants  commented  on  their  frustration  when using

their website.  In particular, Participant 2 commented “Some

tasks were very frustrating”, Participant 8 complained that

“I can’t find my way back to the previous page, when I try

to fill in my account number in Task 5”.

We  observed  several  other  sources  of  confusion  and

frustration for the participants, including not understanding

“where  they  were” in  the  case  of  both  sites.  This  arose

because  of  the  low contrast  between  the  button  they  had

selected and the background.  Participant 11 claimed that he

was unable to find the “print button” in site B2 to print his

transaction.  The  closer  the  visual  representation  is  to  the

intended  meaning,  the  sorter  the  articulatory  distance

becomes  [23].  In  addition,  participants  commented  that

“There is too much to read” and they had to scroll down the

page. Several participants did not know how to use cues on

web pages (e.g. page titles, menu highlighting) to keep track

of where they were on the website and so felt lost.

D.Overall user experience

 Several participants mentioned that they were excited to

learn  about  computers  and online banking,    because  this

would enable them to save time and money, although they

did not have anyone to teach them. Some of them used our

study  as  a  learning  opportunity,  and  paid  close  attention

after a task had been completed, in order to learn more about

online banking and the correct way to complete tasks.

Although many of  the seniors  showed interest  in  using

online  banking,  many voiced  concerns  regarding  usability

that arose from confusing navigation and layout, small text,

inadequately contrasting colours, very small icons and a lack

of comprehension of web terminology. 

Regarding  interface  options  and  selections,  seniors

preferred fewer options. Seniors want to learn to use online

banking, but are sometimes intimidated. This was apparent

to us in discussion subsequent to the post test questionnaire.

Some  of  the  critical  barriers  to  seniors  adopting  online

banking include:

 small fonts and very small abstract icons and symbols,

 poor text legibility, due to the use of capitals letters  for

selection sections (B2),

 difficulties  in  accessing  content  indicated  by  poorly

contrasting colours,

 the  need  for  excessive  scrolling,  in  which  participants

need to scroll the page to read important information,

 small buttons,  functions that are difficult to manipulate,

such  as  scrolling  a  menu  (B2)  and  unnecessarily

complicated interfaces,

 difficulty in finding one’s location in the site and 

 cluttered interfaces

Fig.3 Task difficulty in percentage for B1 bank website 

Fig.4 Task difficulty in percentage for B2 bank website  

E. Design recommendations

In view of our usability test results and our analysis of our

post  questionnaire  results,  we  make  the  following

recommendations in the hope of  making improvements  in

the  areas  in  which  participants  experienced  problems,

confusion and frustration. 

 Inserting more space between sections, employing larger

fonts for headers and using more deeply contrasting colors

would  improve  perceptions  of  hierarchy  and  help  direct

seniors to the sections to which they wish to navigate.

 Scrolling  menus  shouldn’t  be  used,  as  seniors  dislike

them.

 A  clear  distinction  should  be  made  between  clickable

buttons and non-clickable features. 

 There should be provision of clear feedback on actions.

Johnson  and  Finn  argue  that,  if  one  keeps  in  mind  the

usability  issues  experienced  by  seniors  when  one designs
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interfaces,  one can  improve the user  experience for  many

people, rather than just the elderly [24].

D. Limitations 

Given the small sample size (n = 12 ),  the results of our

study  cannot  claim  to  offer  a  comprehensive  picture  of

seniors’ interaction with  online banking systems.  Another

important factor limiting the applicability of our results lies

in the fact that participants used simulated, rather than real,

websites. Furthermore, although participants had to log in to

our  simulated  sites,  they  were  not  required  to  wait  for  a

response from the bank.  

This  is  of  importance,  as  it  has  been  reported  in  the

literature that most senior  users  abandon their efforts  in a

few seconds, if they face difficulties during login. 

V.CONCLUSION

The aim of our study was to explore seniors’ experience

of  online  banking.   We used  twelve  participants  and  two

Greek websites, that of Alpha bank and that of Piraeus Bank

to  test  our  experimental  methodology.    Six  of  the

participants were randomly assigned to one website and six

to the other. Because of the small size of the sample (n=12),

we evaluated our data on the basis of descriptive statistics.

We elicited user experience by means of six tasks.

 Several seniors  indeed  wish to use online banking  and

the majority of those whom we surveyed are interested in

using internet banking, because they understand its benefits.

The results of the study show that both in terms of usability

and overall impression our participants found the websites

to  be  functional,  but  felt  that  they  require  considerable

improvement  to ensure a user-friendly  experience.  Design

considerations  should  include  the  suggestions  made  by

seniors,  such  as  the  use  of  larger  font,  the  use  of  highly

contrasting colours  in selections,  the reduction of  features

and  the  use  of  an  intuitive  interface  and  of  a  structure

offering easier navigation. Furthermore, some abstract icons,

such  as  that  for  the  ‘print’  function,  may  need  to  be

redesigned,  so  that  older  adults  understand  their  function

more easily. 

In view of the lack of studies on the experience of seniors

with  banking  websites,  it  is  our  hope  that  this  study  has

contributed  to  the literature,  in  that  it  offers  findings  that

will  improve  the  usability  for  seniors  of  online  banking

sites.
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Abstract—In this paper the problem of corneal endothelium
image segmentation is considered. Particularly, a fully automatic
approach for delineating contours of corneal endothelial cells
is proposed. The approach produces one pixel width outline of
cells. It bases on a simple feedforward neural network trained
to recognize pixels which belong to the cell borders. The edge
probability (edginess) map output by the network is next analysed
row by row and column by column in order to find local
peaks of the network response. These peaks are considered as
cell border candidates and in the last step of the method via
binary morphological processing are linked to create continuous
outlines of cells. The results of applying the proposed approach
to publicity available data set of corneal endothelium images
as well as the assessment of the method against ground truth
segmentation are presented and discussed. Obtained results show,
that the proposed approach performs very well. The resulting
mean absolute error of cell number determination is around 5%
while the average DICE measure reaches 0.83 which is a good
result, especially when one pixel width objects are compared.

Index Terms—corneal endothelium, cell segmentation, feedfor-
ward neural network, peaks detection

I. INTRODUCTION

THE corneal endothelium i.e. the inner layer of the cornea,
is of great interest for ophthalmologists. This layer is

formed by closely packed, predominantly hexagonal cells
whose shape and structure can provide important diagnostic
information about the cornea health status or indicate some
corneal diseases [1], [2]. Particularly, the quantification of
corneal health status is usually performed based on endothelial
image by means of corneal endothelial cell density. Additional
measures like cell size distribution or cells hexagonality are
also useful to evaluate the health status of the corneal tissue.
However, the usage of the latter measures is not common in
everyday clinical routine. It is because performing this kind
of assessment requires segmentation of all cells present in
the endothelial image. Having in mind that in the healthy
cornea there are up to 3000 endothelial cells per square
millimetre, their manual segmentation is very tedious and very
time consuming activity. The reason is that it requires manual
delineation of cell borders. Since no commercial software
is available for corneal endothelial cell segmentation, the
development of the dedicated image processing and analysis
algorithms for computer aided diagnosis of corneal diseases
still remains a vital problem [3].

Segmentation of corneal endothelial cells is a difficult and
sometimes very challenging task. The problems arise mainly
due to inhomogeneous background illumination in specular
microscopy corneal endothelium images. This factor reduces
contrast in some regions of an image and makes cell borders
difficult to recognize even by an expert.

Several semi-automatic or fully automatic solutions for seg-
mentation of endothelial image have already been introduced.
Their aim is to delineate cell borders using such techniques
as: local greyscale thresholding followed by scissoring and
morphological thinning [4], [5], scale-space filtering followed
by binarization and morphological processing [6] or hexagon
detection using shape dependent filters [7], [8], [9]. More
sophisticated methods include application of watersheds [10],
[11], [12], [13], [14], active contours [15], [16], genetic
algorithms [17] or analysis of local pixel levels aimed at
finding intensity valleys corresponding to borders between
cells [18]. Several machine learning approaches have also
been proposed by the team of Ruggeri, including: neural
network [19], [20], Bayesian framework [21], support vector
machines classifier [22] and genetic algorithm [23]. However,
up to this point none of the existing techniques allows to
achieve perfect segmentation of endothelial cells. The results

a) b)

Fig. 1. A sample pair of images from the Alizarine dataset; a) original
corneal endothelium image IRGB ; b) the corresponding ground truth G.
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Fig. 2. The general work-flow of the proposed approach for corneal endothelium image segmentation.

still require manual editing, since undetected or false cell
boundaries often appear in the resulting image.

Having in mind above limitations, this paper proposes an
alternative solution to automatic segmentation of endothelial
cells from microscopic images of corneal endothelium. The
proposed approach is based on a simple feedforward neural
network which is thought to recognize pixels located at the
borders between cells and thus segment their contours. The
edge probability map output by the network is next subjected
to further processing in order to produce one pixel width
boundaries of cells. Particularly, local peaks of edge proba-
bility map are considered as cell border pixels and linked to
create continuous outlines of cells.

The following part of this paper is organised as follows.
Firstly, in Section II the description of the dataset used in this
study is given. The proposed approach is described in details
in Section III and followed by evaluation of the results and
discussion in Section IV. Finally, Section V concludes the
paper.

II. INPUT DATA

In this work corneal endothelium image Alizarine data
set was used [20]. The dataset (which can be downloaded from
[24]) contains 30 images of corneal endothelium, each stored
as JPEG compressed file of the resolution 576×768 pixels.
The images were acquired from 30 porcine eyes stained with
alizarine red using inverse phase contrast microscope (CK 40,
Olympus) at 200×magnification and analogue camera (SSC-
DC50AP, Sony).

In the dataset for each image the corresponding manually
created ground truth is provided. The ground truth images
delineate borders between single cells within selected regions
of each image. On average the area of 0.54 ± 0.07 mm2 per
cornea was assessed, ranging from 0.31 to 0.64 mm2.

A sample corneal endothelium image from the considered
dataset is shown in Figure 1a, while the corresponding ground
truth is presented in Figure 1b. From the figure it can be seen
that cells manifest themselves as uniformly sized hexagonal
regions separated by visibly darker borders. Due to the ac-
quisition protocol and uneven illumination in some regions
of the image the contrast between cell boundaries and back-
ground is low. Additionally, intensity inhomogeneity within
the background can be observed. These factors significantly
hinder cell segmentation.

III. THE PROPOSED APPROACH

The aim of the proposed approach is to obtain a binary
representation M (x, y) : Ω ⊂ R2 → {0, 1} of endothelial
cell borders in corneal endothelium image IRGB(x, y). Par-
ticularly, the output of the proposed approach is binary image
M in which 1 (i.e. white pixels) correspond with cell borders
and 0 (i.e. black pixels) correspond with cell bodies. This is
obtained by following the procedure summarised in Figure 2.

The main idea behind the introduced approach is to use
ground truth images provided in Alizarine dataset to train
a simple feedforward neural network to recognize borders
between cells. The trained network is next used to perform
edge based segmentation of endothelial cells in new images.
The details of this procedure are given in the following
subsections.

A. Colour space transformation and colour component selec-
tion

In the input corneal endothelial images IRGB each pixel
(x, y) stores red, green and blue colour component, i.e.
IRGB(x, y) = [r(x, y), g(x, y), b(x, y)]. Prior to the main
processing the transformation F : IRGB → IHSV into
the HSV colour space is applied, where IHSV (x, y) =

630 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



[h(x, y), s(x, y), v(x, y)] and colour components represent
hue, saturation and value respectively. Further processing is
performed with respect to v colour component, since other
colour components do not carry significant information related
to cell borders. This is illustrated in Figure 3 which presents
sample corneal endothelium image and the corresponding
h, s, v colour components.

a) b)

d)c)

Fig. 3. A corneal endothelium image HSV colour components; a) original
image IRGB ; b) hue colour component h; c) saturation colour component s;
d) value colour component v.

B. Background removal

In the next step image v is enhanced in order to compensate
for non-uniform intensity distribution within background and
thus to highlight image information at the cell borders. This
is obtained via background vbkg subtraction performed in
accordance with the following equation:

v̂ = v − vbkg (1)

where image of background is a result of greyscale morpho-
logical opening of image v with a big structural element sel
(see Eqn. 2).

vbkg = (v ⊖ sel)⊕ sel (2)

where ⊖ denotes erosion and ⊕ denotes dilation.
The element sel should be big enough to remove cell

borders. In this study sel was selected to be a disk of a
radius 15 pixels. Shape of the structural element was set
experimentally. Disk shape was used due to similarity to cells
shape.

C. Features determination

In features determination stage the following features are
determined for each pixel (x, y) of an image v:

• average value of intensity v̄ in the neighbourhood of 5×5
pixels;

• standard deviation of intensity σv in the neighbourhood
of 5×5 pixels;

• vesselness V determined from image v using Frangi’s
approach with default settings [25];

• scale Vσ used for vesselness determination [25].
The images representing considered features obtained for

a sample image are presented in Figure 4. It can be seen,
that vesselness (Fig. 4e), scale (Fig. 4f) and partially standard
deviation (Fig. 4d) give visibly distinguished responses at the
edges of cells, while intensity information may be helpful in
distinguishing cells bodies.

The experiments considering selection of some of the above
features were also performed, however using all of these five
features yielded the best results in terms of cell detection
accuracy.

D. Neural network training

Features determined as described above are next composed
into a feature vector F = [v, v̄, σv,V,Vσ] and assigned to
the corresponding pixel (x, y). The feature vectors together
with the corresponding ground truths segmentations are used
to train a neural network T such that T : F(x, y)→ {O(x, y) :
O(x, y) ∈ [0, 1]} and value of 0 corresponds with a cell body
while value of 1 denotes a cell boundary.

In the study a simple feedforward neural network of ar-
chitecture presented in Figure 5 was used. Particularly, the
network consists of one hidden layer (with tan-sigmoid trans-
fer function) followed by output layer (with linear transfer
function). The hidden layer consists of 10 neurons. Both the
number of hidden layers as well as the number of hidden
neurons within the layer were adjusted in a trial, balancing
between the time required for training and the accuracy of
cell borders detection. For training the Levenberg-Marquardt
backpropagation approach [26] was used since for the consid-
ered problem it provided the best regression between network
outputs and network targets. Initial weights and biases were
set randomly.

E. Peaks Detection

The response of a neural network O(x, y) (i.e. edginess
or edge probability map) contains values between 0 and 1
and visibly highlights image information at the borders of
cells. However, the response is not everywhere uniform and
some weaker boundaries are less highlighted. Additionally,
the highlighted edges are few pixels width, thus borders
detection can not be accurately performed via image thresh-
olding. Therefore, in order to precisely define border location
analysis of local network response maxima is performed via
peaks detection. Particularly, the network response image O is
processed independently row by row and column by column.
Each row rj such that O = [rj ]W×1, j ∈ {1, . . . , H} and each
column ci such that O = [ci]1×H , i ∈ {1, . . . ,W} (where W ,
H denote image width and height respectively) is processed
separately. The values contained in each column ci and each
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a) b)

d) e)

c)

f)

Fig. 4. Image features considered during cells segmentation; a) original colour image IRGB ; b) v (value) colour component; c) average v̄; d)standard
deviation σv ; e) vesselness V; f) scale Vσ .
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Fig. 5. The structure of a feedforward neural network used in this research.

row rj are treated as a signal in which local peaks indicate
edges. A local peak is a data sample that is larger than its
nearest neighbouring samples. If a peak is flat, only the point
with the lowest index is considered. In order to diminish the
number of local maxima around the cell boundaries only peaks
higher than some threshold TPeakHeight are considered. The
idea of peaks detection is sketched in Figure 6 which shows
the distribution of neural network response over a sample row.
Peaks of the accepted height are marked with red circles. The
pseudocode of the complete procedure of cell edge candidate
detection is shown in Algorithm 1.

F. Cleaning

Together with real boundary segments, the cell edge can-
didate detection procedure produces also some small isolated
groups of pixels which do not belong to the cell boundaries.
In the in the last step of the proposed approach these regions
are removed.

The cleaning procedure incorporates a sequence of the
following morphological operations performed on a binary
image:

• removal of isolated pixels
• dilation with a small structural element

the aim of this step is to close small gaps in the cell
boundaries and thus make boundaries continuous; in this
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Fig. 6. The idea of local peaks detection. Peaks of the accepted prominence are marked with red circles.

Algorithm 1 The Algorithm for Cell Edge Candidates Detec-
tion

Input: O – output of the neural network, W – image width,
H – image height

Output: E – cell edges (edginess local peaks)

1: E ← [0]W×H

2: k ← {(x, y) : O(x, y) > 0}
3: TPeakHeight ← median(O(k))/2

4: foreach column ci ← O(1 : H, i), i ∈ {1, . . . ,W} do
5: l← findpeaks(ci, TPeakHeight)
6: n← card(l)
7: foreach peak location p← l(a), a ∈ {1, . . . , n} do
8: E(p, i)← 1
9: end foreach

10: end foreach

11: foreach row rj ← O(j, 1 : W ), j ∈ {1, . . . , H} do
12: l← findpeaks(rj , TPeakHeight)
13: n← card(l)
14: foreach peak location p← l(a), a ∈ {1, . . . , n} do
15: E(j, p)← 1
16: end foreach
17: end foreach

study a square structural element of a size 5×5 pixels was
used;

• skeletonization
for this purpose the iterative thinning is used; the aim
of this step is to provide one-pixel-width boundaries of
endothelial cells;

• pruning
aiming at removal of spurious branches of skeleton which
mostly include fragments of discontinuous boundaries.

The results of the consecutive steps of the proposed ap-
proach applied to a sample endothelial image are shown in
Figure 7. In particular Figure 7a shows value colour compo-
nent v of a sample input image. This is followed by image v̂
after background removal shown in Figure 7b. The output O
of a feedforward neural network is presented in Figure 7c and

followed in Figure 7d by the map of network response local
maxima. The map after cleaning M is presented in Figure 7e
and overlaid on the original image in Figure 7f.

IV. RESULTS AND DISCUSSION

For verification purposes the endothelial cell Alizarine
data set was divided into two equal subsets (i.e. containing 15
images each). First, images denoted by even numbers were
used to train the neural network T (a training set). Next,
images denoted by odd numbers were used as a testing set.
Particularly, the proposed cell edges detection procedure was
applied to each image within the testing set. The network
training took about 10 minutes while segmentation of a single
image lasted for about 2 seconds (PC computer, 24 GB RAM,
Intel Core i7, 3.2 GHz).

The accuracy of the proposed approach on testing set was
assessed twofold. First, the alignment between the ground
truths and segmentation results was investigated. Particularly,
the results M of cell segmentation were compared with
the ground truth results G by means of mean square error
(MSE), correlation (COR) and DICE measure (DIC) given
by Equations 3-5. During the assessment, edge pixels were
considered as object. Since in the ground truths G the edges
were few pixels width, they were skeletonized (by thinning)
prior to comparison. The results of the above comparison
are summarized in Table I with image ID given in the first
column and the mean values given in the last row. In the
comparison, only the regions with known ground truth borders
were considered.

MSE =
1

K

∑

x

∑

y

(M(x, y)− G(x, y))2 (3)

where K denotes a number of pixels in a considered image
region.

COR = ∑
x

∑
y(M(x, y)− M̄)(G(x, y)− Ḡ)

√
(
∑

x

∑
y(M(x, y)− M̄)2)(

∑
x

∑
y(G(x, y)− Ḡ)2)

(4)

DIC =
2|M ∩ G|
|M|+ |G| (5)
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a) b) c)

d) e) f)

Fig. 7. Consecutive steps of the proposed approach; a) original image IRGB ; b) value colour component v; c) output of the neural network O ; d) results
of local peaks detection; e) final result M - cleaned and pruned map of local peaks; f) final result overlaid on the original image.

Additionally, the comparison was made between the number
N of cells in the segmentation result and in the ground truth
image NGT as well as the corresponding average cell sizes
S̄ and S̄GT . Cell sizes were measured in pixels. Additionally,
the absolute error δN of the determined cell number and the
absolute error δS̄ of the average cell size were calculated
according to Equations 6 and 7 respectively.

The results of this comparison were summarised in the
Table I with image ID given in the first column and the
mean values of errors given in the last row. Again, in the
assessment, only the regions with known ground truth borders
were considered.

δN =
N − nGT

nGT
× 100% (6)

δS̄ =
S̄ − S̄GT

S̄GT
× 100% (7)

The numerical assessment is supplemented by visual results
in Figure 8. In the upper panel original images are presented.
In the middle pannel the cell edges produced by the proposed
approach are overlaid on the original images. Finally, in the
bottom panel results are compared with the corresponding
ground truths. Particularly, white colour indicates regions
where both results overlay. Green colour corresponds to false

TABLE I
THE NUMERICAL ASSESSMENT OF CELL SEGMENTATION ACCURACY WITH
RESPECT TO CELL BORDERS ALIGNMENT LEVEL. MSE - MEAN SQUARED

ERROR, COR - CORRELATION, DIC - DICE.

ID MSE COR DIC

1 0.015 0.802 0.810
3 0.013 0.808 0.814
5 0.015 0.832 0.839
7 0.013 0.824 0.831
9 0.014 0.824 0.831

11 0.020 0.817 0.827
13 0.013 0.819 0.826
15 0.024 0.814 0.826
17 0.018 0.831 0.840
19 0.016 0.844 0.852
21 0.021 0.773 0.784
23 0.021 0.815 0.826
25 0.011 0.842 0.848
27 0.014 0.832 0.840
29 0.029 0.778 0.793

avg 0.017 0.817 0.826
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TABLE II
THE NUMERICAL ASSESSMENT OF CELL SEGMENTATION ACCURACY WITH

RESPECT TO MORPHOMETRIC PARAMETERS. N - THE DETERMINED
NUMBER OF CELLS, NGT - THE GROUND TRUTH NUMBER OF CELLS, δN

- THE ABSOLUTE ERROR OF THE DETERMINED NUMBER OF CELLS, S̄ -
THE DETERMINED AVERAGE CELL SIZE, S̄GT - THE GROUND TRUTH CELL

SIZE, δS̄ - THE ABSOLUTE ERROR OF THE AVERAGE CELL SIZE.

ID N NGT δN[%] S̄[px] S̄GT[px] δS̄[%]

1 264 283 -6.714 273,458 260.424 5.005
3 246 264 -6.818 268.984 260.280 3.344
5 311 332 -6.325 292.280 275.873 5.947
7 258 265 -2.642 297.705 289.996 2.658
9 289 303 -4.620 257.114 245.845 4.584

11 394 406 -2.956 300.541 292.680 2.686
13 237 251 -5.578 337.920 319.183 5.870
15 435 467 -6.852 344.414 325.949 5.665
17 358 375 -4.533 343.774 328.483 4.655
19 359 364 -1.374 326.019 324.761 0.387
21 324 356 -8.989 300.213 282.986 6.088
23 391 405 -3.457 331.325 321.736 2.980
25 248 261 -4.981 305.742 291.935 4.729
27 288 300 -4.000 295.892 284.637 3.954
29 440 480 -8.333 347.618 318.096 9.281

avg - - -5.211 - - 4.522

edges introduced by the proposed approach while the missing
edges are shown in magenta. For presentation purposes the
best result (case 19, Fig. 8a), the worst result (case 29, Fig. 8b)
and the "average" result (case 13, Fig. 8c) were selected.

Based on both the numerical and the visual results it can be
concluded, that the proposed approach performs reasonably
well. The visual results in Figure 8 clearly show, that the
borders produced by the proposed approach and the ground
truth are well aligned. This is confirmed by the average
values of correlation and DICE equal to 0.817 and 0.826
respectively (see Tab. I). These measures should be considered
high, especially having in mind that edges considered here
as object are one pixel width and even slight displacement
of the edge may decrease these measures, not necessarily
meaning that the cell segmentation failed. This effect also can
be observed in Figure 8. Additionally, both correlation and
DICE measure would have been higher, if the edge pruning
hadn’t been performed in order to obtain closed borders only.
High accuracy of the results is also confirmed with very low
MSE on average equal to 0.017 (ranging from 0.013 to 0.029).

From Table II it can be seen, that the proposed method
slightly underestimates the number N of the detected cells.
This in turn increases the average cell size and will increase
the determined cell densities. The corresponding, average
error δN of the determined cell number equals to -5.2%
(ranging from -2.6% to -9.0%) while the resulting cell size
determination error is on the average equal to 4.5% (ranging
from 2.6% to 9.3%). In the case of the considered study it
corresponded on average to 18 cells which were joined with

their neighbours (ranging from 7 cells in the case 19 to 40
cells in the case 29). However, this can be fast corrected by
manual editing which in the worst case considered in this study
requires drawing c.a. 20 lines and takes definitely less time,
than manual segmentation.

V. CONCLUSIONS

The proposed approach for endothelial image segmentation
provides promising results without user intervention. Addition-
ally, the results are provided in a reasonable time. Although
the architecture of a neural network incorporated in the ap-
proach was simple, it was capable of delineating accurately
most of endothelial cell borders. The results seem even more
promising, when one notices that the training dataset contained
only several images. It should be also highlighted, that in the
ground truth images used for neural network training, only
well defined borders were marked. Unsharp and blurry borders
were not highlighted and thus it was not possible to train the
neural network to recognize this kind of borders. Therefore,
the future work will be concentrated on extending the training
dataset by corneal endothelium images of low quality in order
to make the proposed method capable of segmenting low
contrast borders.
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Abstract—In this paper, we discuss the generation of symbols
(and alphabets) based on specific user requirements (medium,
priorities, type of information that needs to be conveyed). A
framework for the generation of alphabets is proposed, and its
use for the generation of a shorthand writing system is explored.
We discuss the possible use of machine learning and genetic
algorithms to gather inputs for generation of such alphabets
and for optimization of already generated ones. The alphabets
generated using such methods may be used in very different
fields, from the creation of synthetic languages and constructed
scripts to the creation of sensible commands for multimodal
interaction through Human-Computer Interfaces, such as mouse
gestures, touchpads, body gestures, eye-tracking cameras, and
brain-computing Interfaces, especially in applications for elderly
care and people with disabilities.

I. INTRODUCTION

THE NEED to create writing systems has been with
humankind since the dawn of time, and they always

evolved based on the concrete challenges the writers faced. For
example, the angular shapes of the runes are very convenient
to be carved in wood or stone [1]. The rapid increase of
available mediums in the recent decades determined the need
for many more alphabets, for very different use cases, such
as controlling computers using touchpads, mouse gestures or
eye tracking cameras. It is especially important for elderly
care applications [2] on the basis of the newly available infor-
mation and communication technologies based on multimodal
interaction through human-computer interfaces like wearable
computing, augmented reality, brain-computing interfaces [3],
etc.

Many approaches for the manual creation of alphabets have
been used, but we are not familiar with a formalized system
for their generation. Manually created alphabets are usually
suboptimal. For example, it might be argued that the Latin al-
phabet favours the writer more than the reader, since it evolved
under the constraints of pen and paper, and those constraints
are much less relevant in the computer age. Fonts which try to
overcome this limitation exist [4]. In a similar fashion, many
systems do not use the possibilities given by the medium
or context, electing to base themselves on already existing
(familiar to the user, but suboptimal context-wise) symbols.
A formalized framework capable of gathering requirements,
generating symbols, grading them on a set of criteria and
mapping them to meanings may be able to overcome many
of those limitations.

The main aim of this paper is to propose a formalized
framework capable of gathering requirements, generating sym-
bols, grading them on a set of criteria and mapping them

to meanings, which potentially may overcome many of these
limitations. The section II. Characteristics of a Rational Al-
phabet contains the short characterization of basic terms and
parameters of alphabets. The section III. Requirements for
the needed alphabet includes an example description of the
requirements posed for alphabets used for shorthand systems.
The section IV. Generation of Glyphs proposes a method
for the generation of glyphs with examples. The section V.
Evaluation of Glyphs and Alphabets contains discussion of
fitness of glyphs/alphabets in relation to machine learning
methods. The section VI. Discussion and future work dedicated
to discussion of the results obtained and lessons learned.

II. CHARACTERISTICS OF A RATIONAL ALPHABET

”Glyph” is defined as unique mark/symbol in a given
medium. ”Symbol” is defined as a glyph with a meaning
attached to it. ”Alphabet” is defined as a system of such
symbols, including possible modifiers and conventions.

Glyphs are generated and rated first, and meanings are
assigned later; the alphabet as a whole is rated at the very end.
This two-step process design choice is based on performance
reasons (mutating individual glyphs and their meanings at the
same time is too complex for any reasonably-sized alphabet)
and is meant as a starting point for further research and
adaptation.

The following characteristics should generalize well for
almost any alphabet, independently from the medium, dimen-
sionality, and purpose. The vocabulary related to writing 2D
characters with a pen or stylus is used, but this can be replaced
with any other device.

A. Writing comfort and ergonomics

For our purposes, we define comfort as ”how easy and
enjoyable is to use the alphabet”.

• How much mental effort does the recall of the symbols
require (ease of recall)

– How familiar are the symbols to the user at the
moment he is writing.
∗ Similarity to already known stimuli
∗ Availability of a mnemonic system

• Fluency/flow, both for individual letters and their usual
combinations.

• Physical limitations. For example, some strokes might be
easier to write if someone is right-handed, or holds his
pen in a certain way.

We suggest the following metrics as starting points for
future research and discussion:
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1) Mental effort: We think that this would be best measured
via existing methods and some new methods of fatigue esti-
mation on the basis of machine learning methods [5]. Changes
in pupil size might be an especially interesting avenue in this
aspect [6], as something objective and easy to measure.

If memory is more an issue than cognitive load, than
generating the alphabet in such a way so that the glyphs can be
”calculated” at writing time might help; as a very example of
this, when we were manually creating our shorthand system,
we decided to encode time, modality, and person via a single
glyph consisting of three parts.

2) Fluency: Possible metrics for fluency could be:
• Number of shap angles per glyph.
• Curvature per glyph. Both can be defined as sum the sum

of absolute changes in direction per unit of distance.
• Ratio of strokes that mean something semantically, as

opposed to ”connecting one glyph with another”, to the
entire number.

• Number of easily connectable glyphs following each
other in an average text, so that as little unnecessary
movements are made. For example, given a representative
source text,

c =

n∑

i=1

n∑

j=1

E(gi, gj)P (gi, gj)

, where n is the number of existing glyphs, E(gi, gj) is
how ”easy” are the two glyph to connect, P (gi, gj) is
how the probability gi will be directly before gj .

B. Writing speed

Defined not as ”how fast the pen moves”, but rather ”how
much time is needed to convey the needed information”.

• How fast are individual glyphs to write. This intersects
heavily with ”Fluency”.

– Fluency from the subsection above.
– How much the pen needs to travel to form the glyph.

• How much ”meaning” can be encoded in one glyph. This
is directly related to redundancy and entropy, discussed
in the following sections.

• The more simple glyphs should be mapped to the most
common symbols.

A potentially interesting experiment would be timing people
using the system, and dividing the amount of information
written by the time taken; but this would raise questions about
the input information. Accurately calculating the entropy of the
conveyed information for this purpose would be practical only
for alphabets used in very narrow and formalized contexts.

C. Ease of recognition

• How different are the glyphs between each other
• how much are distortions likely to worsen the recognition

of the glyphs.
Additionally, here various memory biases and characteris-

tics of human memory will be at play (see, for example,the
Von Restorff effect [7]).

D. Universality

Ideally, the glyphs should generalize well. That means
that once learned for styluses,the same alphabet shouldn’t
be too hard to port to other mediums without losing many
of the above mentioned characteristics. Excepting changes of
dimensionality (3D-gestures might be hard to port to a 2D-
stylus), this is probably the hardest to quantify and account
for.

III. REQUIREMENTS FOR THE NEEDED ALPHABET

Most writing systems have been heavily influenced by the
constraints inherent in their area of use — purpose, charac-
teristics of the information they needed to convey, materials.
Even naturally evolving systems tend to converge towards
local optima rather than a global optimum. Requirements and
use patterns may gradually change, while the systems may be
stuck in a state that is not optimal anymore. Therefore, a very
careful analysis of the requirements and limitations is needed.

As example of applying our requirements above to our case
of shorthand system, we can consider the following:

1) On a purely symbolic level:
a) Writing letters

i) number of strokes needed to encode individual
letters

ii) complexity of the resulting glyph
b) Writing words

i) connections between individual letters (glyphs)
ii) how likely are letters that are easy to connect

to each to be represented by easily connectable
glyphs

iii) if all existing glyphs are not identical in com-
plexity, what is the ratio of easy-to-write glyphs
to the complex ones in a typical text (the bigger
the ratio, the better)

2) Writing sentences:
a) are there any often-repeating words or groups of

words which, when replaced by a shorter, even if
complex, symbol, would lead to a gain in time?
(”The” as a typical example).

3) On a semantic level: Are there any grammatical cate-
gories or modalities that are represented in natural text
with many letters, that when replaced by a single glyph
or a modifier, would lead to a gain in time? (tenses,
number, gender, hypotheticals, ...). The above mentioned
symbol encoding time, modality, and person, to shorten
words like ”they would have been able to”, happened at
this level of abstraction.

4) On an information theoretical level: How much redun-
dancy is needed? How many errors in transcription can
happen before the message becomes either unreadable or
its meaning is distorted? (Natural languages are redun-
dant via multiple mechanisms, notably via agreement in
person, gender, case... Errors or interferences will still
allow to understand whats being said, up to a certain
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Fig. 1. Example of generated glyph with low fitness

Fig. 2. Glyph with higher fitness

point. This may not be the case for constructed writing
systems, if they are built with low redundancy.) [8]

One way to quantify some of the above would be analyzing
source texts. At the end, at least the following information
should be available:

• frequencies of individual letters pi
• most-needed connections cij
As example of how the information can be used, let’s

consider again our hypothetical shorthand system. Each of the
generated glyphs can have three possible starting and ending
strokes, represented by integers, and positioned at different
heights.Is, Ie = {0, 1, 2} Glyphs i, j where ie = js are
considered easily connectable. Using this information, later
we can map the glyphs to meanings in such a way, that the
letters that are most likely to follow each other are more likely
to be represented by easily connectable glyphs. The problem
would be trivially solvable by having all glyphs start and end
at the same point, but this would make it harder to differentiate
the individual glyphs.

IV. GENERATION OF THE GLYPHS

The second part of the proposed framework is the generation
of possible glyphs. In this paper, Bezier curves have been
used to generate the glyphs and calculate some of the needed
metrics. During the generation of the example glyphs, we
made the following assumptions about the alphabet for which
the glyphs are generated:

1) The glyphs have a definite starting and ending point; the
number of such points is limited, to facilitate connecting
the symbols to each other.

2) The stroke width does not vary (as, for example, in
the case of Pitman shorthand), because of the low
availability of pens able to convey even two levels of
thickness and of low average penmanship skill in most
people. (Though using it as a third or fourth dimension
would certainly be possible.)

3) The symbols will fit into a square bounding box.
The generation of glyphs starts by fixing a definite starting
and ending point and then adding a semi-random number of
control points. Figures 1-3 are examples of glyphs generated
using the above rules.

V. EVALUATION OF GLYPHS AND ALPHABETS

In this stage, the fitness of each glyph is determined. Many
approaches are possible, and they heavily depend on the
context and the medium for which the generation is being
done. For our shorthand system, the main criteria were length
and simplicity. The number of control points has been used
as a proxy of fitness and has been partly accounted for in
the generation phase (empirically, the more control points the
more chaotic the glyph is). The second metric is complexity,
which may be loosely defined as ”how hard it would be to
write this symbol using a pen”. For our purposes, complexity
is defined as c

l , where c is the sum of the angles in the
polygonal representation of the curve (informally, how curved
the glyph is; the more curves there are and the sharper the
individual curves are, the bigger the value is), and l is the
length of the curve (a certain amount of curves on a large
glyph should not be penalized as much as the same amount on
a smaller one). C is calculated by converting the curve between
the first adjoining control points to a polygon, summing the
absolute value of the angles between all adjoining lines, and
repeating the process for all the successive control points.
c =

∑n
i=1

∑p
j=2 Ln(ji, ji − 1), where n is the number of

control points, p is the number of lines used to approximate
the curve, L is the angle between two lines, and ji is the line
after the control point i.

The reasons for defining c as we did are manifold, one of
them being that a very similar metric is used for evaluating

Fig. 3. The simpler a glyph is, the higher fitness it has
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the similarity of the two glyphs to each other. Much better
metrics are possible.

The subjective reactions to signs might vary between people,
differences due to age, cultural and/or language background
are probable. This might be a promising area to study with
the help of machine learning. Data like ”Symbols similar to X
perform poorly with demographic Y” would be valuable for
creating alphabets when something about the probable users
is known.

Additionally, machine learning would open the doors for
custom-tailored systems, where users rate some symbols and
based on their feedback predictions are made about what
other symbols they might like, remember and use. The first
mapping of the generated glyphs, before its fitness is rated, is
necessarily very tentative. In this paper we have not touched
grammatical modalities and ways to shorten them in great
detail, as they would merit quite a lot more research and space
(and, probably, their own paper); regardless, they would have
their place at this step of the framework. For an alphabet, our
goals could be the following:

1) As much high-fitness letters as possible
2) Letters which are found the most often should have the

highest fitness (that is, be as simple as possible).
3) The letters should be unlike to each other
4) The letters should be easily connectable
The most important requirement is for the letters to be

unlike each other. This is needed both for the resulting text
to be readable (the existance of a 1-to-1 mapping between a
text written in shorthand and a normal text, or at least for the
resulting text being readable using contextual clues) and for
improving the memorization of the glyphs (memorizing many
similar stimuli is much harder than many different ones, unless
a good framework for memorization is given, such as dividing
symbols in parts).

For our purposes histogram comparison was the most
straight-forward to implement. The data for the histogram is
provided by the angles computed at the previous step. Basic
shapes and turns would be recognizable, and the difference
between the two makeshift histograms would approximate the
difference between the glyphs. Here, Dij is the difference
between glyphs i, j.

Therefore, one formula for the fitness could be:

f =
n∑

i=1

fi +
n∑

i=1

n∑

i=1

Dij +
n∑

i=1

fipi

and the glyphs are picked so that the above formula is
maximized. (The formula above does not include connections.)

A genetic algorithm at this point would attempt adding/re-
moving/moving control points, switching glyphs between let-
ters, introducing mirror-distortions etc. etc.

VI. DISCUSSION AND FUTURE WORK

The basic ideas of this framework can be applied for
the generation of any alphabet used in the real world. For
touchpads, for example, connections may be built not using

three possible endings, but 2D-points on the screen instead,
and multitouch and weight-sensitivity may be included in the
generation. By adding dimensions, 3D-gestures alphabets may
be created. Much better heuristics for fitness may be created by
more precise algorithms, machine learning and use of biology
and cognitive science. The approaches demonstrated here are
general enough to allow an enormous amount of flexibility in
the kind of alphabets they may be used to create. One of the
more interesting avenues of further research would be creating
algorithms for mapping glyphs to semantics, both to letters and
to more complex grammar categories or structures. Finding
(with AI?) the categories which could be shortened to one or
two symbols is challenging by itself, but not all of the possible
patterns found by an AI would be intuitive enough for a person
to use or even to understand.
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Abstract—Recently, there has been an increasing number of
attempts to analyze sport activities through the combination of
sports science and ICT technology. In the case of soccer, several
leading companies have already developed tracking techniques
for players to automatically acquire sports analysis data. How-
ever, the automatic extraction of event data for analyzing the
sports games is limited to the level of academic research, and the
field still depends on the manual work of professional analysts.
This paper proposes a soccer event recognition technology based
on pattern matching. As can be seen from the experimental
results, it is possible to recognize various events much more
accurately than the event recognition technology at academic
research level.

I. INTRODUCTION

RECENTLY, a case attempting to analyze sports activity
through sports science and ICT technology combines

increased. In particular, in the case of soccer and baseball
games, as shown in Table I, several leading international
companies have already developed tracking techniques for
players and balls to automatically acquire sports analysis
data [1]. However, the automatic extraction of event data for
analyzing the contents of sports games is a mere academic
research level. Especially, in the case of soccer games, it is
still dependent on the manual work of professional recorders
and analysts.

TABLE I
MAJOR COMMERCIAL SPORTS ANALYSIS SYSTEM

Products Sports Special features

TRACAB Soccer Video-based real-time 3D player tracking tech-
nique created using rocket tracking technology

Viper Soccer
Sensor-based technology to measure player’s
speed, acceleration, maximum speed and heart
rate during sports game

Prozone Soccer Player tracking and real-time game analysis
based on big data

Club
Portal Soccer Real-time player tracking and handwriting input

based event extraction

Hawk-Eye Soccer
Tennis

Goal line out detection based on high-speed
multi cameras

SportVision Baseball
Player/Ball recognition and tracking in MLB by
using the composition of radar and video-based
tracking technology

FreeD Baseball 3D play motion reconstruction by using high-
speed multi cameras

In this paper, we propose a soccer event recognition tech-
nique based on pattern matching that can solve the problems of
existing academic research and apply it to real field of soccer
event recognition technique.

The composition of this paper is as follows. In Sec. II,
we describe the existing researches. In Sec. III, we propose
automatic pattern matching based soccer event recognition.
Sec. IV shows the experimental results of the proposed
method. Finally, Sec. V discusses the conclusions and future
research directions.

II. PREVIOUS WORKS

The existing event recognition techniques using soccer
video are largely based on video-shot and voice based. First, in
the case of video-shot based event recognition, the sequence
of the method of shooting the game for each event in the
soccer broadcast video is defined in advance for recognizing
the goal, shooting, corner kick, free kick, penalty kick and
foul [2], [3]. That is, firstly, the given soccer broadcast video
is classified into a close-up view, a short view, a long view,
and a crowd view, and then a pattern of each view is displayed
for each event. On the other hand, in the case of voice-based
event recognition, a method of recognizing the occurrence of
important events by recognizing the referee whistle sound and
the voice loudness and style of the commentator and spectators
was used [4].

The above conventional methods are not based on the
action of the object such as the player/referee who perform
the actual game, but rather recognize audio/video clues in
broadcast soccer video and recognize main event based on it.
Therefore, it has a limitation that it can not sufficiently reflect
the change of the shooting technique or the reaction pattern
of the spectator and the commentator which is different from
the predefined pattern. In addition, the existing technique can
not recognize the event itself because it does not accurately
understand the movement and motion of the player/referee.
Therefore, rather than classifying and analyzing each event
accurately, it has a limitation that it focuses more on producing
highlight video by grouping the recognized points on the
assumption that the main event will exist at the recognized
point in time.

Taking all the above into consideration, we need a way
to accurately identify soccer events through the position and
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Fig. 1. Block diagram for soccer event recognition system

motion information of the objects directly related to the game,
such as the players/referees/ball, not the indirect clues related
to the game, such as the camera movement and the response
of the spectators/commentators.

III. PROPOSED METHOD

The proposed event recognition system is shown in Fig. 1.
As can be seen in the figure, the proposed soccer event
recognition system comprises multi-object tracking unit for
recognizing the position and size of the players/referees/ball
from the given video, a motion recognition unit for classi-
fying each tracked object, and an event recognition unit for
recognizing the event on the basis of the recognized per-object
motion and position information. That is, in order to recognize
the event in the soccer game by using the proposed method,
techniques development for multi-object tracking and motion
recognition should be preceded.

The multi-object tracking unit receives the soccer video as
input and extracts the position and size information of the
players/referees/ball in the game and delivers it to the next
stage. Here, the tracker for the players/referees and the tracker
for the balls are classified into two modules because they
should be developed on the basis of different algorithms based
on the characteristics of the objects.

The motion recognition unit receives the tracking infor-
mation of the players/referees as an input, first classifies

TABLE II
MOTION LIST FOR EACH OBJECT CLASSIFIER

Main referee Assistant referee Field player
Walking without

hand gestures
Walking without

flag gestures Walking

Running without
hand gestures

Running without
flag gestures Running

Pointing with
one arm

Walking sideways
without flag gestures

Corner Kick
Free Kick

Lifting yellow card Lifting the flag
over the head

Kick with
wielding arm

Lifting red card Lifting the flag
to the chest height Throw in

Pointing
with the flag Lying down

TABLE III
EXAMPLES OF EVENT RECOGNITION PATTERN

Event Examples of recognition pattern

Shooting
The player had a ball
→ The player made a kick motion
→ The ball moved in the direction of the goalpost

Pass
The player had a ball
→The player made a kick motion
→The ball moved to the same team player

Tackle
The player made a walking or running motion
→The player made a lying down motion
→The opponent with a similar position

Corner kick

The positions of player and ball are similar and near the
corner kick position
→The player made a kick motion
→The ball moved (to anywhere)

Free kick

The main referee made a pointing with one arm motion
→The positions of player and ball are similar
→The player made a kick motion
→The ball moved (to anywhere)

Penalty kick

The main referee made a pointing with one arm motion
→The positions of player and ball are similar and near
the penalty kick spot
→The player made a kick motion
→The ball moved in the direction of the goalpost

Offside

The assistant referee made a lifting the flag over the head
motion
→The assistant referee made a lifting the flag to the chest
height motion

Foul The main referee made a pointing with one arm motion
Card The main referee made a lifting yellow or red card motion

Assist
Recognizing the pass event
→Recognizing the shooting event
→The position of ball is inside the goal line

Player
substitution

The main referee made a pointing with one arm motion
→One player leaves the field
→Another player from the same team enters the field

each object by the players/main referee/assistant referees, and
performs motion recognition for each classification. Table II
shows the motion list for each object classifier that will be
recognized by the motion recognition unit in order to finally
aim at event recognition.

The event recognizing unit finds the sequence of motion and
position information of objects which is similar to a predefined
event pattern inside the event pattern database through a
pattern matching technique and outputs it as a recognized
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Fig. 2. Derived assistant referee DFA for soccer event recognition

soccer event. Here, the events to be recognized in this paper
are the 11 major soccer events being defined and used by the
Korea Professional Soccer Federation. Table III shows some
examples of patterns for each event included in the event
pattern database [5].

If we look at the characteristics of the pattern defined
in this table, it can be seen that an arbitrary state can be
expressed by integrating the position and motion information
of the object. Then, if the state moves from one state to the
next state and reaches the final state, it can be seen that the
pattern is defined so that the event can be recognized. Through
this consideration, we derived a deterministic finite automata
(DFA) consisting of states and transitions from event patterns
to implement a pattern-based event recognizer. An example of
the derived event DFA is shown in Fig. 2.

IV. EXPERIMENTAL RESULTS

In order to develop the proposed soccer event recognition
technique and to test its performance, it is necessary to de-
velop a multi-object tracker and a motion recognizer. For this
purpose, we implemented the multi-object tracking technique
proposed by Kim et al. [6] and the deep learning based soccer
object motion recognizer proposed by Lee et al. [7]

As videos for this experiment, we selected 3 games of the
K League Challenge 2016 and conducted the experiment. The
game was taken at 4K 30fps, and the camera was installed in
a fixed form and the entire area of the stadium was recorded
with one camera. Snapshot samples of the captured video are
shown in Fig. 3.

In the DFA configuration for event recognition, ownership
of the ball was the most important issue. In the paper, the
simplest assumption is that the corresponding object has a
ball whose distance between the ball and the object is below
the threshold. If there are more than two objects below the
threshold, it is assumed that the closer object has the ball. The
threshold setting for the experiment was set to 0.5 meters.

The finally derived DFAs are three, and the key object
of each DFA is main referee, assistant referee, and ball
respectively. The main referee DFA was designed to recognize
foul and card events, and the assistant referee DFA was
designed to recognize offside and foul events. In the case

Fig. 3. Snapshot samples of the K League challenge 2016 for the experiments

Fig. 4. Derived ball DFA for soccer event recognition

of ball DFA, it was designed to recognize shooting, pass,
corner kick, penalty kick, and assist events. In the case of
tackle and player substitution events, it is difficult to define
the relationship among multiple objects. Thus, we excluded
those events recognition attempt in this paper. The derived
assistant referee DFA is shown in Fig. 2, and the ball DFA is
shown in Fig. 4. In the case of the referee DFA, the complexity
is very simple so it is not included in this paper.
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TABLE IV
RESULTS OF PROPOSED SOCCER EVENT RECOGNIZER

Events The number
of occurrences

The number
of recognitions

Recognition
rate

Shooting 14 7 50%
Pass 35 21 60%

Corner kick 18 11 61.1%
Free kick 10 4 40%

Penalty kick 3 3 100%
Offside 15 14 93.3%

Foul 17 10 58.8%
Card 5 4 80%

Assist 3 1 33.3%

(a) Offside event recognition by assistant referee DFA (before, after, result)

(b) Corner kick event recognition by ball DFA (before, after, result)

(c) Shooting event recognition by ball DFA (before, after, result)

Fig. 5. Example of soccer event recognition result based on pattern matching

Table IV and Fig. 5 show the results of the soccer event
recognition experiment through the assistant referee and Ball
DFAs. The table shows that the simpler the object motion and
the fewer the related objects, the higher the accuracy of event
recognition. Also, as shown in the figure, the proposed event
recognizer accurately reports detailed information such as the
start/end points of the event and the related object position,
unlike the level of existing academic researches, when the
event recognition is successful.

However, the proposed technique does not have enough
event recognition accuracy. This is mainly due to the perfor-
mance problems of multi-object tracker and motion recognizer,
and the lack of available event patterns. In order to recognize
the accurate event, the position of the objects obtained through
the multi-object tracker must be precise, and then the mo-
tions of the recognized object must be accurately recognized
through the motion recognizer. However, the tracking accuracy
of the current tracker is about 90% for the player/referee
and about 70% for the ball, and the recognition accuracy
of the motion recognizer is about 85% for the recognized
tracking result. Therefore, the cumulative errors in these two

parts will inevitably affect the accuracy of event recognizer.
In addition, there are cases in which the recognition pattern
of each soccer event has not been enough so that the event
occurrence situation is not recognized. These problems are
expected to gradually improve over time.

V. CONCLUSION AND FUTURE DIRECTIONS

Along with the trend to integrate ICT technology into the
sports area, it is also attempting to understand the game clearly
by extracting low level statistics in the soccer game. Of course,
attempts to automate high-level event recognition through ICT
technology are ongoing, but it is still in the hands of skilled
professionals.

In this paper, we propose a method to recognize specific
event type, occurrence timing, and generated object by us-
ing event pattern matching technique based on multi-object
positions and motion information from soccer game video.
Therefore, it is possible to recognize more specific events than
conventional techniques that recognize only main events using
shooting pattern or audio information for event recognition.

In the future, we will further refine the proposed technique
and try to recognize a higher level of soccer game strategy that
can be composed of a set of position/motion/event. In addition,
if the original idea of the proposed technology is appropriately
used, it will be very useful not only in the soccer game, but
also in the video understanding application such as the analysis
of other sport fields and CCTV based human behavior analysis
in which similar patterns of events occur.
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Abstract—We consider a digital watermarking system intended
for an embedding of additional information into audio (typically
musical) files that should be resistant against a removal attack.
The proposed embedding procedure is based on a reverberation
and extraction procedure executing a cepstral transform. A
removal attack based on blind dereverberation is investigated
both theoretically and experimentally. In order to prevent such
an attack, a slight modification of the embedding procedure
is also proposed. Further experiments show that the proposed
watermarking system provides both a good quality of the cover
audio-signal and a sufficiently large embedding rate.

Index Terms—Audio watermarking, blind dereverberation,
cepstrum, reverberation

I. INTRODUCTION

IT is well known that the technology of digital watermarking
(WM) is the most effective approach to provide copyright

protection for digital media products. Examples of such prod-
ucts are the digital audio and video works. In the current paper
we consider audio works (first of all musical files presented
as digital signals in format wav). Such objects in which it is
necessary to embed an additional information will be called in
the sequel cover objects (CO). Dishonest users (pirates indeed)
may try to remove the embedded WM without remarkable
corruption of the CO hoping to illegally redistribute them to
other users. They may accomplish the desired result after some
processing of the watermarked objects in such a way that the
legal users were unable to extract WM correctly from the
redistributed copies and consequently they will be unable to
perform a forensic consideration against pirates.

On the contrary, the owners of the products may try to
embed into the CO a WM that cannot be removed without
significant corruption at the CO. A significant corruption
of CO results in their lower values at the market and a
redistribution occurs useless.

Several embedding WM techniques for audio-signals are
well known and they have been extensively used, e. g. phase-
shift-keying (PSK) modulation [1] or WM system based on
echo hiding (EH) [2]. But as it was shown [2], [3] that within
both PSK and EH WM systems the embedded WM can be
easily removed without significant degradation of the CO.

The use of spread spectrum signals in the embedding
procedures that are controlled by a secret stegokey seems to

be very attractive. But a more carefull consideration [4] shows
that such signals are vulnerable to desynchronization attacks.

At a single glance, the use of a reverberation procedure with
a secure pulse response of the reverberation filter, controlled
by a stegokey, is the best approach. In fact, on the one hand
the use of a reverberation with filter pulse response close to
a room pulse response filter provides a good quality of audio
CO [5]. On the other hand, the use of complex pulse response
forms prevents a compensation of reverberation (making a
dereverberation – in other words) that could be allow to
remove the embedding.

But unfortunately, a changing of pulse response form on
every bit interval results (as our experiments showed) in a
significant corruption of CO. Therefore we propose some
“intermediate” approach that is presented in Section II. But
without some additional transforms, described in Section IV,
the WM system presented in Sections II and III will be yet
vulnerable to the blind dereverberation attack described in
those sections also. The proposed modified WM system is
presented in Section IV. Section V concludes the paper and
presents some open problems for the future work.

II. ATTACK ON A WM SYSTEM THAT IS BASED ON THE
EMBEDDING WITH A REVERBERATION USAGE

Let us assume that a given WM system uses some fixed
(but sufficiently complex) reverberation filter pulse response
(hb(n))

N
n=1 for all watermarking session, where N is the

number of samples on every bit interval. In order to embed bits
b = 0 or b = 1 it is used only fixed but different time delays
with each filter corresponding to additional information. Then
the digital WM-ed signal (Z(n))

N
n=1 on each bit interval can

be presented as follows:

∀n = 1, . . . , N : Z(n) = S(n) ∗ hb(n) , b ∈ {0, 1} (1)

where (S(n))
N
n=1 is the input audio signal (CO), (hb(n))

N
n=1

is the filter pulse response depending on the embedding bit
b, ∗ is the operation of convolution, and N is the number of
samples on each symbol interval. By applying the cepstrum
transform to both sides of (1) we get [6]:

∀n = 1, . . . , N : Z̃(n) = S̃(n) + h̃b(n) , b ∈ {0, 1} (2)
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where ˜ denotes the cepstrum transform:

C(x)(n) =
1

N

N−1∑

k=0

e
2π
N ιnk (ιΘ(k) + log x′(k)) = x̃(n) (3)

with

∀k = 1, . . . , N : x′(k) =
N−1∑

m=0

e−
2π
N ιmk x(m),

(x′(k))Nk=1 is the signal amplitude, (Θ(k))
N
k=1 is the signal

phase and ι =
√
−1.

In reality, relation (2) is only an approximation of a finite
signal. The accuracy of expression (2) depends on the number
of zeros added to the finite signal. If the number of added
zeros is sufficiently large, then relation (2) holds with small
errors. The advantage of (2) compared with expression (1)
consists in the easiness of the cepstrum transform to apply well
known algorithms for optimal receivers [7] if the interference
(S′(n))Nn=1 can be approximated by white Gaussian noise.

The extraction algorithm for such a WM system is the well
known correlation receiver:

b = Arg max
b∈{0,1}

N∑

n=1

Z̃(n)h̃b(n). (4)

Let us assume that an attacker that trying to remove the
WM is able to estimate somehow the filter cepstrum pulse

responses for each b ∈ {0, 1} as
(
h̃′
b(n)

)N
n=1

on each of bit
interval. Then an attack intended to remove WM could be:

∀n = 1, . . . , N : Z̃b(n) = C−1
(
Z̃(n)− h̃′

b(n)
)

(5)

where C−1 is the inverse of the cepstrum transform C given
in (3). (In favor of the attacker, we do not consider here the
hardness to perform the transform C−1.) It is worth to note that
an operation to remove a reverberation from an audio signal
is called blind dereverberation. This problem was investigated
in many papers [8], [9], [10], [11], [12], [13] and others. But
the goal of such signal transform was to make the audio signal
free from additional reverberation interference that may occur
in a natural manner.

In our case, it is not sufficient to make the audio signal
sufficiently free from reverberation just “by ear”. We require
to make impossible WM extraction from the dereverberated
signal even with the use of an optimal receiver. Moreover,
for the purpose of dereverberation removal there were used
multiple microphones placed on some distances one against
another [10] . Of course such approach cannot be used in our
scenario.

Let us estimate the error probability P (incorrect bit b
extraction) for the WM system owner using the decision
rule (4) where

∀n = 1, . . . , N : Z̃a(n) = Z̃(n)− h̃′
b(n).

It is easy to see from (2), (4) and (5) that even for opposite
signals h̃′

0(n) and h̃′
1(n),

P = Pr (1 | 0)

= Pr

(
ξ ≤ −

N∑

n=1

(
h̃0(n)− h̃′

0(n)
)
h̃0(n)

)
(6)

with

ξ =

N∑

n=1

S̃(n)h̃0(n).

After a changing of variables we get from (6),

P =
1√

2πσ2A

∫ Ã

−∞
exp

(
− x2

2σ2A

)
dx (7)

where Ã =
∑N

n=1

(
h̃0(n)− h̃′

0(n)
)
h̃0(n), A =

∑N
n=1 h̃

2
0(n)

and σ2 = Var
(
S̃(n)

)
. (We note that relation (7) holds

whenever σ is a zero mean Gaussian sequence with variance
σ2A.) It is easy to prove that

Ã = A(1− η) (8)

where η = 1
A

∑N
n=1 h̃

′
0(n)h̃0(n). Substituting (8) into (7) we

get after a simple transform

P = 1− F

(√
A(1− η)2

σ2

)
(9)

where

∀x ∈ R : F (x) =
1√
2π

∫ x

−∞
exp

(
− t2

2

)
dt.

(If the signals h̃′
0(n) and h̃′

1(n) are not opposite, then equal-
ity (9) holds as a lower bound (in favour of the attacker).

We see from (9) that if η = 0, namely there is a bad
estimation of h̃′

0(n), then the attack occurs in an inefficient
way. But if η = 1, there results in P = 1

2 , which means a
“break of the legal WM channel”. Then the estimation attack is
effective because it removes completely the WM embedding.

In Fig. 1 there are shown the dependencies of the legal user
error symbol probability calculated by (9) against of parameter
η for different values of A

σ2 .
We see from the dependencies presented in Fig. 1 that in

order to provide high efficiency in the attack it is necessary to
get the parameter η close to the value 0.8. Hence, an attacker
should correctly estimate the filter pulse responses of legal
user. We note first of all that such problem cannot be solved
exhaustively over all possible filter pulse response wave forms.

In fact, the typical length of “room pulse” that keeps a good
quality of a musical file after embedding, is about 180 samples.
Assuming that the pulse response amplitude is at most around
0.2 with respect to audio signal amplitude, we get for a total
number of quantization levels 65536 for the format wav, and
the number of acceptable levels for pulse response will be
about 13107. Then a set of all possible pulse response wave
forms appears with cardinality around 1.4 × 10741, which is
certainly an untractable value for an exhaustion attack.
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Fig. 1. The dependencies of the legal user error symbol probability P against
η for different A

σ2 .

If we assume that the filter pulse responses h̃′
0(n) and h̃′

1(n)
differ only by a fixed and known delay N0 then the attacker
could find all bit intervals I0 corresponding to b = 0 and I1
corresponding to b = 1.

Next it is possible to average separately all cepstrum corre-
sponding wave forms in order to get an approximation of the
cepstrum pulse response as follows:

1

L

[∑

n∈I0

Z̃(n) +
∑

n∈I1

TN0
(Z̃(n))

]

= h̃0(n) +
1

L

L∑

i=1

S̃i(n) (10)

Using (10) and the expression of η in (8) we get

η = 1−

N∑

n=1

h̃0(n)
1

L

L∑

i=1

S̃i(n)

N∑

n=1

h̃2
0(n)

= 1− ε. (11)

Let us find the variance of the random variable ε assuming
that Var

(
S̃i(n)

)
= σ2 and the samples of cepstrum S̃i(n)

are i.i.d. random values. We can write

Var (ε) =

Var

(
N∑

n=1

h̃0(n)
1

L

L∑

i=1

S̃i(n)

)

N∑

n=1

h̃2
0(n)

=
σ2

L

N∑

n=1

h̃2
0(n)

=
σ2

LA
(12)

Next we can use relation (12) for known cepstrum pulse
response h̃0(n) and known parameters L and σ2 in order
to estimate that the parameter η is at most 3Var (ε) with
probability 0.997.

a) Example: Assume A
σ2 = 1

2 , L = 360, then, by (12),
Var (ε) < 6×10−4 and the parameter η is at least 0.98 with the
probability 0.997. Then, from Fig. 1, we see that for the attack
estimation presented above the extracted bit error probability
for legal user occurs close to 0.5 and hence this attack be very
effective. �

But a gap in the attack estimation is the fact that so far it is
unknown how an attacker could be able to find all bit intervals
belonging separately to the embedding of bits.

Since the forms of filter pulse responses are constant for
different bit intervals (in line with our previous assumption)
and they differ only within a fixed delay, the same situation
appears for the corresponding cepstrums. Thus, if for a pair of
bit intervals Ii and Ij corresponding to equal bits b and b̃, b =
b̃, then the following crosscorrelation for the corresponding
cepstrum wave forms Z̃i(n) and Z̃j(n) is obtained:

Λ =
1

N

N∑

n=1

Z̃i(n)Z̃j(n)

=
1

N

N∑

n=1

(
S̃i(n) + h̃b(n)

)(
S̃j(n) + h̃b(n)

)

=
1

N

N∑

n=1

(
S̃i(n)S̃j(n) + S̃i(n)h̃b(n)+

h̃b(n)S̃j(n) + h̃b(n)h̃b(n)
)
. (13)

For the case of different embedding on the i-th and j-th bit
intervals, that is, b 6= b̃, we get

Λ′ =
1

N

N∑

n=1

Z̃i(n)Z̃j(n)

=
1

N

N∑

n=1

(
S̃i(n) + h̃b(n)

)(
S̃j(n) + h̃b̃(n)

)

=
1

N

N∑

n=1

(
S̃i(n)S̃j(n) + S̃i(n)h̃b̃(n)+

h̃b(n)S̃j(n) + h̃b(n)h̃b̃(n)
)

(14)

By comparing equations (13) and (14) we conclude that in
the first case Λ is larger than Λ′ in the second case. Therefore
we may select a threshold and to decide that the i-th and the
j-th interval correspond to the same bit interval, b = b̃, if
the threshold is exceeded and, otherwise, they correspond to
different bit intervals, b 6= b̃. Thus it is possible to find the
sets I0 and I1 for the calculation in (10).

However another question arises: how can an attacker find
filter pulse response but not filtrum cepstrum pulse response
using (10)?

It has been proved in [11] that for small embedding ampli-
tude it is possible to take into account only the first term in
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Fig. 2. Filter pulse response: a) for bit “1”, b) for bit “0”.

the Taylor series for the cepstrum expansion of signal in (2).
This means that the last equation can be rewritten as

Z̃(n) = S̃(n) + λh′
b(n) (15)

where λ is some scale coefficient, h′
b(n) is the already filter

pulse response but not the cepstrum pulse response in (2).
Expression (15) asserts that if an attacker has estimated

correctly the cepstrum pulse response, then he (or she) will
be able to find the pulse response after a specification (maybe
even though an exhaustive trial) of the coefficient λ.

After the full calculation of the filter pulse responses, an
attacker, with the knowledge of bits embedding on each bit
interval, may manage to apply the inverse filter pulse response
and consequently to remove all the embedded information.

However, in the above theoretical investigation a model for
the cover objects unavailable in practice has been suggested.
Therefore in the next section we investigate experimentally
the proposed attack. In Section IV we modify the embedding
scheme in such a way that it will be resistant against the
proposed attack.

III. EXPERIMENTAL INVESTIGATION OF THE PROPOSED
DEREVERBERATION ATTACK

We select the filter pulse response (FPR) for both embed-
ding bits b = 0 and b = 1 shown in Fig. 2. The chosen
delays for embedding are 30 and 25 samples for bits zero and
one, respectively. Cepstrum of these FPR are shown in Fig. 3.
These figures confirm the assertions given before that firstly
cepstrum delays coincide with FPR delays and secondly, that
cepstrum wave forms copy FPR wave forms.

All bit intervals corresponding to bits b = 0 and b = 1 were
found with the use of the crosscorrelation Λ, and Λ′ given by
eq’s. (13), (14) respectively.

Fig. 3. Filter cepstrum pulse response: a) for bit “1”, b) for bit “0”.

Fig. 4. Averaged FCPR in line with eq. (10).

Fig. 5. Estimation of the FPR after a selection of a scale factor.

In Fig. 4 the averaged FCPR is presented in line with
eq. (10). We see from this figure that a form of FCPR copies
a form of FPR up to some scale factor.

If an attacker is able to find the scale factor then the wave
form of the FPR can be easily estimated (see Fig. 5).

Now, the dereverberation attack can be performed with the
following steps:

1) For a known FPR (Fig. 5) calculate the FCPR (see
Fig. 6)

2) Reflect with respect to zero the wave form of FCPR
3) Find FPR for the attack filter computing inverse cep-
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Fig. 6. The FCPR calculated from the FPR given in Fig. 5.

Fig. 7. The FPR for dereverberation attack.

strum transform from FPR. The result is presented in
Fig. 7. In a similar manner, there can be calculated the
inverse FPR for the embedding of the bit b = 0.

4) Apply the inverse filters to the embedded bits “0” and
“1” which have been found before in the corresponding
bit intervals.

5) Use the transition function between bit intervals with
linear form that is necessary to keep high quality of
audio signal after dereverberation procedure.

In Table I the extracted bit error probabilities before and
after dereverberation attack under different parameters of WM
system are presented. The wave forms of FPR were presented
in Fig. 9. They have finite length equal to 180 samples. We
see from this table that before attack the proposed WM system
is working acceptably but after the dereverberation attack the
bit error probability is close to 50%, that is similar to “break
of channel”. (We note the fact that sometimes the probability
exceeded 50% owing to an incorrect estimation of scale factor.
But it does not affect on our conclusion.)

IV. MODIFICATION OF THE WM SYSTEM TO BE RESISTANT
AGAINST A DEREVERBERATION ATTACK

In order to protect the WM system from the above proposed
dereverberation attack it is necessary to make impossible for
an attacker to separate 0-bit intervals from 1-bit intervals.

In fact, if an attacker does not know which bit intervals
correspond to the embedding bit “1” and which ones to the
bit “0”, then by replacing expression (10) to a summation over
all the bit intervals,

Λ′′ =
1

N

N∑

n=1

Z̃(n) (16)

Fig. 8. FPR wave form obtained by (16).

Fig. 9. Wave form of FPR with additional pulse on 21-th sample of bit
interval.

Fig. 10. Result of crosscorrelation computation with additional pulse on the
21-th sample.

a large corruption of FPR wave form in comparison with
original one results. In Fig. 8 a FPR wave form is presented
after such “total averaging”

We see that the FPR in Fig. 8 has no any similarity with the
original FPR wave form (see Fig. 2), hence an attacker will
be unable to arrange a dereverberation attack. (In fact we have
checked that the use of such FPR in a dereverberation attack
cannot even result in a remarkable increasing of the extracted
bit errors.)

In order to prevent a crosscorrelation attack (13), we pro-
pose to add to the WM signal short pulses at the begin-
ning of each bit interval. (See Fig. 9 where an additional
pulse is presented on the 21-th samples of the bit inter-
val).

The use of the crosscorrelation attack given by (13), (14)),
results in an occurrence of a single pulse independently on
whether there is a coinciding or a discrepancy among the
information bits corresponding to signal Z̃i(n) and Z̃j(n) (see
Fig. 10) for a confirmation).

Thus we can conclude that a modification of the
reverberation-based WM system by additional pulses results
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TABLE I
THE EXTRACTED BIT ERROR PROBABILITIES BEFORE AND AFTER DEREVERBERATION ATTACK FOR DIFFERENT SYSTEM PARAMETERS.

Name of music files and
their duration

Delays of WM signal The length of bit
intervals (in num-
ber of samples)

The number of the
embedded bits

Bit error rate be-
fore attack in %

Bit error rate after
attack in %

1 0
Vysocki “Song of
Boxer” (fragment 20
sec)

25 29 4000 142 4.5% 72%

Vysocki “Song of
Boxer” (fragment 20
sec)

25 29 6000 94 0% 78%

Vysocki “Song of
Boxer” (fragment 20
sec)

15 19 6000 94 17% 63%

Yuta, “Jealosy” (frag-
ment 29 sec)

25 29 10000 55 2% 48%

Yuta, “Jealousy” (frag-
ment 29 sec)

25 29 5000 113 1% 57%

Yuta, “Jealousy” (frag-
ment 29 sec)

20 24 5000 113 7% 61%

in a resistance of this system to a most power blind derever-
beration attack.

We have tested the proposed WM system also with respect
to audio signal quality after embedding. A group consisting
of 5 experts has come into a conclusion that a quality of
musical files after WM embedding keeps practically the same
as the embedding before.

V. CONCLUSION

In this paper an audio WM system resistant to a remove
attack is proposed. The embedding of WM in this system is
performed by a reverberation of audio signal that is controlled
by a secret stegokey. The main advantage of the reverberation
based watermarking system is its possibility to provide a
high quality of audio signal after embedding. But there exists
an effective attack for such WM system known as blind
dereverberation attack. We investigated this attack in detail
and showed that in fact it is able to remove the embedding
information without significant degradation of audio signal
quality. Therefore we propose some modification of WM-
based system and show that then such attack is useless.

Experimental investigation confirm our conclusion. This
system can be practically applied to copyright purposes. It
would be interesting in the future to investigate more sophis-
ticated attack on WM-based system although maybe with some
degradation of audio signal quality.
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Abstract— The current advances in hardware led to the 

development of the GPGPU (General-purpose computing on 

graphics processing units) paradigm. Thus, nowadays, the GPU 

(Graphics Processing Unit) is used not only for graphics 

programming, but also for general purpose algorithms. This 

paper discusses several methods regarding the use of CUDA 

(Compute Unified Device Architecture) for 2D and 3D image 

processing techniques. Some general rules for writing parallel 

algorithms in computer vision are pointed out. A theoretic 

comparison between the complexity for CPU (Central 

Processing Unit) and GPU implementations of image processing 

algorithms is given. Also, real computing times are provided for 

several algorithms in order to point out the actual performance 

gain of using the GPU over CPU. The factors that contribute to 

the difference between theoretic and real performance gain are 

also discussed. 

I. INTRODUCTION 

NTIL recently, the GPU was used only for graphics 

programming. The transition from a fixed to a 

programmable rendering pipeline allowed programmers to 

write high level code for graphics applications through 

shaders. Shaders are defined for an element belonging to one 

of the types that are processed in the graphics pipeline, for 

example vertex or fragment, and are executed for all the 

elements of that type in a parallel manner. According to 

Soller [1], early approaches to using the GPU for general 

computation date back to the year 2000. However, for this 

purpose, all tasks had to be mapped to the computer graphics 

domain. The development of the GPGPU paradigm led to a 

revolution in terms of computing times for many algorithms. 

This paper describes some general rules when implementing 

computer vision algorithms with CUDA, as well as 

theoretical and real performance gains of GPGPU 

implementations as compared to sequential ones. The second 

section discusses the state of the art in GPU based image 

processing algorithms. The third section presents theoretic 

comparisons between GPU and CPU implementations of 
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several 2D image processing algorithms. The fourth section 

discusses some issues when processing very big volume data. 

Several comparisons between theoretical results and tests 

conducted on real hardware are presented in the fifth section. 

The conclusions are drawn in the final section. 

II. STATE OF THE ART IN GPU-BASED IMAGE PROCESSING 

Some of the GPGPU image processing methods are 

briefly discussed. 

A. Acceleration of 2D Image Processing Algorithms 

Takamura and Shimizu [2] describe a denoising filter with 

genetic programming schemes for dynamic procedure 

generation. Abdellah [3] presents an easy-to-use CUDA 

library that implements Fast Fourier Transform-shift 

operations. Agrawal et al. [4] perform a real-time GPU-

based generation of the saliency map for a given image. Lee 

et al. [5] improve the computing times of the Viola-Jones 

algorithm for face detection by employing different 

strategies for CPU-GPU task-level parallelism. Ma et al. [6] 

propose a CUDA-based acceleration of the Fisher Vector 

extraction method for various video monitoring applications. 

Hwang et al. [7] present a CUDA implementation of 

foreground detection based on background modeling. Yao et 

al. [8] describe a CUDA-based image inpainting algorithm 

for virtual viewpoint synthesis. 

B. Acceleration of 3D Image Processing Algorithms 

Shewale et al. [9] analyze the performance of different 

CPU/GPU parallel implementations of the Gaussian filter, k-

means clustering based segmentation and Fourier based 

coefficient registration of medical images such as CTs and 

MRIs. Valero [10] proposes a GPU-based implementation 

for accelerating the DARTEL algorithm for diffeomorphic 

registration of brain biomedical images. Langdon et al. [11] 

use genetic programming to improve the performance of an 

existing CUDA implementation for 3D medical image 

registration. 

C. GPGPU Frameworks 

Lee et al. [12] propose optimization strategies for 

compute- and memory-bound algorithms using the CUDA 

architecture. They test their optimization strategies on a 3D 

unbiased nonlinear image registration technique and on a 

non-local means surface denoising algorithm. Ravishankar et 
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al. [13] present a domain-specific language for image 

processing, namely Forma, which provides syntax for stencil 

computation, sampling and other 2D or 3D algorithms. 

III. IMAGE PROCESSING ALGORITHMS WITH CUDA 

From the parallel implementation point of view, most of 

the image processing algorithms belong to one of four 

categories: pixel-to-pixel, neighborhood, global and multi-

steps (Fig. 1). Each of these classes is discussed below. 

 

 

Fig.  1 Discussed 2D image processing algorithms 

 

A. Pixel-to-pixel (P2P) Algorithms 

Pixel-to-pixel algorithms assume that each pixel in an 

image is processed based solely on its characteristics. One of 

the most common pixel-to-pixel algorithms encountered in 

image processing is pixel value remapping, based only on 

the value of the current pixel. Value remapping can be used 

for enhancement of structures characterized by certain 

intensity values. A particular case of value remapping is 

segmentation based on thresholds. This type of algorithm is 

naively parallel due to the fact that each pixel is handled 

independently by a thread. An easy implementation in 

CUDA of this type of algorithm is to copy the image or 

volume into texture memory, so that the access to the pixel 

values is very fast. The output of the algorithm is an 

image/volume with the same size as the input. 

Let Cpixel be the complexity of the operations applied to 

one pixel from an image in a pixel-to-pixel algorithm. Then 

the complexity of the entire algorithm for a 2D image in a 

sequential approach, on the CPU, is: 

 hwCC pixelCPUPP _2
, (1) 

where w is the width of the image and h is its height. As 

previously mentioned, in a parallel approach on the GPU, 

each thread handles only one pixel and accesses only the 

memory related to that pixel. Therefore, the theoretic 

complexity of the same algorithm in a GPGPU approach is 

pixelC . The theoretic performance gain obtained is hw  . 

However, the transfer between host and device memory 

introduces a latency that decreases the performance gain in 

real applications. Also, the actual computing time for the 

operations applied per pixel is not the same for the CPU and 

the GPU and depends very much on the actual hardware. 

The memory transfer latency can be reduced through page 

locked memory and the zero-copy feature, but not 

significantly. 

B. Neighborhood-to-pixel (N2P) Algorithms 

Spatial filters are applied locally, at the level of each 

image pixel, by replacing the value of the current pixel 

depending on the values of the neighboring pixels. Among 

the neighborhood algorithms we can mention the Gaussian 

filter, for noise removal, or the Sobel filter, for edge 

extraction. The difference between neighborhood algorithms 

and pixel-to-pixel algorithms is the access to memory. In 

neighborhood algorithms, the thread corresponding to one 

pixel has to access information not only about the current 

pixel, but also about its neighboring pixels. These algorithms 

can be implemented in the same manner as the pixel-to-pixel 

algorithms, by copying the image/volume into texture 

memory. Another possibility is the use of shared memory, as 

described in [14]. Each thread block can copy parts of the 

image by loading data from texture to shared memory. The 

barrier synchronization forces each thread to wait until all 

the other threads have finished loading the corresponding 

data from texture to shared memory. Even if shared memory 

is faster, the transfer between texture and shared memory 

introduces a lag that determines an insignificant difference 

between the two implementations. The theoretic 

complexities for sequential and parallel implementations are 

similar to those of the pixel-to-pixel algorithms. However, 

the differences between theoretic and actual performance 

gains are bigger in this case. 

C. Global (G) Algorithms 

Global algorithms refer to computations that access 

information about all the pixels in an image, not just a 

neighborhood. Examples of global algorithms are the 

computation of the average intensity or the 

maximum/minimum intensity in an image. The computation 

of a global parameter in an image is not intuitively parallel, 

because it depends on all the pixels in the image.  

Let 
pixelC  be the complexity of the operations applied to 

one pixel in a global algorithm. For example, when 

computing the maximum intensity in one image, 
pixelC  is the 

complexity of comparing the intensity of the current pixel 

with the current maximum value and modifying the current 

maximum value, if necessary. The complexity of a global 

algorithm in a sequential implementation is hwCpixel  . A 

parallel approach to implementing global algorithms is the 

reduction method. CUDA threads are organized into blocks 

and grids. The blocks can be structured into a one-

dimensional grid of size h and the threads can be structured 

into one-dimensional blocks of size w. Thus, each block 

handles one row in an image. The threads in a block 

cooperate in order to determine a partial global parameter 

which depends only on the current row. For example, when 

computing the maximum intensity in an image, this partial 

global parameter is the maximum intensity for the pixels 

located on the current row. Each block loads the data into 

shared memory, into an array of size w. The computation of 
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the partial global parameter for the current block is done in 

)(log 2 w  iterations. In each iteration, the number of active 

threads is divided by 2. The computation of the final global 

parameter is also accomplished with the reduction method, 

but in )(log 2 h  iterations. In each iteration, the active threads 

run in parallel, but before going to the next iteration, they 

need to synchronize. The theoretical complexity for the 

parallel implementation of a global algorithm is: 

  )(log)(log 22_ hwCC pixelGPUG  . (2) 

The theoretical performance gain obtained when using the 

reduction method for global algorithms is )(log/ 2 whw  . 

Besides the lag introduced by the memory transfers and 

access, the latency caused by the barrier synchronization in 

the reduction method influences the real performance gain. 

In a multi-GPGPU approach, the image can be divided 

based on the number of available GPUs. After each GPU 

computes a partial global parameter, the final global 

parameter is computed on the CPU in N iterations. For N 

GPUs, the complexity of the global algorithm is: 

 





 


 N

N

hw
CC pixelMultiGPUG

)(log)(log 22
_

 (3) 

D. Multi-steps (MS) Algorithms 

These algorithms are executed in more iterations, the 

processing of the 
thk  iteration depending on the result of the 

processing from the thk )1(   iteration. An example of multi-

steps algorithm is breadth first search (BFS) for images, 

which starts with a seed pixel and discovers similar pixels 

connected with this one. The similarity measure can be 

defined based on the intensity values, the gradient, etc.  

An image can be interpreted as a graph where each node is 

a pixel. The graph edges can be defined based on the 

similarity of the pixels. A common practice in BFS is to 

define the edges that connect pixels in a 4-neighborhood. In 

the worst-case scenario, the seed pixel is the one located in 

the middle of the image and all the pixels are similar. If the 

complexity for one pixel is 
pixelC , the sequential complexity 

for the worst-case scenario is:  

   2,2max2

_ 4...441 hw

pixelCPUMS CC  . (4) 

The CUDA implementation of the BFS in image 

processing is described in [15]. The complexity for the 

CUDA implementation of the BFS for the worst case 

scenario is:  

   42,2max_  hwCC pixelGPUMS
. (5) 

The theoretic performance gain obtained when 

approaching the BFS in a parallel manner is: 

 
 

  42,2max

4...441 2,2max2





hw

Gain
hw

MS
. (6) 

A recursive algorithm is not suitable for multi-GPGPU 

approaches. Multiple GPUs can be used only if there are 

more than one seed pixel in the BFS, or more than one initial 

image in the recursive splitting. 

IV. VOLUME DATA (3D) PROCESSING WITH CUDA 

The computation of the theoretic complexities can be 

easily extended to the 3D image processing. A 3D volume 

can be seen as a stack of s  2D images or slices, each of size 

hw  . For the pixel-to-pixel and the neighborhood-to-pixel 

algorithms, the sequential complexity is: 

 shwCC pixelCPUPPD _2_3
. (9) 

The theoretic parallel complexity remains 
pixelC , as in the 

2D case.  

The sequential complexity of the global algorithms is 

shwCpixel  . The parallel implementation of a global 

algorithm assumes the computation of partial global 

parameters, one for each slice, and the computation of the 

final global parameter, for the whole volume, with the 

reduction method, in )(log 2 s  iterations. Thus, the theoretic 

parallel complexity of the global algorithms is: 

  )(log)(log)(log 222__3 shwCC pixelGPUGD  .(10) 

The BFS extension to 3D assumes the inspection of two 

more neighbors for each voxel, one on the upper adjacent 

slice and the other one on the lower adjacent slice. Thus, the 

sequential complexity for the worst-case scenario becomes: 

   2,2,2max2

__3 6...661 shw

pixelCPUMSD CC  .(11) 

The parallel implementation will have the following 

complexity: 

 6)2,2,2max(__3  shwCC pixelGPUMSD
. (12) 

Many volume data come from CT or MRI scans. The 

main problem of 3D image processing is the large size of the 

data acquired from the scanning devices. An example of 

neighborhood algorithm that processes volumes is marching 

cubes. The increased complexity of the marching cubes 

algorithm, caused by the huge number of intersections that 

are processed, implies slow computing times and high 

memory usage. The classic CUDA implementation of this 

algorithm [15] leads to real time surface reconstruction, but 

can handle only small datasets. GPUs can lead to significant 

performance gains as compared to sequential 

implementations, but the GPU memory is limited. We 

proposed an approach that divides the initial volume into 

sub-volumes, which can be computed serially on the GPU 

without exceeding the memory pool [16]. 

V. RESULTS 

This section presents results derived from tests conducted 

on real hardware. The tests were made on an i7-2600K 3.40 
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GHz processor with 8 GB RAM and an Nvidia GeForce 

GTX 590 card with 1.5 GB RAM. 

Table I presents the computing times of running a value 

remapping on the CPU and on the GPU. 

Table II presents the computing times of applying a 

Gaussian filter on the CPU and on the GPU. We tested the 

implementation using only global memory, using shared 

memory and a multi-GPGPU implementation.  

Table III presents a comparison between serial and 

parallel implementations of determining the maximum 

intensity in an image. 

VI. CONCLUSIONS 

This paper focuses on theoretic comparisons between 

sequential and parallel implementations of 2D/3D image 

processing algorithms. It also provides comparisons of real 

computing times for several CPU and GPU algorithms.  

Four main classes of image processing algorithms are 

discussed. The main issues of CUDA programming in 

relation to these algorithms are presented. The paper also 

gives general rules for implementing image processing 

algorithms in CUDA, such as the type of GPU memory 

which should be used based on the particularities of the 

algorithms and the manner of translating non-intuitively 

parallel algorithms to parallel ones or best practices for 

multiple GPUs. 

In theory, parallel implementations introduce a very high 

performance gain as compared to sequential 

implementations. In practice, memory transfer lags, memory 

access and real hardware characteristics lead to a smaller 

performance gain. Still, GPGPU image processing 

algorithms are undeniably faster than CPU ones.  
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TABLE I. 

COMPUTING TIMES FOR VALUE REMAPPING 

Image size 

(pixels) 

CPU 

implem (ms) 

GPGPU 

implem (ms) 

multi- 

GPGPU (ms) 

2562 0.2 0.19 0.39 

5122 1 0.34 0.42 

10242 3.4 0.85 0.7 

 

TABLE II. 

COMPUTING TIMES FOR GAUSSIAN FILTER 

Image 

size 

(pixels) 

CPU 

implem 

(ms) 

GPGPU 

implem 

(ms) 

GPGPU 

shred 

implem (ms) 

multi- 

GPGPU 

(ms) 

2562 1.1 0.2 0.21 0.39 

5122 3.7 0.38 0.37 0.39 

10242 14.6 1.04 0.99 0.71 

 

TABLE III. 

TIMES FOR COMPUTING THE MAXIMUM INTENSITY IN AN IMAGE 

Image size 

(pixels) 

CPU 

implem (ms) 

GPGPU 

implem (ms) 

2562 2.1 0.7 

5122 2.2 0.88 

10242 2.4 1.68 
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Abstract— This article proposes a laser beam encoding 

method that is used to control an augmented reality system. 

Experiments were performed using a red laser emitting 

a wavelength of λ = 650 nm and a power of P = 3 mW. 

The purpose of the study was to investigate the methods of 

modulation and demodulation of the encoded laser signal, and 

to examine the influence of parameters such as laser pulse 

duration, camera image resolution, the number of recorded 

frames per second on the demodulation result of the optical 

signal. 

The results show that the proposed coding method provides 

the transmission of the necessary information in a single laser 

beam (no less than 36 codes with a decoding efficiency of 

99.9%). The developed coding method enables, based on the 

sequence analysis of video images, the influence on the course of 

the simulation performed in augmented reality, including 

distinguishing players and actions taken by them. This is an 

important advancement in relation to interaction systems used 

to influence augmented reality. 

I. INTRODUCTION 

he impact on augmented reality (AR) can occur while 

using different types of devices [1 – 3]. It consists in 

producing intentional and previously planned possible 

behavior of the system, which for the “player” will create the 

impression of interaction [4]. The coding and decoding 

system [5] plays a key role in such communication. Its most 

important parameters include the code capacity and the time 

of encoding and decoding the transmitted information. In the 

case under consideration, the data to be encoded is obtained 

from the user. They arise as a result of interacting with 

him/her through patterns or objects presented in the image 

that force the user to behave in a certain way. This behavior 

is recognized by it and analyzes the AR system. For this 

purpose, markers [6, 7], 9 DOF sensors [8] or camera 

systems including 3D cameras [9, 10] are used. In the 

augmented reality system that is based on tags, the player is 

“stuck” with markers and then observed by an optical system 

consisting of multiple cameras. A similar effect is obtained 

when a player uses 9 DOF sensors to visualize its movement, 

Fig. 1. The position and activity of the player is then 

determined on the basis of data received from 

                                                           
฀This work was not supported by any organization 

accelerometers, gyroscopes and magnetometers [11]. In the 

solution shown in Fig. 1, 14 sensors were used to determine 

the position and movement of the player. In other designs, 

motion is determined using methods that determine local 

depth maps [12]. On their basis information undergoes 

synthesization and selected behaviors of the player are 

identified [13]. 

The commercial AR system used in the study has been 

enhanced with a proprietary control system, the main 

components of which are the video camera (receiver), the 

signal decoder (microprocessor device) and the manipulator 

(mock-up weapon) along with the encoder (encoder). 

The transmitter uses amplitude modulation of the laser beam. 

The laser beam is reflected from the screen and recorded by 

the video camera. The attractiveness of the suggested 

approach is the ability to influence AR even when the 

distance between the screen and the player reaches 600 m. 

The developed coding method eliminates problems 

identified as essential in [14]. The coding presented in paper 

[14] was based on the data transmission protocol used in the 

RS-232 standard. 

II. HARDWARE DESCRIPTION 

The laser beam modulation is implemented by the 

encoder, Fig. 2. The main component of the encoder is the 

AT89s8253 microcontroller clocked at f = 22.1184 MHz. 

The encoder performs the signal coding algorithm discussed 

in point IV. The result of the algorithm operation, depicted 

in the form of a sequence of logic signals (binary values), is 

   

Fig. 1 View of player equipped with a 9 DOF sensors system 
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Fig. 2 Diagram of the laser beam modulation system (main elements) 

taken out in series to the microcontroller terminals (indicated 

during configuration) – P1.2 or P1.3. These terminals, in the 

case of a "1" logic input, add power to the laser diodes 

power supply (not shown in Fig. 2). The developed version 

of the system and software makes it possible to 

simultaneously control two laser beams. In addition, they can 

be keyed by a binary signal or a rectangular wave generated 

by the microcontroller on the P1.0 terminal. This property 

was used in work [15 - 18] to control the brightness of the 

near-infrared illuminator. Activation of P1.2 or P1.3 

terminals occurs after identifying the falling edge of the 

signal at the P3.2 terminal of the microcontroller (JP1 

connector). In the presented layout, the button attached to the 

JP1 connector was taken out for the user. Similarly, in order 

to enable manual and remote configuration of the system, 

a button attached to the JP2 connector was taken out as well 

as communication connectors operating in the RS - 485 

standard. Giving a high signal on line P0.4 (as a result of JP2 

connectors short-circuiting) puts the system into the 

configuration state. The button attached to the JP1 connector 

is then used to select the player identifier (Player ID) in the 

computer system. The selection is signaled to the user by 

a LED attached to the P1.1 terminal of the microcontroller 

and stored in a non-volatile memory (EEPROM). These 

actions can also be performed from the parent program when 

an encoder device is attached to a PC computer using 

a communications connector. 

a) 

 
b) 

 
Fig. 3 Laser signal encoding module (a), view of installed device (b) 

 

a) 

 

b) 

 

Fig. 4 Augmented reality environment: fram example (a), visualization 

system along with the screen in the shape of a half cylinder (b) 

The view of the laser coding system is shown in Fig. 3a, and 

its location on a model of a gun is shown in Fig. 3b. 

III. MEASUREMENT SYSTEM CONFIGURATION 

The study of laser beam coding and decoding techniques 

was performed under controlled laboratory conditions. 

The experiment was conducted using the Manta G - 201 

Allied Vision camera equipped with a focal length lens of 

F = 8 mm and a bandpass filter for which λ was equal 

650 nm and the window width Δλ was ±10 nm, and 

the OptiTrack 120 Slim camera with a lens with a focal 

length of F = 8 mm. The laser beam produced by a laser 

module with a power of P ≈ 3 mW emitting a wavelength of 

λ = 650 nm was subjected to modulation. The laboratory 

stand was created using commercial Virtual Battlespace 3 

system (VBS3), which has been supplemented by encoding 

device developed by the authors, Fig. 3, as well as laser 

beam decoding device. VBS3 software was used to generate 

scenarios in which the AR system affected the user. An 

example scene is shown in Fig. 4a. The generated image was 

transferred to the 7
th

 Sense Delta 2208 multimedia server. 

The server split the input image between the three projectors 

that displayed it at 1920 px x 1200 px. ProjectionDesign F35 

AS3D WUXGA projectors were used in the study as well as 

a half cylindrical screen, Fig. 4b, measuring 12 m x 3 m. The 

user was about 3 m from the surface of the screen. During 

the test, the player was equipped with a Smith & Wesson 

Springfield weapon model, supplemented with the coding 

system shown in Fig. 3a. The task of the player was to shoot 

in strictly defined situations, enforced by the AR system. 

These shots were observed by the camera and then decoded 

in real time. 
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t0 t2 t4t1 t3 t5  
Fig. 5 Diagram of encoding symbols and code frame for symbol 33  

IV. METHOD OF LASER BEAM CODING 

During developing the laser signal coding method, N=36 

encoded symbols were assumed. The default state of the 

laser module is “off”, which is manifested by the lack of 

a laser spot on the screen, and thus on the image. At the same 

time, it was assumed that displaying a single bit frame of 

code TW, frame format [DT, D1, …, DL+1, DP, DE], where 

DT – start bit, DP – stop bit, DE – frame end bit, Dk – code bit 

for 1 ≤ k ≤ L+1. Parameter L is dependent on N and is equal 

to L=round(sqrt(2N)). In the layout of Fig. 2, the next frame 

bits of code is formed by terminal P1.2, which is responsible 

for turning on and off the laser module. The start bit and stop 

bit always have a value of one. The DE bit always assumes 

zero. This corresponds to the transition from the state of 

emission of subsequent frame bits to the deactivation of 

the laser module. The impact of the TW bit emission time on 

the effectiveness of decoding transmitted symbols has been 

verified in the studies of the coding system. The dependency 

of the required time of emitting the TW bit as a function of 

the frequency of images obtained from the camera was also 

determined. The principle of encoding a frame is presented 

in Fig. 5. Thirty six symbols, N = 36, were arranged on eight 

levels L = 8. At the level of index l equaling zero, eight 

symbols were placed. Each higher level contains one symbol 

less. At the last level l = L - 1 only one symbol is placed. For 

each symbol, for each level, a sequence number v is 

assigned. The coded symbol can then be written in the form  
 

0 0.025 0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25 0.275

a)

b)

c)

0.3

ST=1 D1=1 D2=1 D3=1 D4=1 D5=1 D6=0 D7=1 D8=1 D9=1 SP=1 SE=0

ST=1 D1=1 D2=1 D3=0 D4=1 D5=1 D6=1 D7=0 D8=1 D9=1 SP=1 SE=0

ST=1 D1=1 D2=0 D3=1 D4=1 D5=1 D6=1 D7=1 D8=1 D9=0 SP=1 SE=0

 
Fig. 6 Coding example: a) 6 symbols  (v = 6; l = 0); b) 24 symbols  

(v = 3, l = 3); c) 35 symbols (v = 2; l = 6) 

of S = v + 0.5l(2L + 1 – l), where 0 ≤ l < L. The pulse width 

depends on parameters v and l, and the pause time between 

pulses does not change and equals TW. An example of 

symbol encoding from level l = 5 (first from the bottom) and 

a symbol from level l = 0 (second from the bottom) is shown 

in Fig. 5. In this example, time TW was equal to 0.025 s. 

The encoding of parameter v is done by assigning a value 

of one in the code frame for bits D1 to Dv-1 and the value of 

zero for Dv. If the symbol is at level l = 0 then the bits from 

Dv+1 to DL+1 are assigned a value of one. Otherwise, bits from 

Dv+1 to Dv+l are set to one and the Dv+l+1 bit value is set to 

zero, which corresponds to the coding of the l parameter. 

The other code bits are assigned a value of one. In both 

cases, the stop bit always assumes a value of one and the 

frame ends the frame end bit of DE = 0. Giving a logic zero 

to the end of P1.2 of the microcontroller disables the laser 

module. An example of symbol encoding: 6, 24 and 35 is 

shown in Fig. 6. Taking into account the start and stop bits 

values (always equal to one), it can be noticed that the width 

of the first generated pulse is vTW. For symbols from level 

l = 0 the second pulse width is equal (L + 2 – v)TW, and for 

the remaining levels lTW. The third pulse is generated only 

for symbols from levels 0 < l < L. Its width is equal to 

(L + 1 – v – l)TW. 

V. METHOD OF DECODING OF LASER BEAM 

Decoding the symbol is carried out on the basis of analysis 

of the sequence of images obtained from the camera. Firstly, 

the function of laser module activation u(t) is determined. 

Decoding the symbol takes place using the extended finite-

state machine. 

A. CALCULATION OF LASER ACTIVATION FUNCTION 

Due to the use of the banded optical filter, only the red R 

component of the image is used for further analysis. The 

luminance component is analyzed when using a monochrome 

camera. It is represented in matrix form in calculations 

(R matrix). The value of the laser module activation function 

u(t) is determined in discrete moments of the time nTS, 

n ∈ N
+
 based on the values of the elements of the R matrix. 

The pseudo code appropriate for the algorithm determining 

the values of u(t) is presented in Fig. 7. Firstly, maximizing 

Set(p); 

while (isRunning) 

 Delay(Ts); 
 frame = GetLatestFrame(); 
 R = MaximizeContrast(frame.R); 
 E = (R - Average(R))/Maximum(R); 

 if (Maximum(E) > p) 

  B = Binarization(E,p); 
  M = BiggestAreaImageMoment(B); 
  RaiseDecoded(frame.timeStamp,1,M10/M00, 
   M01/M00); 

 else 

  RaiseDecoded(frame.timeStamp,0,0,0); 

Fig. 7 Pseudo code to determine the value of the activation function 
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Fig. 8 Maximum value of the relative deviation from the mean in the 

function of time for S = 24 and TW = 0.025 s 
 

the contrast of the color red is performed. Then, for matrix 

R, the matrix of relative deviations from the mean R is 

determined, the values of which are determined from formula 

eij = (rij – ravg) / rmax, where: rij – is the element of matrix R 

with coordinates i, j obtained by the contrast maximization 

operation, i, j – line and column numbers respectively of 

matrix R, ravg – average value of matrix R (red color 

component after the contrast maximization operation), rmax –  

maximum value of the R component of the image obtained 

after the image contrast maximization operation. 

In the case of experimenting with a single shooter, at least 

one laser spot may be observed at a time in the image. This 

spot is determined based on the values of matrix E. When the 

maximum value of an element of matrix E exceeds the value 

of the set threshold p, then the laser is considered to be 

enabled. At that time the activation function u(t) assumes the 

value of one, or otherwise zero. The graph of the maximum 

relative deviation from the mean in the function of time 

recorded for symbol S = 24 and the time TW = 0.025 s is 

shown in Fig. 8. The detection of the laser spot forces the 

determination of matrix B obtained during the binarization of 

the matrix E. Binarization is carried out in accordance with 

formula bij = {255, for eij > p; 0, for eij ≤ p), where p – the 

c0:(–,–,–,v:=0∧l:=0∧TE:=0,φ,q0)
c1:(q0,in=[T,x,y],0<f(T)≤L,v:=f(T)∧TE:=time,φ,q1)
c2:(q1,in=[T,x,y],h(T)≤L∧f(time-TE)=1,l:=f(T)∧TE:=time,φ,q2)
c3:(q2,in=[T,x,y],h(T)=L+1∧f(time-TE)=1,TE:=time,out:=g(),q3)

c4:(q1,in=[T,x,y],h(T)=L+2∧f(time-TE)=1,TE:=time,out:=g(),q3)

c5:(q1,–,h(time-TE)+2>L,v:=0∧TE:=0,φ,q0)
c6:(q2,–,h(time-TE)+1>L,v:=0∧l:=0∧TE:=0,φ,q0)
c7:(q3,–,–,v=0∧l=0∧TE:=0,φ,q0)
where:

f(t)=round(t/TW)

h(t)=f(t)+v+l

g()=v+0.5l(2L+1-l)

in out
q0 q1 q2 q3

c1 c2 c3

c4

c5 c6 c7

c0in out
q0 q1 q2 q3

c1 c2 c3

c4

c5 c6 c7

c0

 

Fig. 9 Extended finite state machine 

given binarization threshold. The results of binarization are 

areas in matrix B (spots), the largest of which determines the 

location of the laser pointer. It is for it image moments M00, 

M01, M10 and the center of gravity is calculated. In pseudo-

code, Fig. 7, the RaiseDecoded has been proposed to be used 

and transferred to the function of handling: the time stamp, 

the value of the activation function, and the coordinates of 

the center of gravity of the area identified with the laser 

pointer. 

B. EXTENDED FINITE STATE MACHINE 

Decoding the symbol is performed by the extended finite-

state machine EFSM. At the EFSM input matrix G with 

a structure of [T, x, y] is given, where T – pulse width, x and 

y – laser spot coordinates. In the accepted solution, matrix G 

represents a single pulse extracted from the activation 

function of the laser module u(t). According to the 

assumptions given in point IV, each symbol is encoded by 

several pulses (two or three pulses) depending on level l. 

Thus, based on state q of the EFSM machine and the 

determined G matrices, the symbols Si∈{φ, S1,…, Sn,…, SN} 

are indicated, where φ means “no symbol”, S1,…, SN 

represent decoded symbols, and N specifies the allowed 

number of decoded symbols. 

The extended finite-state machine was defined as 6-tuple 

EFSM = (Q, q0, V, I, O, C). The various symbols are: Q – set 

of EFSM states; q0 – initial state; V – a set of EFSM 

variables; I – pulse matrix described in the form of G; O – a 

set of possible EFSM symbols; A – a set of allowed 

transitions between EFSM states. The diagram of states and 

elements of set C are shown in Fig. 9. A set of Q states of the 

EFSM machine is defined as {q0, q1, q2, q3}. State q1 

represents the position of the symbol S defined within the 

coding level, and q2 determines the level on which the 

symbol is located. The q3 state is identified with turning off 

the laser module, and q0 is the initial state of the EFSM. 

The set of variables V is defined as {l, v, TE, time, X, Y }, 

where the variables l and v indicate the parameters of symbol 

S, the variable TE defines the time of arrival at the input of 

matrix G, time indicates the elapsed time since appearing at 

the input of the matrix G, and X and Y denote the coordinates 

of the laser spot determined for the first pulse. Set C is 

defined as {ck: (q, in, guard, a, out, q’)} and means that if 

EFSM is in state q and matrix [T, x, y] appears at the in 

input, then the transition to the state of q’ is possible 

provided that the logical expression guard is true. Only in 

this case will the searched for symbol S be determined on the 

out output. The output of the machine from its initial state q0 

means putting forward hypothesis H0 on symbol detection. In 

subsequent times, if the time limits are not met, the machine 

automatically returns to q0, which is equivalent to rejecting 

hypothesis H0. The assumption of hypothesis H0 takes place 

only at the moment the machine goes into state q3. Only then 

will symbol Si appear on the output, indicating its 

recognition. Determining the output symbol is based on 
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Fig. 10 Detection efficiency in the function of duration of bit TW and tested 

image resolutions 

variables v and l. In other cases, the EFSM output is given 

element φ. 

VI. RESULTS OF RESEARCH 

The experiment was carried out for a test set containing 

N = 36 symbols, S ∈ {Sn: n = 1,…, N}. Each symbol was 

encoded with the developed technique (Section IV). In this 

way, codes were obtained, which individual bits control the 

laser module (“1” – ON, “0” – OFF). The test consisted of 

sending the test set K = 100 times. Altogether 3,600 symbols 

were sent and decoded. The experiment was divided into two 

parts. The first part was the effect of time TW on the 

efficiency of detecting S. The study was conducted for three 

camera resolutions: 640 px x 480 px, 800 px x 600 px and 

1024 px x 768 px. In each test, the duration of TW was 

changed and accepted values ranging from 0.025 s to 0.055 s 

with a step of 0.001 s. For each trial, the detection efficiency 

of the transmitted symbol was determined as well as the 

average detection efficiency of symbols belonging to the test 

set, Fig. 10. For the resolution of 640 px x 480 px, images 

were acquired on an average of 0.015 s (FPS = 66.66 Hz). 

For TW of 0.030 s, the detection efficiency was no worse than 

90%. Symbol detection efficiency at a level of 100% was 

achieved when images were acquired at 0.036 s – FPS equal 
 

 
Fig. 11 Detection efficiency in the function of duration of bit TW 

for resolution 640 px x 480 px and FPS = 120 Hz 
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Fig. 12 Detection of symbol S24, TW = 0.025 s, image resolution 

640 px x 480 px 

27.77 Hz. Comparative dependencies were obtained for 

resolutions: 800 px x 600 px and 1024 px x 768 px. 

The second part of the study used the OptiTrack 120 Slim 

miniature high speed camera for motion capture. The camera 

was equipped with a lens with a focal length of F = 16 mm 

and a bandpass filter of λ0 = 650 nm and ∆λ = ± 10 nm. The 

study was conducted for a resolution of 640 px x 480 px and 

FPS = 120 Hz. The second part of the experiment was 

divided into two phases. Firstly, it was confirmed that TW has 

a similar effect on the effectiveness of the detecting symbols 

as was the case in the first part of the experiment. The study 

was performed by changing the duration of the TW bit from 

0.014 s to 0.030 s with a step of 0.001 s. In this case, for the 

time of Tw greater than 0.025 s, a decoding efficiency of the 

transmitted symbols was achieved of over 99%. The 

obtained results are shown in Fig. 12. In the second phase, 

the effectiveness of symbol recognition for TW was 0.024 s 

and 0.025 s. For TW = 0.024 s, the efficiency of symbol 

recognition was no worse than 91.67%, Table I. Detailed 

results are shown in Table II. The lowest efficiency of 67% 

was achieved with symbol S12. Efficiency of 100% was 

obtained for the symbols: S1, S2, S3, S7, S8, S9, S14, S15, S16, 

S21, S24, S34, S36. No symbol has been misrecognized. In three 

hundred cases, the q0 status was dropped, because no time 

limit was met, so no symbol was assigned. For TW greater 

than 0.025 s, the detection efficiency was greater than 99%. 

A detailed result of recognizing symbol S24 is shown in 

Fig. 12. The laser module activation function consisted of 

three pulses. Parameters v and l of the symbol were 

determined based on this. Parameter v was defined based on 

formula v = round((t1 – t0)/TW), therefore l = 3. Parameter l 

was determined from the formula l = round((t3 – t2)/TW), 

TABLE I. 

COLLECTIVE RESULTS OF DECECTING SYMBOLS FOR TW = 0.024 S 

AND AN IMAGE RESOLUTION OF 640 PX X 480 PX 

Number of symbols tested 3 600 

Number of detections 3 300 

Number of unrecognized symbols 300 

Efficiency 91,67% 
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TABLE II. 

DETAILED RESULTS OF DETECTING SELECTED SYMBOLS 

Symbol 

Number of 

symbols in the 

test set 

Number of 

correct 

detections 

Decoding 

Efficiency 

[%] 

S1 100 100 100 

S3 100 100 100 

S5 100 83 83 

S7 100 100 100 

S9 100 100 100 

S11 100 96 96 

S13 100 94 94 

S15 100 100 100 

S17 100 96 96 

S19 100 77 77 

S21 100 100 100 

S23 100 84 84 

S25 100 81 81 

S27 100 69 69 

S29 100 82 82 

S31 100 93 93 

S33 100 92 92 

S35 100 98 98 

therefore l = 3. The detected impulses fulfilled all time 

limits. On this basis, and based on the proposed coding 

scheme, Fig. 5, symbol S24 was recognized. 

VII. CONCLUSION 

The article presents methods of: encoding and decoding 

laser signals developed to control the system of augmented 

reality. Characteristics of the developed coding method are: 

constant code frame emission time, one or two intervals 

between pulses, tight time limits for pulse width and intervals 

between them. Constant time for frame emission equal to 

(3 + L)TW to reduce the number of false detection of the 

transmitted symbol. Adopted strong limitations on pulse 

width reduce the number of type II errors, but force the use 

of cameras with a fixed image acquisition time. In turn, 

a small number of pauses between pulses allows for effective 

detection when symbols are emitted by multiple encoding 

devices. 

It has been shown that using the proposed methods make 

it possible to distinguish between commands encoded in 

a laser beam with an efficiency of 99.9%. In the case of 

using cameras with similar parameters to the units used, the 

duration of the TW bit should be no less than 3TS, where TS 

represent the interval between the two acquired image 

frames. 

The laser signal encoding algorithm can be successfully 

implemented in the embedded system. The implementation 

of the encoding algorithm required 57.1 bytes of data 

memory (byte and bit addressing memory) and 3,664 bytes 

of program memory. 
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Abstract—Interacting with real-time rendered 3D content from
powerful machines on smaller devices is becoming ubiquitous
through commercial products that enable in-home streaming
within the same local network. However, support for high
resolution, low latency in-home streaming at high image quality is
still a challenging problem. To enable this, we enhance an existing
open source framework for in-home streaming. We add highly
optimized DXT1 (DirectX Texture Compression) support for
thin desktop and notebook clients. For rendered light fields, we
improve the encoding algorithms for higher image quality. Within
a 10 Gigabit Ethernet (10 GbE) network, we achieve streaming
up to 5K resolution at 55 frames per second. Through new
low-level algorithmic improvements, we increase the compression
speed of ETC1 (Ericsson Texture Compression) by a factor of 5.
We are the first to bring ETC2 compression to real-time speed,
which increases the streamed image quality. Last, we reduce the
required data rate by more than a factor of 2 through foveated
compression with real-time eye tracking.

Index Terms—in-home streaming, ETC1, ETC2, DXT1, light
fields.

I. INTRODUCTION

“IN-HOME STREAMING” refers to interacting with real-
time content on a thin client that has been generated

on a more powerful computing device. The user’s inputs are
forwarded to the server, which processes these and sends back
updated video to the client. “In-home” refers to a local network,
either wired or wireless, but not over the Internet. Ideally,
in-home streaming is transparent to the user, delivering the
perception as if the interactively streamed application were
running locally on the target device. To achieve this, latency
between user inputs and screen updates needs to be lower
than 100 ms [1] and the image quality needs to be high, free
of noticeable artifacts. Comparing with the state of the art
approaches, these requirements still leave room for significant
improvements as we will show in this paper. Our contributions

are extending an open source in-home streaming approach [2]
with the following features:

• Support for multiplexed rendered light field images
• Higher image quality through ETC2 support
• Optimizations for ETC1, ETC2 and DXT1 encoding
• Streaming up to 5K resolution using 10 GbE
• Foveated compression through real-time eye tracking

II. RELATED WORK

The idea of controlling one compute device from another
has been around for a long time. Desktop-sharing apps
like Microsoft Remote Desktop and VNC (Virtual Network
Computing) [3] are used, but are only optimized for 2D content.
Cloud gaming approaches like "PlayStation Now" focus on
lower bandwidth and use H.264 [4] compression. Specific in-
home streaming solutions, supporting 3D real-time rendered
content provide an opportunity to deliver a high Quality of
Experience without the latency of the Internet, and with higher
available data rates in the network. We compare our approach
with the most commonly known in-home streaming products,
which use H.264 internally: SplashTop, NVidia Shield Android
TV Box and Steam.

Current in-home streaming approaches are optimized towards
sequences of regular 2D images, generated from rendering 3D
real-time content. Auto-stereoscopic and light field displays
are getting attention again, enabling a way of perceiving
stereoscopic content without glasses [5]. To drive these displays,
multiple views of the scene are rendered and multiplexed
together into a 2D image. This can create high frequency
content in the multiplexed image which does not correspond
to high frequencies in the single views and hence can lead to
artifacts when using classical image or video coding standards.
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We present an encoding algorithm optimized for multiplexed
images.

Our work is an extension to the open source in-home
streaming approach from Pohl et al. [2]. They introduced
a client/server model that allows to interact with real-time
rendered content created from one or many machines and can
be remote controlled over wireless IEEE 802.11ac [6] from
mobile clients like smartphones. Compared to using H.264
compression like other commercially available solutions, it
relies on using ETC1 [7] (Ericsson Texture Compression),
which results in a system with a motion to photons latency
of 60–80 ms, compared to NVidia Shield Portable at 120–
140 ms [2]. As ETC1 has a fixed 1:6 compression ratio for
RGB data, it requires a high data rate inside the network. We
extend the framework to significantly reduce encoding times,
stream efficiently to notebooks and desktop PCs and enable
even higher image quality through ETC2 [8]. Furthermore,
as ETC1 and ETC2 native decoding is not supported on all
desktop/notebook GPUs (see Table I), we extend the framework
to use DXT1 [9] for encoding with our new highly optimized
routines.

Guenter et al. [10] introduced a foveated rendering approach,
generating and blending together three images of different
quality in real-time depending on the inputs from a desktop
eye tracker. Instead of using the eye gaze for rendering
optimizations, we introduce a foveated compression method
to lower the required data rate for in-home streaming. Zund
et al. [11] follow a similar approach, changing the amount of
pixels used in certain regions of a video for compression based
on automatically extracted saliency maps [12]. Ours is based
purely on the real-time eye gaze of the user.

III. SYSTEM

A. Hardware Setup

We use two hardware setups. The first uses four workstations
with Dual-CPUs (Intel Xeon E5-2699 v3, 2.3 GHz, 18 physical
cores) with a NVidia GeForce 970. The workstations stream to
a desktop PC with an Intel Core i5-6500 (3.2 GHz, 4 cores). As
GPU we evaluate both the internal Intel HD 530 graphics and
a GeForce 970, connected to the Dell UP2715K 5K monitor
(5120× 2880 pixels). This setup is depicted in Figure 1. The
second setup uses of one of the workstations, streaming to the
desktop PC connected to either a self-built light field display
(2560×1440 pixels) or the low latency monitor Asus MG278Q
at the same resolution. All machines use 10 Gigabit Ethernet
over the Intel Ethernet Network Adapter X540-T1, connected
to the Netgear XS708E-100NES Switch.

B. Compression Setup

The open source framework [2] that our work extends,
supports ETC1 for encoding. In addition to this, we add ETC2
support for higher image quality. Prior to our work, there
have been no real-time ETC2 encoders suitable for in-home
streaming. Native ETC1 and ETC2 decoding in texture units
works very well on most smartphones and tablets. It has been
available in the form of OpenGL ES extensions and was made

Figure 1. Rendering from multiple machines and streaming the content
interactively to a thin client.

Table I
NATIVE DECODING OF COMPRESSED TEXTURES.

DXT1 ETC1/2

Mobile GPU
NVidia GPU, Maxwell GM20x
AMD GPU, GCN 1.2
Intel GPU, Broadwell

a requirement in the OpenGL ES 3.0 standard. On desktop
and notebook GPUs the situation is different. Despite ETC2
support being standardized in OpenGL 4.3 (ETC2 is backwards
compatible to ETC1), we found that most GPU vendors are
only doing a slow software decompression in the driver, which
is not satisfying for fast in-home streaming. However, on Intel
HD graphics (5th generation Core Broadwell and later), we
got fast native ETC1/2 displaying. To support more GPUs,
we provide a highly optimized DXT1 compression routine
based on FastDXT [13]. Just like ETC1 and ETC2, DXT1
uses a fixed compression ratio of 1:6 for RGB data. We highly
optimized these encoders for Advanced Vector Extensions 2
(AVX2). As AVX2 expands most integer commands to 256
bits, we packed 16 colors, each 16 bit signed integer, into the
256 bit AVX2 vector. That way, we were able to process more
data faster with the AVX2 instructions for multiply and mad.
In addition, we exploited the symmetry of look up tables.

As in the original framework, optional lossless LZ4 com-
pression1 of compressed blocks can be applied. We keep this
disabled except in one test case, where we mention it.

C. Light Field Setup

Our setup has a microlens sheet on top of an LG G3 mobile
phone screen with 2560× 1440 pixels, which allows to view
a light field on a horizontal autostereoscopic display with N
views (18 in our case). One lens covers N pixels and depending

1https://github.com/lz4
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on the direction the user looks on it, only one of these pixels
will be seen per eye. The image is created in a way that N
different views are rendered which are multiplexed together in
one final image with the following method: the 1st pixel of the
1st view is copied into the 1st pixel of the final image. The
1st pixel of the 2nd view is copied into the 2nd pixel of the
final image and so on. After N pixels, this pattern repeats with
the 2nd pixel of the 1st image. If the resolution is not evenly
dividable by the number of views, we fill the remaining pixels
in the image with black.

When we compress to ETC1/2, a decision is made if the
4× 4 pixel block should be split into two 4× 2 or 2× 4 sub-
blocks for better encoding properties. If encoding requires no
real-time, one could make a very careful analysis on which split
gives the closest match to the original data. However, as we
need fast performance, it could happen that after the repeating
pattern of N pixels, a hard transition is in the center of the 4×4
block and the encoder decides to split this into 4×2 subblocks.
Colors across that transition would get mixed together, even
though in the individual views they are not related. Our new
idea is to add optional flags to the function that encodes an
ETC1/2 block and forcing it to a split decision in these cases.
There are also light field display configurations where a lens
covers pixels in both horizontal and vertical directions. In that
case, our approach can also be used to force a 4× 2 split, if
appropriate. If in both directions a split happens within one
block, we use the default algorithm.

D. Rendering Setup

For generating 3D real-time rendered content that the client
can interact with, we use a self-written ray tracing platform
partly accelerated by Intel’s Embree [14]. As test scene we use
“island” from the game Enemy Territory: Quake Wars. The
rendering workload is distributed across multiple workstations
and parallelized on each node. Each workstation sends its
pixels back to the client after receiving input from the client.
The renderer can create out of a 3D scene description both 2D
images and multiplexed light field images. In the latter case,
the rays are directly shot in a way that multiplexed images are
created without individual views.

E. Foveated Compression

As DXT1, ETC1 and ETC2 share the same fixed compression
ratio of 1:6 for RGB data, the required data rate can become a
bottleneck. To facilitate data rate savings, we use a Tobii
Pro X120 eye tracker to get the current eye gaze of the
user and apply foveated compression depending on it. This
could be combined with foveated rendering, but we prefer to
stay independent of the image generation method. In more
detail, we divide the image into nine rectangular regions. One
region covers the foveated area, using the original resolution
for encoding. The other eight regions are resized to 50%
using a bilinear filter before encoding. We modify the network
protocol to send information about the number of bytes that are
about to be received, then information on the nine rectangular
regions and then the compressed image parts. The client reacts

Table II
ENCODING TIMES FOR 2560× 1440 PIXELS. LOWER IS BETTER.

DXT1 (ours) 0.5 ms
ETC1 (ours) 1.0 ms
ETC2 (ours) 1.3 ms
DXT1 (FastDXT) 1.6 ms
ETC1 (Pohl et al. [2]) 5.3 ms
Intel Media SDK, Software H.264 20 ms
Intel Media SDK, Software MVC H.264 60 ms
FFmpeg, H.264 60 ms
Intel Media SDK, QuickSync MVC H.264 120 ms
Intel Media SDK, QuickSync H.265 600 ms

accordingly, uploading the nine parts into individual textures.
The client combines them together and rescales them through
OpenGL, if required.

IV. EVALUATION

A. Performance

We achieve 35–55 frames per second, depending on the
rendering complexity of the view, using four workstations
streaming interactively to a desktop PC at 5K (5120× 2880
pixels) resolution with DXT1 compression. Considering a 20 ms
frame, 45% of the time is spent for rendering, 5% copying
internal buffers, 5% compressing to DXT1, 7% for sending data
over TCP. The remaining 38% is spent on waiting for command
updates from the client. Rendering one frame ahead using
double buffering could fill that gap, but would increase latency.
On the client side, 32% of the time is required for receiving
TCP data, 12% for texture upload to the GPU and drawing.
56% for waiting on image data from the servers. Again, double
buffering would help, but add latency. If the GPU has hardware
support in the texture units for the compressed format, decoding
does not consume any extra time when blitting data onto the
screen which makes this ideal for low latency.

For driving the light field display with streamed content
from one workstation, we achieve 50–70 frames per second.

In Table II, we compare the average encoding times for
the workload of images with 2560× 1440 pixels. For DXT1,
ETC1 and ETC2 it is performance-agnostic if we compress
individual views or multiplexed light field images. We use
the H.264 profiles for the highest quality as we assume the
availability of high data rate in the in-home setup.

B. 10 Gigabit Ethernet

Testing various network adapter driver options, we get
additional speed ups in the 10 GbE environment. The default
maximum transmission unit (MTU) is set to 1500 bytes for
Ethernet, which leads to much packet overhead when sending
big amounts of data. With the “Jumbo Frame” feature, we can
increase the MTU size to 9014 bytes, increasing the frame rate
in the 5K setup by five percent.
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Table III
IMAGE QUALITY COMPARISON FOR 2D IMAGE AND LIGHT FIELD IMAGE. PSNR/SSIM: HIGHER IS BETTER.

Original H.265 Intel H.264 Intel† ETC2 ETC1 DXT1 Steam Splashtop NVidia Shield

2D image
MBit/s 4752 248 290 792 792 792 55 4 12
PSNR – 38.6 38.6 37.4 37.1 36.9 34.9 28.4 26.4
SSIM 1.0 0.984 0.978 0.982 0.980 0.972 0.936 0.744 0.644

Reconstructed view of light field image
MBit/s 4752 183 566 792 792 792 55 4 12
PSNR – 39.8 39.7 36.8 36.4 35.9 20.4 24.7 23.8
SSIM 1.0 0.997 0.996 0.988 0.986 0.975 0.725 0.782 0.733

† Using the Multi View Coding (MVC) profile for light field images.

C. Image Quality

We compare the image quality of a compressed 2D image
and a reconstructed view of a compressed light field image
through PSNR [15] and SSIM [16] in Table III. To highlight
the difference, we show contrast-enhanced close up on the
images. Wherever possible, we set the quality / bit rate to
the highest modes for encoding. For Steam, we had to switch
back to the “balanced” settings to avoid frame drops. As the
metrics show, using high bit rate for H.264 [4] and H.265 [17]
achieves in most cases higher image quality than ETC2, but
only at higher encoding times (see Table II).

As described in Section III-C, it can happen in ETC1/2
encoding, that a wrong decision on splitting into sub-blocks
is made during hard transitions of the light field image. This
is exposed in the color bleeding in Figure 2, where we also
show the impact on the recovered individual view and how
our forced split fixes this.

D. Latency

We measure the motion to photons latency with a high speed
camera. The starting time is from the video camera frame in
which we first touch the mouse on the client for moving. The
ending time is when we see pixel changes, sent from the server,
displayed on the screen of the client. The results in Table IV.
We explain the difference to Pohl et al. [2] from our wired vs.
their wireless network.

E. Data Rate and Foveated Compression

While the latency of 40–60 ms of our pipeline is much better
compared to the approaches using H.264, the required data
rate is high. For our in-home streaming at 5120× 2880 pixels
at 55 frames per second, it is 3.1 GBit/s. For 2560 × 1440
pixels, 0.8 GBit/s. However, in an in-home network, there
is usually a lot of data rate available. Wired approaches like

Figure 2. a) multiplexed light field image; b) uncompressed close-up across
transitions (vertical red line added to mark the transition); c) compressed
with original ETC1 encoder, orange color is leaking across the transition; d)
compressed with our modified ETC1 encoder; e) impact on the reconstructed,
stretched individual view: orange leak inside the house; f) leak fixed through
forced split.

10 GbE and Gigabit Ethernet deliver up to 10 GBit/s and 1
GBit/s respectively. On the wireless side, data rates up to 3.5
GBit/s can be achieved for IEEE 802.11ac, 4x4 MIMO Wave
2. Looking ahead, 802.11ax will deliver 10–14 GBit/s and
802.11ay up to 100 GBit/s [18]. Nevertheless, we can reduce
the required data rate using foveated compression. Depending
on the size of the monitor, the distance from it or if an HMD
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Table IV
LATENCY COMPARISON. LOWER IS BETTER.

Our approach (DXT1/ETC1/ETC2) 40–60 ms
Pohl et al. [2] (ETC1) 60–80 ms
NVidia Shield Android TV (H.264/H.265) 100–120 ms
Steam in-home streaming (H.264) 140–150 ms
Splashtop (H.264) 450-550 ms

Figure 3. Foveated compression. Top: the center area around the eye gaze
is compressed in original resolution, while the eight other areas have been
resized by 2x in each dimension before compression. Bottom: close-up on the
green marked rectangle, showing on the left the high resolution image while
on the right the area with reduced pixel size is shown, upscaled with bilinear
filtering on the GPU.

is used instead of a regular 2D screen, the parameters for this
approach can be varied. For our desktop setup, we use 40% of
the horizontal resolution for the size of the squared, foveated
area (see Figure 3). Then, the required data rate for either
DXT1, ETC1 or ETC2 of one image at 2560× 1440 pixels is
reduced by a factor of 2.2 from 1.76 MB to 0.81 MB.

V. CONCLUSION

With our novel approaches, we bring in-home streaming
to the next generation. We support 5K resolution, improve
encoding algorithms for better image quality with light field
rendered content and significantly improve the encoding times
for ETC1. Furthermore, we design the first real-time ETC2
compression routine, enabling increased streamed image quality
over ETC1. A larger variety of thin clients is supported with
the option to use DXT1, for which we increase encoding
performance by more than 2x. With eye tracking, we show
that we can lower the required data rate by more than 2x. Our
contributions are put back into the open source community
under https://github.com/ihsf.

REFERENCES

[1] M. Claypool and K. Claypool, “Latency and player
actions in online games”, Comm. of the ACM, vol. 49,
no. 11, pp. 40–45, 2006.

[2] D. Pohl, B. Taudul, R. Membarth, S. Nickels, and O.
Grau, “Advanced in-home streaming to mobile devices
and wearables”, IJCSA, vol. 12, no. 2, 2015.

[3] T. Richardson, Q. Stafford-Fraser, K. Wood, and A.
Hopper, “Virtual network computing”, IEEE Internet
Computing, vol. 2, no. 1, pp. 33–38, 1998. DOI: 10.
1109/4236.656066.

[4] T. Wiegand, G. J. Sullivan, G. Bjøntegaard, and A.
Luthra, “Overview of the H. 264/AVC video coding
standard”, Circuits and Systems for Video Technology,
vol. 13, no. 7, pp. 560–576, 2003.

[5] A. Travis, “Autostereoscopic displays”, in Handbook of
Visual Display Technology. Springer, 2012, pp. 1861–
1873.

[6] Wireless LAN Working Group, IEEE Standard 802.11ac-
2013 (Amendment to IEEE Std 802.11-2012), Dec. 2013.

[7] J. Ström and T. Akenine-Möller, “Ipackman: High-
quality, low-complexity texture compression for mobile
phones”, 2005, pp. 63–70. DOI: 10 . 1145 / 1071866 .
1071877.

[8] J. Ström and M. Pettersson, “ETC2: Texture compression
using invalid combinations”, in Graphics Hardware,
2007, pp. 49–54.

[9] P. Brown, I. Stewart, N. Haemel, A. Pooley, A. Rasmus,
and M. Shah, OpenGL S3TC extension spec, 2000.

[10] B. Guenter, M. Finch, S. Drucker, D. Tan, and J. Snyder,
“Foveated 3D graphics”, ACM Transactions on Graphics,
vol. 31, no. 6, p. 164, 2012.

[11] F. Zund, Y. Pritch, A. Sorkine-Hornung, S. Mangold, and
T. Gross, “Content-aware compression using saliency-
driven image retargeting”, in ICIP, 2013, pp. 1845–1849.

[12] C. Koch and S. Ullman, “Shifts in selective visual
attention: Towards the underlying neural circuitry”, in
Matters of Intelligence, Springer, 1987, pp. 115–141.

[13] L. Renambot, B. Jeong, and J. Leigh, “Real-time
compression for high-resolution content”, Proceedings
of the Access Grid Retreat, vol. 7, 2007.

[14] I. Wald, S. Woop, C. Benthin, G. S. Johnson, and M.
Ernst, “Embree: A kernel framework for efficient cpu
ray tracing”, ACM Transactions on Graphics, vol. 33,
no. 4, 143:1–143:8, 2014.

[15] Y. Wang, J. Ostermann, and Y. Zhang, Video Processing
and Communications. Prentice Hall, 2002.

[16] Z. Wang, L. Lu, and A. Bovik, “Video quality assessment
based on structural distortion measurement”, Signal
Processing: Image Communication, vol. 19, no. 2,
pp. 121–132, 2004. DOI: 10.1016/S0923-5965(03)00076-
6.

[17] G. J. Sullivan, J.-R. Ohm, W.-J. Han, and T. Wiegand,
“Overview of the high efficiency video coding (HEVC)
standard”, Circuits and Systems for Video Technology,
vol. 22, no. 12, pp. 1649–1668, 2012.

[18] C. Taylor, “802.11ac Wave 2 with MU-MIMO: The next
mainstream Wi-Fi standard”, 2015.

DANIEL POHL ET AL.: THE NEXT GENERATION OF IN-HOME STREAMING: LIGHT FIELDS, 5K, 10 GBE, AND FOVEATED COMPRESSION 667





Ground plane detection in 3D scenes for
an arbitrary camera roll rotation

through “V-disparity” representation
Piotr Skulimowski, Mateusz Owczarek, Paweł Strumiłło

Institute of Electronics, Lodz University of Technology
Email: {piotr.skulimowski, mateusz.owczarek, pawel.strumillo}@p.lodz.pl

Abstract—In this paper we propose a fast method for detecting
the ground plane in 3D scenes for an arbitrary roll angle rotation
of a stereo vision camera. The method is based on the analysis
of the disparity map and its “V-disparity” representation. First,
the roll angle of the camera is identified from the disparity
map. Then, the image is rotated to a zero-roll angle position
and the ground plane is detected from the V-disparity map. The
proposed method was successfully verified on a simulated 3D
scene image sequences as well as on the recorded outdoor stereo
video sequences. The foreseen application of the method is the
sensory substitution assistive device aiding the visually impaired
in the space perception and mobility.

I. INTRODUCTION

THE TASK of ground plane detection in images of 3D
scenes is an important step in many computer vision

algorithms [1], [2], [3], [4], [5], [6], [7], [8]. Segmentation of
the ground plane region and estimation of its spatial orientation
allows for detecting free space that is devoid of obstacles in
the imaged 3D scenes. Such knowledge is of high importance
for depth sensing stereo vision based techniques that are
applied e.g. in an automotive industry and systems for guiding
autonomous robots [1], [2], [3], [9], [10]. Stereo vision camera
modules in such systems are mounted in rigs, which limit
camera movement versus the world coordinate system to just
a single degree of freedom (1 DoF), that is left and right turn
(the yaw angle). Such a constraint simplifies image analysis
techniques of the scene that are based on the depth maps
computed from the stereo matching algorithms [11].

There are, however, mobile applications of the computer
vision systems (e.g. in humanoid robots, or electronic travel
aids (ETAs) for the visually impaired and blind [8], [12], for
which this work is intended to) in which camera movements
are not restricted and need to be defined by 6 DoF ego-motion
parameters [8], [13]. That is, three parameters defining 3D
translational motion vector T = [U V W ] and three parame-
ters ω = [α β γ] defining angular motion of the camera. These
rotation angles are known as pitch, yaw and roll, respectively
(Fig. 1). In such systems the value of roll angle changes during
the movement. Moreover, if a camera is attached to the user’s
body, a constant error value may be added if the camera is
not positioned properly or undergoes slight position changes

This project was supported by the European Union’s Horizon 2020 Re-
search and Innovation Programme under grant agreement No 643636 “Sound
of Vision.”

Fig. 1. Parameters defining the 3D translational and rotational motion vectors
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Fig. 2. An example illustrating how the camera roll angle changes during
the walk in an open-space outdoor environment with a limited number of
obstacles. The camera was mounted on a helmet and the roll angle was
estimated using the method described in the article

during the user’s movement. Fig. 2 shows how the roll angle
of the camera varies during the walk.

In this paper we propose a fast method for detecting the
ground plane in 3D scenes for an arbitrary roll rotation of
a stereo vision camera. The method is based on the analysis
of the disparity map and its histograms termed “V-disparity”
representation [14] (Fig. 3). The disparity map is the horizontal
displacement d = xl − xr of a position at which the scene
object is projected onto the left and right image of the stereo
vision camera. Note that the larger the disparity the smaller is
the depth of the scene point in relation to the position of the
stereo vision camera [15]. An example disparity map is shown
in Fig. 4a, in which the disparity value is coded by a greyscale
level. The larger the disparity the brighter is the pixel in the
disparity image [14].
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Fig. 3. A visual explanation of how the “UV-disparity” representation of the
disparity is calculated

The so-called “V-disparity” representation is built by com-
puting histograms of consecutive rows of the disparity map and
presenting them as a monochrome image. Similarly, the “U-
disparity” representation contains histograms of consecutive
columns of the disparity map. The scheme for calculating
those representations is explained in Fig. 3. The number of
columns of the U-disparity map equals the number of columns
of the disparity map and number of rows of the V-disparity
map equals the number of rows of the disparity map. The
remaining dimensions (rows of the U-disparity and columns of
the V-disparity, respectively) are the histogram bins defined by
disparity values d. The UV-disparity maps can be directly built
for the disparity maps calculated with pixel-accuracy only. It
is worth noting, that the maximum value of the U-disparity
image is the number of columns in the disparity map, and the
maximum value for the V-disparity image is the number of
rows of the disparity map.

The rest of this paper is organized as follows: in Section II
we review the ground plane detection algorithms and discuss
advantages and disadvantages of different image processing
approaches to this problem. The proposed algorithm for esti-
mating camera roll angle is explained in Section III. Results
verifying the performance and robustness of the proposed
algorithm are presented and commented in Section IV. Fi-
nally, Section V concludes the paper with a summary of the
presented work and outlines the foreseen application of the
algorithm in an electronic travel aid for the visually impaired.

II. RELATED WORK

For arbitrary pitch and yaw angles and zero roll rotation of
the camera, horizontal line segments of constant depth in a 3D
scene are represented by line segments aligned along rows of
the disparity map (for a calibrated and rectified stereo vision
camera [16]). However, for non-zero roll camera rotations
(Fig. 4a) these horizontal lines are no longer aligned along
disparity map rows. Thus, detection of the ground plane based
on the V-disparity map (note that the V-disparity is computed
as a collection of histograms of consecutive rows of the dispar-

Fig. 4. Test scene imaged by a camera rotated by a roll angle γ = −10◦:
disparity map calculated by using the Block Matching (BM) technique [13]
for the scene from Fig. 5 (a), V-disparity maps computed for the camera
rotated by γ = 0◦ (b), γ = −10◦ (c), γ = −20◦ (d) and γ = −45◦ (e),
respectively

Fig. 5. Results of the ground plane detection based on the V-disparity and
Hough Transform in two almost identical artificial scenes rotated by a roll
angle γ = −10.0◦. The scenes differ just by a presence of a small bench in
one of the scenes. Bright regions represent the detected ground plane (note
the poor result, especially for the scene shown in the right hand image)

ity map) becomes a difficult task. This is because the ground
plane in the V-disparity domain is no longer represented by
a single line segment but by a rather “fuzzy” region for which
its angular orientation is difficult to identify (see Fig. 4c–e
obtained for the increasing camera roll rotations).

It can be noticed, that results of ground plane detection with
the use of the Hough Transform (HT) on the V-disparity map
are very sensitive even to minor changes in the content of
the scene. Note an example of two almost identical scenes
shown in Fig. 5. The two scenes differ just by a presence of
a small bench in the scene shown on the left. This seemingly
minor change has yielded significantly different ground plane
detection results (indicated by white regions). In order to
improve the plane detection precision, prior to application
of the HT technique, the scene image should be rotated by
an adequate angle to compensate for the roll angle of the
camera (Fig. 6, step 3).

The findings of our literature search on applications of the
V-disparity representation for ground plane detection show that
the problem of a non-zero camera roll angle is addressed or
noticed in very few studies, e.g. [1], [3], [9], [17] among
others.

Cong et al. [1] propose a method for detecting ground
surface based on the maximum local energy in the V-disparity
map. This approach seems to work even if the ground is not
a flat surface. However, the problem of a non-zero roll angle
was not directly addressed.

670 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



  Image 
acquisition 

 Disparity 
map 

computation  

V-disparity
computation

 Plane detection and 
calculation of ground

plane equation

  Detection
 of camera roll, 
image rotation

1 2 3 4 5

Fig. 6. Consecutive steps of the proposed V-disparity based ground plane
detection method (including step 3rd, which is specific to our method)

Wu et al. [3] introduce a special method for mounting the
camera that allows to ignore a non-zero roll angle. On the
other hand the ground plane parameters are calculated by
using the V-disparity map after removing large image regions
representing obstacles identified in the U-disparity domain.
An initial road profile is calculated without using the Hough
Transform. Instead, the assumption that the maximum intensity
in each row of the V-disparity map corresponds to the road
lanes is used.

Lin et al. [9] use a RANSAC-based plane fitting algorithm
to find the plane equation. The method allows to calculate the
road lane of the same depth, which need not to be parallel
to the horizontal axis of the disparity image. The authors
have noticed the problem of non-zero roll angle for images
of sloping roads but they assumed that the proposed plane
fitting algorithm is performing well for small values of the
roll angles.

Finally, Labayrade and Aubert [17] propose an estimation
of the roll, pitch and yaw camera angles. A combined iterative
and linear regression methods were applied to the projections
of the plane to the V-disparity map to estimate the roll and
pitch angle. The Authors noted, however, that this method can
be computationally expensive. The value of yaw angle was
estimated indirectly by determining the vanishing point.

III. A METHOD FOR ESTIMATING CAMERA ROLL ANGLE

A general scheme for detecting the ground plane in images
of 3D scenes is shown in Fig. 6. The region corresponding
to the ground plane is detected in the disparity map through
its V-disparity representation. Namely, a plane equation that
best fits the surface of the ground is computed on the basis of
the line identified in the V-disparity map, e.g. by applying the
classical Hough Transform [3], [4], [6], [12], [14].

Our method for camera roll angle estimation is based on
the observation, that for zero-roll angles any line segment, that
is taken from the ground plane and is coplanar with the line
OLOR connecting optical centers of the stereo vision cameras,
is projected onto the same y-coordinates in the stereo vision
images and in the corresponding disparity map. Note that any
point from such a line assumes the same depth. However,
for non-zero camera roll angles these ground plane lines are
no longer coplanar with the OLOR line. Consequently, these
scene line segments (of equal depth) are projected onto the
disparity map at an angle that is equal to the camera roll angle.
In order to identify the camera roll angle a method is proposed
in which the disparity map is cross-sected by a series of lines
l at varying angles. For each angular position of line li, i ∈ N
disparity map values at points P1 and P2 equidistant to li are
collected (see Fig. 7).

Fig. 7. An example ground truth depth image for camera roll angle γ = 30◦

with superimposed line li and points P1, P2 (w is the number of pixels in
a single row of the disparity map and d = 0.1w was selected in computations)

Note, that only for lines l that are vertical to lp the disparity
map points P1 and P2 take similar values.

The slope intercept form of line li in the image coordinate
system is y = Ax+B1 with A = − tan (90◦ − γ) and B1 =
h + w

2 tan (90◦ − γ). Likewise, line lP such that lP ⊥ li is
given by y = − x

A +B2. If |PP1| = |PP2| = d, then:

(∆x, ∆y) =

(
d√

1 + (tan γ)2
, |∆x tan γ|

)
(1)

Because | tan γ| = | 1A |, coordinates of points P1 and P2 are:

P1

(
⌊x−∆x⌋ ,

⌊
y +

∆x

A

⌋)

P2

(
⌊x+∆x⌋ ,

⌊
y − ∆x

A

⌋) (2)

where ⌊x⌋ denotes the floor function of x. Let us assume, that
the total number of points P = (x, y) is Q, i.e. it is equal to
the number of analyzed point pairs.

The proposed method assumes that: the dominant part of
the disparity image is occupied by a ground plane and if the
image is rotated by γ-degrees, the disparity values at points
P1 and P2 shall remain the same for a series of lines l for
a given γ. To estimate the roll rotation angle of the camera,
the disparity map is dissected by lines l at different γ angles
(γ ∈ [γmin, γmax]), with a predefined step of ∆γ = 0.5◦. For
each γ value the parameter q(γ) is calculated:

q (γ) =
NE

NA
(3)

where NE is the number of pairs (P1, P2) for which the
disparity values are the same and NA is the total number of
all analyzed pairs.

Finally, the camera roll angle is such a γr value for which
(3) reaches the maximum (see Fig. 9). The algorithm of the
proposed method is shown in Fig. 8.
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Fig. 8. The block diagram of the proposed method for roll angle estimation
of a stereo vision camera
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Fig. 9. Plots of q (γ) values for different angles of line li dissecting the
disparity map obtained from the two proposed methods (based either on point
or grid resolution). Note pronounced maxima for γ = −10◦ obtained from
both methods. These are correct estimations of camera roll angle (see Fig. 4a)

Fig. 10. Example results of the ground plane detection for the scene from
Fig. 4: Ground truth region (MGT ) from the SESGen [13] software (a),
Region detected using only the classical HT-based approach (b), Region
detected using the proposed method (c)
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Fig. 11. Ground plane detection accuracy measured by means of the JC
obtained for different camera roll rotations and variants of the ground plane
estimation algorithms
GT: ground truth disparity map
BM: disparity map obtained using the Block Matching technique
RE: camera roll angle estimation (Fig. 6, step 3)
HT: plane detection using the Hough Transform (Fig. 6, steps 4–5)

IV. RESULTS

The proposed method for ground plane detection was veri-
fied on test image sequences rendered by our SESGen software
[13]. The sequence consists of 600 images, for which the roll
rotation of the camera ranges from −60◦ to +60◦ with a step
of 0.2◦. For each rendered image the SESGen computes the
ground truth segmentation map and the ground truth disparity
map with a pixel and subpixel accuracy correspondingly.

To measure the accuracy of the plane detection results we
used the Jaccard similarity coefficient (JC):

J(MD,MGT ) =
area(MD ∩MGT )

area (MD ∪MGT )
(4)

where MD∩MGT denotes the intersection of the detected and
“ground truth” ground plane regions, and MD ∪MGT is their
union. Those regions are represented by bright regions shown
in Fig. 10. The JC is calculated for both the ground truth
disparity maps and for the disparity maps calculated using the
Block Matching (BM) technique [13]. Results are shown in
Fig. 11. Note, that the ground plane detection algorithms with
no camera roll angle correction tend to fail for roll rotations of
more than ±5◦ for which a significant drop of the JC occurs.

In order to reduce the computational complexity, both the
number of steps and the number of lines dissecting the
disparity map can be adjusted appropriately. Additionally, in
most cases just the bottom part of the disparity image shall
be taken into account. We also tested a modification of our
method in which P1 and P2 are nodes of a grid (with grid
size up to 30 pixels). Such a modification slightly decreases
the roll angle estimation accuracy (see Fig. 9), but significantly
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Fig. 12. Results of the ground plane estimation using the proposed method

Fig. 13. Point pairs from Fig. 12b for which the disparity values are the
same for the camera roll angle is such a γ value for which (3) reaches the
maximum

reduces the computational complexity which is essential in
mobile and wearable platforms. Fig. 12 shows example results
of the ground plane estimation methods for the pre-recorded
and artificial sequences. Then, Fig. 13 shows point pairs from
the scene shown in Fig. 12b for which the disparity values are
equal to the camera roll angle for such a γ value for which
(3) reaches the maximum. Please note, that these points can
be successfully used in the plane fitting algorithm.

An average calculation time of the proposed algorithm (Fig. 6
step 3) for the test images is 0.7ms on an Intel Core i7-4770
3.4 GHz processor. The computational complexity is estimated
as O(n2). The obtained Root-Mean-Squared Error (RMSE) for
the SESGen sequences equals RMSE = 0.466◦.

The proposed method was also verified on a set of disparity
images captured in an indoor environment along with the
readouts from a digital inclinometer permanently attached to
the stereo vision camera. Images were captured using the ZED
Stereo Camera (1920 × 1080 image resolution, 110◦ field
of view and 120mm baseline [18]). Camera roll estimation
results are shown in Fig. 14. The obtained Root-Mean-Squared
Error value for this sequence is RMSE = 1.76◦

We encourage the reader to view our material supplementary
to this paper [19] (e.g. result video sequences, images in higher
resolution, etc.) available at http://uv-disparity.naviton.pl/.
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Fig. 14. Results of the roll angle estimation for the recorded indoor sequence.
Images were captured using the ZED stereo vision camera. The disparity map
was computed using the API provided by the camera manufacturer [18]. Green
dots denote roll angle read from the digital inclinometer, red dots denote
roll angle values for the corresponding readouts from the inclinometer and
calculated using the proposed method

V. CONCLUSIONS

In this paper we propose a reliable algorithm for ground
plane detection in 3D scene images from the disparity maps
and their V-disparity representation under large roll angle
values. From our literature survey we note that the problem of
non-zero roll angle in ground plane detection tasks has been
noticed in just few earlier studies [1], [3], [9], [17]. Moreover,
only the authors of the latter work undertook the problem of
roll angle estimation. They, however, did not provide any time
performance of their iterative algorithm.

The strong advantage of the algorithm we propose is its
computing efficiency and capability of estimating camera roll
rotations for large angles (tested from −60◦to +60◦) with the
RMSE < 0.5◦. Such rotations can occur for 6 DoF motions
of the camera, e.g. in cameras mounted on drones, robots or
3D scene analysis systems aiding the visually impaired. The
identified roll angle allows to rotate the disparity image to
zero-roll angle. The so corrected disparity map is then used
for detecting the ground plane through the corresponding V-
disparity map. The reliably detected ground plane region is a
basis for successful performance of further 3D scene analysis
algorithms. Finally, we have shown high robustness of our
ground plane detection algorithm on simulated 3D scene image
sequences and real-world outdoor image sequences.
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Abstract—The paper sets out and presents a new approach to 

determine the shape of the flaccid membrane of the 

extracorporeal pneumatic heart assist pump. This is a 

continuation of earlier work on the use of image processing and 

analysis techniques to determine the membrane shape of an 

artificial ventricle. The study focused on the membrane shape 

mapping in the actual dimensions - in the real world. The 

method to transform measurement results in pixels to 

dimensions in the real world in millimetres as well as the 

obtained results of this process were presented. 

I. INTRODUCTION 

HIS paper presents how to use a new technique, the 

Depth From Defocus (DFD) type presented in [1 - 5], to 

determine the shape of the flaccid membrane of the 

extracorporeal pneumatic heart assist pump, Fig. 1, in the 

actual dimensions - in the real world. The work carried out 

in this area provides an opportunity to develop a method for 

determining the stroke volume of the artificial ventricle. 

Studies of this type are carried out in the framework of the 

Polish Artificial Heart (PSS) [6 - 8]. As a result of the lack 

of satisfactory solutions original works are suspended. Thus, 

to solve the problem, studies on a visual method of the 

measurement were initiated; e.g. [9 - 12]. Additionally this 

method creates the possibility of a practical use of opaque 

biologically inert layers, which are already developed in the 

framework of PSS. This should significantly reduce the risk 

of the formation of clots while maintaining the safe 

operation of the heart support pump. 

II. MOTIVATION 

One of the basic heart function parameters is the stroke 

volume of the chamber. The instantaneous stroke volume of

 
Fig.  1 The extracorporeal pneumatic heart assist pump developed 

in the framework of the Polish Artificial Heart 

 

a controlled pneumatic artificial ventricular can be 

determined by knowing the momentary shape of its flaccid 

membrane. Presented in [1 - 5] the Depth From Defocus 

(DFD) type method has been developed for visual distance 

measuring. It can also successfully be used for the 

construction of the sensor defining the shape of the flaccid 

membrane of the extracorporeal heart support pulse pump. It 

can take two forms of implementation. Until now the 

visualization of the shape of the membrane was performed 

only in the virtual world (augmented reality). Currently, 

studies are being carried out to lead to the determination of 

the shape of the membrane in the real world. Mapping the 

membrane shape of the artificial ventricle in the actual 

dimensions will enable the user to determine the stroke 

volume using the numerical integration method. 

III. OBJECT OF THE STUDY 

The study was conducted on the extracorporeal pneumatic 

heart assist pump model, Fig.  2. The model was modelled 

based on the ReligaHeart® EXT prosthetic, Fig. 1. Using the 

model is justified because of the significant costs of the 

original prosthesis. The pneumatic heart assist pump model  

has a pneumatic chamber and a blood chamber separated by 

a flaccid membrane. The momentary shape of the flaccid 

membrane affects the volume of the blood chamber. The 

membrane is controlled by air into the pneumatic chamber. 

Pushing out air into the pneumatic chamber results in 

movement of the membrane downward. This state 

corresponds to the ejection of fluid from the blood chamber. 

 
Fig.  2 The cross-section of the extracorporeal pneumatic 

heart assist pump model 
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The opposite process causes the rising of the membrane and 

filling bloody chamber with liquid.  

Using a flaccid membrane in the pneumatic heart assist 

pump, even though raises many problems, is necessary from 

a medical point of view. Such a membrane limits the 

formation of coagulation and eliminates the problem of 

sedimentation of blood (dividing into fractions). 

IV. MEASUREMENT METHOD 

The essence of the used measurement method is to 

observe a surface of the membrane at a close distance with   

a fixed-focus camera equipped with wide-angle lens and to 

determine the shape of this membrane in the 3-dimensional 

space on the basis of a one-shot image.  

In the measurement process the image processing and 

analysis techniques are used. Firstly, the image is acquired 

from the camera. Next, the image is masked using a circle 

mask in order to hide unnecessary parts of the image. Then 

the image segmentation using thresholding is performed. 

After that, markers are detected. This method works due to 

markers (in the study, round white markers with a diameter 

of 3 mm) arranged on the surface of the membrane from the 

pneumatic chamber side. During the membrane movement 

the markers do not change their physical size. Their smaller 

or larger surface area visible in the image is related only to 

their proximity or distance from the front of the camera. On 

the basis of pixel coordinates and a surface area of each 

marker we can determine their location in the 3-dimensional 

space. Having the determined several dozen markers, the 

same number of real points on the membrane surface can be 

obtained. Other points, in the required quantity, are 

determined using triangulation-based cubic interpolation. 

As a result, a grid representing the membrane shape of the 

artificial ventricle in the actual dimensions is obtained. This 

method is very fast by the fact that during measurement the 

position of the camera and all lens and camera settings 

(focus, aperture and focal length) remain unchanged. 

V. THE DIMENSIONS OF THE MEMBRANE 

The difficulty of determining the real membrane shape of 

the heart assist pump fitted with a flaccid membrane, Fig. 3, 

is that the pump has only two membrane states with a known 

mathematical description. The first state occurs when the 

blood chamber is fully submerged with blood; the membrane 

then takes on a convex shape. The second state occurs with 

full blood pressure from the heart pump; the membrane then 

takes on a concave shape. 

 
Fig.  3 The flaccid membrane 

 
Fig.  4 The geometric dimensions of the spherical cap 

In both these states the membrane takes on a shape of the 

spherical cap, Fig. 4. For these characteristic states the 

geometric dimensions can be determined because a few 

parameters of the pump designed in the framework of PSS 

are given. The radius of the spherical cap a equals 35 mm. 

The volume of this spherical cap V equals 35 ml and this is a 

half of 70 ml which is the assumed stroke volume of a heart 

for an adult man. With the known radius of the spherical cap 

the geometrical dimensions of the membrane on the X-Y 

plane are known. To determine the extreme positions of the 

membrane in the Z-axis the value of h is required. It can be 

determined on the basis of the formula (1) and after solving 

the equation (2). 
 

                                                         (1) 

                                                             (2) 

The calculated value of h equals 16.8803 mm. Having 

values of a and h the all extreme positions of the membrane 

in the 3-dimensional space are known. 

VI. TRANSFORMATION OF THE X- AND Y-COORDINATES 

 The transformation of the x- and y-coordinates is 

performed directly based on the pixel coordinates of the 

image, Fig. 5.  

 

Fig.  5 View of the membrane from camera with 

the coordinate system added 
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For transformation purpose, the 2-dimensional shape of 

the membrane determined in pixels is calculated using a 

linear transformation for the x-coordinate (3) and for the y-

coordinate (4). 

                                      (3) 

                                      (4) 

In the study, a 900 px x 900 px image, masked by a circle 

of a radius r = 410 px, is calculated to a range from -35 mm 

to 35 mm, assuming that the centre of the scale is in the 

centre of the membrane. For the givens: 

                                                                                                           

We obtain the simplified linear transformation equations:                                  (5)                             (6) 

The equations (5) and (6) can be used to the 

transformation of the x- and y-coordinates from pixels to 

millimetres. So far a grid defined in such a way presents the 

determined shape of the membrane dimensioned in the 

actual 2-dimensional space. 

VII. TRANSFORMATION OF THE Z-COORDINATE 

The transformation of the z-coordinate is not performed 

directly based on the pixel coordinates of the image. To 

solve the problem, the dependency of the marker area from a 

distance of the marker to the front of the camera must be 

determined. This dependency is not constant even for the 

same artificial ventricle model and will vary due to various 

factors. The camera and lens parameters, the type of 

lighting, the threshold value, size and colour of markers, 

kind of surface and colour of the membrane can affect this 

relationship. Trial tests confirmed that depending on the 

mentioned factors, different values of the marker area in the 

image can be obtained for the same distance. This applies in 

particular to the central marker which, due to its location, 

can achieve the largest and the smallest possible surface area 

in the image and thus determines the extreme values in the 

Z-axis. Simultaneously it can observe that during changing 

 

Fig.  6 The measurement pattern designed in CAD software 

 
Fig.  7 The ready-made measurement pattern 

working conditions of the heart pump, the proportion of the 

changes of a surface area of the markers at different 

distances remains constant. This leads to the conclusion that 

the differences between the markers area at different 

distances can have a linear character. In order to verify this 

hypothesis the suitable measurement pattern was designed, 

Fig. 6. This takes the form of steps of well-known heights. 

The 3 mm difference between steps (except the extremes) 

was assumed. The pattern also allows to compare the 

measurement results with the reference distances of each 

marker to the front of the camera optical sensor; e.g. for the 

calibration purpose. The measurement pattern was designed 

in CAD software. Then it was 3D printed with an accuracy 

of 0.001 mm on the X and Y axes with a layer thickness on 

the Z-axis of 0.09 mm, Fig. 7. On the steps of the pattern 14 

round, white, markers having a diameter of 3 mm were 

arranged, one on each step.  

For the study, a laboratory stand was designed and built. 

Different parts of the stand were printed on a 3D printer. 

After assembly a stable structure was created eliminating 

random movements and changes in camera viewing angles 

with respect to the membrane or the pattern in each of the 

spatial dimensions, Fig. 8. The station allows for quick and 

easy replacement of the tested membranes or patterns. It is 

equipped with a miniature monochrome XIMEA camera 

model MU9PM-MH with a lens with a fixed focal length 

f = 1.8 mm and a viewing angle of 126°. The camera is 
connected to a computer using a USB 2.0 port interface. 

This is completed with the authors’ software, which enables 

measurement and enables real-time imaging. 

 

Fig.  8 The laboratory stand with the measurement pattern 
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Fig.  9 View of the measurement pattern from camera 

with detected markers 

The pattern was mounted into the laboratory station and 

the measurement procedure was performed, Fig. 9. The 

measurement was conducted in three different conditions 

changing lighting parameters and the threshold value. The 

obtained values of a surface area of the detected markers for 

all three cases have been collected in Table I. At the same 

time, a surface area of all markers at different heights was 

determined. The height (distance) equal to 0 was assumed on 

the level of the outline of a circular membrane. The image 

sharpness was set on this level focusing on the central 

marker. For a distance greater than 0 (a height less than 0), 

the appropriate negative value was assumed. 

TABLE I. 

THE DEPENDENCY OF THE MARKER AREA 

FROM THE HEIGHT 

Height 

[mm] 

Marker area [px] 

E. 1 E. 2 E. 3 

16.8803 6156 5663 4844 

15 5762 5271 4479 

12 4938 4141 3447 

9 3788 3391 2798 

6 3045 2607 2103 

3 2189 1777 1347 

0 1439 1039 545 

-3 1357 1054 486 

-6 1292 894 436 

-9 1219 866 404 

-12 1169 864 391 

-15 1067 685 374 

-16.8803 954 744 349 

where E. n is a number (n) of experiment 

 
 

 
   Fig.  10 Graphs of the dependency of the marker area from the height 

The results confirmed that the differences between the 

markers area at different distances have a linear character. 

However, the graph of the dependency of the marker area 

from the height, Fig. 10, shows that two separate 

dependencies are needed for each case. The approximation 

of results shown that for the z-coordinate transformation 

purpose, it is not necessary to determine a dependency of the 

marker area from the distance for all possible values, but is 

enough to measure only two extremes and to know a value 

of zero from the calibration. This should significantly 

simplify the sensor calibration and to allow making 

necessary corrections even during normal operation of the 

pneumatic heart assist pump. 

Assuming that Az is a surface area of the current marker, 

Azero is a surface area of the central marker on the level of the 

outline of a circular membrane, Atop is a surface area of the 

central marker for the membrane in the maximum upper 

position and Abottom is a surface area of the central marker for 

the membrane in the maximum down position, the equations 

(7 − 9) for the z-coordinate were determined. 

                                             (7) 

                                                  (8)                                                 (9) 

In the study, for the givens: 

                                                    
                                                 

We obtain the simplified linear transformation equations: 

                                             (10)                                            (11) 

The equations (10) and (11) can be used to the 

transformation of the z-coordinate. Finally, using also the 

previously determined equations (5) and (6), a grid defined 

in such a way presents the determined shape of the 

membrane dimensioned in the actual 3-dimensional space. 
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    Fig.  11 The ideal shape of convex membrane in the actual dimensions 

VIII. RESULTS OF RESEARCH 

Knowing the suitable transformation equations, the shape 

of the flaccid membrane of the extracorporeal pneumatic 

heart assist pump model in the actual dimensions was 

possible to determine. Firstly, the ideal shapes of convex and 

concave membrane, Fig. 11 and Fig. 12, in the actual 

dimensions were determined based on the geometric 

dimensions of the spherical cap. Then the full measurement 

procedure was performed for these extreme positions of the 

membrane, Fig. 13 and Fig. 14. As a result, it was possible 

to obtain the shape mapping of the membrane in the form of 

a measuring grid and determining for each point of the grid a 

reference value. With these two values the measurement 

errors could be determined and their causes analyzed. 

Obtained from the measurements, mappings of a shape of 

convex and concave membrane, Fig. 15 and Fig. 16, in the 

actual dimensions have confirmed a propriety of the 

determined transformation equations. 

On the surface of the membrane 49 round, white, markers 

having a diameter of 3 mm were arranged. The study 

assumed an even distribution of markers forming squares. 

The distance between the centres of the neighbouring 

markers was 7.7 mm. Markers were placed starting from the

   
     Fig.  12 The ideal shape of concave membrane in the actual dimensions 

 

      Fig.  13 View from camera of convex membrane with detected markers 

central marker. Analyzing the results, deformation of the 

membrane shape around the markers' positions is noticeable. 

This is due to the interpolation that is used to calculate 

values between markers. 

In the case with a convex membrane the mapping of the 

membrane shape is appropriate. The achieved shape, almost 

on the entire surface, is comparable to that of the ideal 

membrane. For the concave membrane the mapping of the 

membrane assumes the correct shape of a spherical cap. The 

greatest errors were obtained for the markers, which are far 

from the centre of the membrane. 

In both cases difference between all of the measurement 

values and their reference values does not exceed 5%. The 

shape of the projection is subject to the smallest error in the 

vicinity of the central marker. The biggest inaccuracy was 

obtained for markers which position was close to the edge of 

the membrane. This effect is mainly due to insufficient 

number of markers located at these places. 

 
      Fig.  14 View from camera of concave membrane with detected markers 
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IX. CONCLUSION

The  paper  presents  a  method  of  the  membrane  shape

mapping of the extracorporeal pneumatic heart assist pump

in  the  actual  dimensions.  This  method  can  be  used  to

transform results in pixels to dimensions in the real world in

millimetres. This was a continuation of works on the use of

image processing and analysis techniques for calculating the

stroke volume of an artificial ventricle.

In the study the appropriate equations to transformation of

the x-, y- and z-coordinates were analyzed and determined.

These equations allow the user to obtain a measurement grid

which represents the shape of the membrane dimensioned in

the actual 3-dimensional space. 

The  usefulness  of  the  determined  transformation

equations was confirmed by the conducted measurements for

two extreme states of the membrane.

The developed method will enable to determine the stroke

volume  of  the  artificial  ventricle using  the  numerical

integration method.
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Abstract—A novel selective image authentication system based
on the robust digital watermarking is proposed. The discrete
shearlet transform is performed in order to extract the feature
vector from the image. The cone-adapted version of the transform
is used to calculate the shearlet coefficients more precisely and
to avoid the biased treatment. The proposed approach allows to
use conventional cryptographic digital signature for the image
feature vector verification and makes the authentication scheme
more secure. In order to embed watermark (WM) into the image
the areas HL3 and LH3 of the Haar wavelet transform coefficients
are used. Experimental results show that the proposed selective
image authentication system is effective in terms of tolerance
to JPEG compression, malicious image tampering detection and
visual image quality just after embedding.

Index Terms—Digital images; selective image authentication;
cone-adapted shearlet transform; JPEG; 3-bit hash quantization;
Haar-wavelet transform.

I. INTRODUCTION

AN authentication of digital objects is widely applicable
and is commonly used nowadays. The primary aim of

this procedure is a saving of data integrity and a confir-
mation of the truth. Regarding to the digital images and
other multimedia kinds of content, there are no problems to
perform a content verification in a case of strict authentica-
tion type. This definition of the problem assumes that the
data integrity is broken even if only one data bit had been
changed. Several methods are well known for authentication
within cryptography, e. g. digital signature (DS) [1]. The
only limitation is that DS is appended to the object itself
and can be corrupted or even lost in case of incautious
use. As an alternative approach a digital watermarking [2]
for image content authentication can be applied. There are
practical applications implying to keep image exactly as it
is. For example, if medical image would contain compression
artefacts this could lead to wrong diagnostics. This issue is
usually solved with conventional cryptography by strict image
authentication [3], [4]. However, strict image authentication
methods are not applicable in the fields where a certain set
of the content manipulations is assumed to be acceptable. So
called selective image authentication manages to solve this
task [2].

A selective image authentication is a well known problem
and is a point of interest of many works [5]–[10]. Usually an
image compression is classified as a legal image manipulation

since it doesn’t change image content, and thus should not
break in an authentication. In the proposed method we pri-
marily focus on the tolerance to JPEG compression algorithm
[11] for its wide application in legal image processing.

Image features extraction techniques of the most advanced
proposed methods for selective image authentication use the
following types of the image preprocessing. Method based
on the key-points features extraction is presented in [5]. The
several algorithms use the image moments calculation [6], [7],
content describing by using of wavelet coefficients [8], central-
finite differences [9], ridgelet and radon transforms [10], etc.
In this paper we present a novel selective image authentication
method which uses shearlet transform coefficients [12] as
an image content descriptor. Recent investigations [13] show
that shearlet coefficient properties are well suited for this
purpose as a face and pattern recognition. Due to the fact that
shearlets are able to describe considered signal in details and
sparsely [12] it is reasonable to involve these properties to the
problem of selective image authentication. We show that some
of the shearlet coefficients are tolerant to JPEG compression
and, on the other hand, are sensitive to the image content
modifications. Due to the usage of 3-bit quantization technique
the extracted image features can be signed and embedded
in the image as a digital watermark (WM). Any algorithm
robust to JPEG compression can be chosen as a watermark
embedding method. We use 3-level Haar wavelet transform
[14] for watermarking embedding that provides acceptable
visual quality just after embedding.

Section II of the paper presents the main properties of
discrete shearlet transform and explains the feature vector
calculation technique. 3-bit quantization method is covered in
Section III. The usage of the embedding and extraction algo-
rithms is considered in Section IV. The simulation results are
presented in Section V followed by conclusions in Section VI.

II. CONE-ADAPTED DISCRETE SHEARLET TRANSFORM
AND IMAGE FEATURES EXTRACTION

The shearlet transform was introduced in 2006 [12] for the
mathematical analysis of anisotropic features of the multivari-
ate signals. Being a generalisation of wavelets, shearlets pro-
vide sparse representations for the large class of multidimen-
sional data by given dilation, shear and translation parameters.
We propose shearlet transform to be used for image features
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SHj,k,m (I) =





F−1 (φ (ω1, ω2) I (ω1, ω2)) |ω2| < 1, |ω2| < 1,
F−1

(
ψ
(
4−jω1, 4

−jkω1 + 2−jω2

)
I (ω1, ω2)

)
|ω1| ≥ 1/2, |ω2| < |ω1|, |k| ≤ 2j − 1,

F−1
(
ψ
(
4−jω2, 4

−jkω2 + 2−jω1

)
I (ω1, ω2)

)
|ω1| ≥ 1/2, |ω2| > |ω1|, |k| ≤ 2j − 1

F−1
(
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(
4−jω1, 4
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)
I (ω1, ω2)

)
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Fig. 1. Used notations of the calculation cone-areas Cv , Ch, seams C× and
the middle cap C0 in the frequency domain defined by the discrete cone-
adapted shearlet transform.

calculation procedure. As it will be shown in Section V some
of the shearlet transform coefficients are robust to introduce
small image noise, wherein allow to describe image content
quite enough. Let describe briefly the main features of the
shearlet transform and it’s algorithmic efficient digital version
that was introduced in [15].

For ψ ∈ L2
(
R2

)
the continuous shearlet system generated

by ψ is defined as {ψa,s,t = a−
3
4ψ

(
A−1
a S−1

s (x− t)
)
|a >

0, s ∈ R, t ∈ R2}. Functions ψa,s,t are called shearlets where
dilation a and shear s parameters determine dilation Aa and
shear Ss matrices respectively as[15]

Aa =

(
a 0
0

√
a

)
, a ∈ R+

and Ss =

(
1 s
0 1

)
, s ∈ R.

Then, corresponding continuous shearlet transform is given
by mapping

f → SHψf (a, s, x) = 〈f, ψa,s,x〉 ,
f ∈ L2

(
R2

)
, (a, s, t) ∈ R>0 × R× R2. (1)

So, the values of shearlet coefficients can be found as a
convolution of f with shearlet functions ψa,s,t [12]

SHψf (a, s, x) =

∫

R2

f(t)ψa,s,t (x− t) dt = f ∗ ψa,s,t (x) .

For we need to use discrete version of the shearlet trans-
form (1), we consider only digital images RM×N as functions
sampled on the grid {

(
m1

M , m2

N

)
: (m1,m2) ∈ G} with

G = {(m1,m2) : m1 = 0, ...,M − 1,m2 = 0, ..., N − 1} and
periodic continuation over the boundary is assumed. However,
due to the known problem of biased treatment of directions
cone-adapted version of the discrete shearlet transform is
commonly used [15]. In this calculation technique, frequency
domain is divided into the cones that are shown in the Figure 1
where C× is the cone seam line, Cv and Ch represent vertical
and horizontal cones of the frequency bands and C0 is the
low-frequency component. The main part of the signal energy
is contained in the low-frequency region whereas the bands
around represents high-frequency parts.

We define auxiliary functions χκ, κ ∈ {×, v, h} equal
to 1 for coordinates (ω1, ω2) which are in the areas Cκ,
i.e. (ω1, ω2) ∈ Cκ and equal to 0 for (ω1, ω2) /∈ Cκ. In
this notation the cone-adapted version of discrete shearlet
transform is the mapping

I → SHψI (j, k,m) = 〈I, ψj,k,m〉 ,
(j, k,m) ∈ R>0 × R× R2 (2)

where j ∈ Z, 0 ≤ j < ⌊ 1
2 log2 max{M,N}⌋ and k ∈

Z,−2j ≤ k ≤ 2j are the discrete versions of the dilation and
shear parameters, I (m) = I (m1,m2) ∈ L2

(
R2

)
is the func-

tion of the {M,N}-dimensioned discrete image with transla-
tion parameter m = (m1,m2) : m1 = 0, ...,M − 1,m2 =
0, ..., N−1}. By means of the cone-adapted scheme the coef-
ficients SHj,k,m (I) of the shearlet transform can be obtained
similarly to (3) [15] , where (ω1, ω2) are the coordinates
(m1,m2) mapped to the frequency domain, F−1 (g (ω1, ω2))
is the inverse two-dimensional discrete Fourier transform [16]
of function g (ω1, ω2) and

ψh×v (ω1, ω2) = ψ1 (ω1, ω2)χ×+

ψ1 (ω1)ψ2

(
ω2

ω1

)
χh + ψ1 (ω2)ψ2

(
ω1

ω2

)
χv, (4)

ψ (ω1, ω2) = ψ1 (ω1)ψ2

(
ω2

ω1

)
, (5)

where ψ1, ψ2 and φ are the predefined scaling functions. In
the proposed method we use Meyer’s wavelet-based functions
for (3)-(5) that can be chosen as in [15].

The frequency tiling that represent different directions and
scales of the shearlets up to j = 1 and low-pass band with
corespondent values of parameters (j, k) are shown in the
Figure 2.

In the proposed method, we use only (1, 1), (1, 3), (1, 5) and
(1, 7) frequency bands (that are highlighted in the Figure 2)
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for the image feature vector calculation due to the following
reasons. These bands have tolerance to the introduced small
image noise as well as to JPEG compression. On the other
hand, it was found that chosen bands are sensitive to image
content modifications and malicious image tampering. It is
worth to note, that the more scale parameter is selected, the
more sensitivity to image modifications is achieved and, at
the same time, the less tolerance to the JPEG compression is
observed. Our experiments showed that scale parameter j = 1
is a good candidate for the trade-off between noise sensitivity
and malicious tampering detection. Secondly, we choose bands
with dilation indices k ∈ {1, 3, 5, 7} just to insure to proposed
image feature vector be more sparse and occupy less memory
space.

Due to the considerations above, let us define four vectors
dSHk

of used shearlet coefficient amplitudes

dSHk
= (‖SHj,k,m (I) ‖)j=1,m∈G , k ∈ {1, 3, 5, 7}. (6)

Elements dSHk
can be calculated according to (3) for given

image I . In order to compress image features up to available
size we propose to use average downsampling technique
[17] with integer parameter h, divisor of M × N : ∀(i) ∈{
1, . . . , M×N

h

}
as follows

dk(ik) =
1

h

∑
{dSHk

(m)| h(ik − 1) < m ≤ hik}

Finally, we define image feature vector d ∈ RL as

d = (d (i))Li=1 =


 ⋃

k∈{1,3,5,7}
dk(i)




M×N
h

i=1

, L =
4(M ×N)

h

(7)

Calculated by (7) image feature vector d gives the compact
representation of the image features. However, coordinates of
the image feature vector d are the real numbers and they should
be digitised before signing and embedding into the image as
WM.

III. RECOVERING OF IMAGE FEATURE VECTOR AFTER
JPEG COMPRESSION BY 3-BIT QUANTIZATION

TECHNIQUE

Digital watermarking techniques expect that data to be
embedded have the binary form and of a finite length. Also,
as we mentioned in the Section II, in order to apply digital
signature to the image feature vector (7) it should be pre-
digitized.

Let quantize the values of d with step ∆ ∈ R called image
features quantization parameter as

d∆(i) =

⌊
d(i)

∆

⌋
+ 1 (8)

where ⌊·⌋ is the floor map.
Now, it would be possible to authenticate the tested image(
Ĩ(m)

)
mG

, given the embedded vector d∆ and the corre-

sponding vector d̃∆ calculated for the image
(
Ĩ(m)

)
mG

.

(0, 1) (1, 1)

(1, -8)

(1, 2)

(1, 3)(1, 7)

(1, -7)(1, -3)

(1, 8)

(1, -1)

(1, -2)

(1, 4)(1, 5)(1, 6)

(1, -6)(1, -5)(1, -4)

(0, 2)
(0, 3)

LP

(0, 4)

(0, -1)

(0, -2)
(0, -3)

(0, -4)

Fig. 2. Frequency tiling and respective notations with parameters (j, k) and
the low-pass band (LP). Bands used for the feature vector calculation in the
proposed method are highlighted.

Then, the following condition should be taken for the authen-
tication rule
(
Ĩ(m)

)
m∈G

is authentic ⇐⇒ max
i

|d̃∆(i)− d∆(i)| ≤ 1.

(9)
However, the use of the authentication rule (9) is incon-

venient for two reasons. First, the size of the authenticator
d∆ is large enough to be embedded into the image without
significant corruption. Second, any adversary might be able
to forge the authentication process because no cryptographic
technique was used. In order to overcome the difficulties
mentioned above, we propose to hash the feature vector d∆
and to obtain its digital signature. On the other hand, hashing
the vector d∆ after its corruption by JPEG compression leads
to error expansion. In order to recover d∆, after jumps of their
coordinates in at most one quantization level, it is possible
to use so called 3-bit quantization technique [18] briefly
considered below.

Let introduce an auxiliary perturbation vector p of dimen-
sion L where its i-th coordinate contains three bits p1i, p2i, p3i
computed as follows [18]

(p1i, p2i) = [d∆(i) mod 4]2 (10)

p3i =

{
1 if d(i) ∈ [ai, bi)
0 if d(i) ∈ [bi, ai+1)

(11)

with ai = ∆ d∆(i), bi = ∆
(
d∆(i) +

1
2

)
, and [·]2 the binary

representation of the integer argument. An example mapping
of the value d(i) into the bits p1i, p2i, p3i and d∆ (i) is
illustrated in the Figure 3.

Then the digest of vector d∆ by means of any convenient
hash function can be calculated. The obtained hash is signed
with the use of cryptographic DS [1] and then this DS is
embedded jointly with the auxiliary perturbation vector p into
the image I . Verification of DS is performed by conventional
cryptographic methods, where it is necessary to recover the
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d(i)

d
Δ
(i)

Fig. 3. An example mapping of the value d(i) into the bits p1i, p2i, p3i and
d∆ (i) by means of 3-bit quantization technique.

feature vector d̃∆ only, which corrupted possibly by JPEG
compression of the original feature vector d′∆. This can be
performed as follows [18]

d′∆(i) =

⌊
d′(i)
∆

⌋
(12)

where

d′(i) =





d̃(i) + ∆ if αi = 0 & p̃3i = 0

d̃(i) + ∆ if αi = 0 & p̃3i = 1 & p′3i = 1

d̃(i)−∆ if αi = 1 & p̃3i = 1

d̃(i)−∆ if αi = 1 & p̃3i = 0 & p′3i = 0

d̃(i) otherwise

and

αi =





0 if [p′1ip
′
2i]10 = ([p̃1ip̃2i]10 − 1) mod 4

1 if [p′1ip
′
2i]10 = ([p̃1ip̃2i]10 + 1) mod 4

2 otherwise
. (13)

Here [·]10 is the decimal representation of the binary integer;
(p̃1i, p̃2i, p̃3i) are the three bits of each entry p̃i of the pertur-
bation vector p̃ extracted as a WM, and (p′1i, p

′
2i, p

′
3i) are ob-

tained from the perturbation vector p′ calculated by (10), (11)
given by the corrupted image

(
Ĩ(m)

)
m∈G

; d̃(i) is the i-th
element of the feature vector given by (8) and the image
(I(m))m∈G is the original one before recovering.

It has been proved in [18] that the feature vector d̃∆ can
be recovered exactly by (12)–(13) if the extracted auxiliary
perturbation vector p̃ is correct and rule (9) is achieved.
This rule will be fulfilled if a corruption of the quantized
feature vector coordinates d̃∆(i) have transitions to at most
one neighbour quantization level. In this case the proposed
authentication method will be tolerant to JPEG compression
if the quantization step was chosen in such a way that the
last requirement holds with the high probability. Clearly, the
method of embedding and extraction is also assumed to be
robust to JPEG compression.

IV. WATERMARKING METHOD BASED ON 3-LEVEL HWT
COEFFICIENTS QUANTIZATION

In this section we consider a digital watermarking method
providing acceptable error probability of both feature vector
signature and auxiliary perturbation vector. An authentication

LL3 HL3

LH3 HH3

LH2

LH1 HH1

HL1

HL2

HH2

Fig. 4. Notations of 3-level Haar wavelet transform coefficients submatrices.
The used HWT areas LH3 and HL3 are highlighted.

data, that is usually briefly called authenticator [2], is em-
bedded into the image with one of the existing watermarking
techniques. Authenticator of the proposed method consists of
both feature vector d signature and the auxiliary perturbation
vector p have been explained in the Section III. There are
several necessary properties for the embedding algorithm for
the proposed selective image authentication system namely

• tolerance to JPEG compression;
• capacity that is enough for both d and p;
• lower computational complexity; and
• high visual quality of the watermarked image right after

embedding.
Taking into account the requirements presented above, the

embedding algorithm based on coefficients quantization of
3-level discrete Haar Wavelet Transform (HWT) [14] was
selected. Only LH3 and HL3 submatrices for WM embedding
were chosen because of their robustness to small noises that
can be introduced by JPEG compression. According to the
experimental results, the coefficients of LL3 which have more
evident influence on visual image quality after embedding
whereas second level coefficients are less tolerant to JPEG
compression. So, in this method, LH3 and HL3 areas are
selected as a compromise. Let assume for simplicity that the
DI is square of order 2l × 2l. Note that if the image I is not
represented by a square matrix then it can be padded with zero
elements. According to [14], two-dimensional forward and
inverse HWT of the square image luminance values (2l× 2l)-
matrix of the image I can be found as:

SH = HlIH
T
l , I = HT

l SHl, (14)

where l is the level of HWT, SH is the matrix of the
HWT coefficients, and the upper index T denotes matrix
transposition. The recurrent relations [14]

H0 = [1], Hl =
1√
2

[
Hl−1 Hl−1

Hl−1 −Hl−1,

]
, l ∈ Z+
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Fig. 5. Dependencies of PSNR and SSIM image quality measures just after
WM embedding against HWT coefficients quantization parameter γ.

determine the (2l × 2l)-Haar single level matrices Hl. The
next level l of HWT can be obtained if, the (2l−1 × 2l−1)-
submatrix of HWT approximation coefficients is used instead
of the original image I . Figure 4 shows the 3-level HWT
coefficients submatrices with conventional notations and the
used HWT areas LH3 and HL3 as highlighted ones.

We chose only LH3 and HL3 coefficients as they represent
low-frequency components of the image and have explicit
robustness to the distortions introduced by JPEG compression,
see Figure 5. The used approach allows to minimize DI
corruption after embedding. The general scheme of proposed
selective image authentication method including embedding
and extraction procedures with correspondent notations is
presented at Figure 6.

The quantized feature vector d∆ is hashed and signed
by any standard cryptographic algorithm [1] giving strong
digital signatures s. Next, this DS and perturbation vector p
is concatenated into one binary string b. In order to increase
efficiency of authentication data transferring in the presence
of corrupting noise Low-Density Parity-Check (LDPC) code
[19] was applied. Encoded block be represented by digits bek
is embedded into the coefficients Sk belonging to HWT areas
HL3 and LH3 (Figure 4) by the following rule:

S̃k =





γ
([

Sk

γ

]
+ 1

4

)
if bek = 1

γ
([

Sk

γ

]
− 1

4

)
if bek = 0

(15)

where γ is the quantization interval of HWT coefficients,
[·] is the nearest integer of a real number, and S̃k is the
coefficient after embedding the bit bek . In order to complete
embedding procedure an inverse HWT is performed by (14)
using quantized coefficients from (15).

An obtained watermarked image Î is then sent through in-
secure channel and is possibly have been forged by an attacker

Original
image

Features
extraction

3-bit
quantization

Hashing

Signing

LDPC encoding

WM embedding

JPEG, manipulations

Hashing

Features vector
recovering

Features
extraction

LDPC decoding

WM Extracting

Fake

No YesSignature
verification

Authentic

Public key

Private
key

Fig. 6. General scheme of the proposed selective image authentication
method.

or have been processed using non-malicious manipulations. In
order to verify that DS is authentic, see Figure 6, it is necessary
to take a decision b̃ek regarding the digits of the binary string
be using the decision rule

b̃ek =





1 if S̃k − γ
[
s̃k
γ

]
≥ 0,

0 if S̃k − γ
[
s̃k
γ

]
< 0.

(16)

Here S̃k are the coefficients Sk of areas HL3, LH3 that might
be corrupted by some image processing. Decoding of received
code word b̃e is performed with iterative belief propagation
technique [20].

The elements of the perturbation vector p̃ are extracted from
decoded data using (16) and the vector p′ calculated directly
from the image by (10), (11), and then recover d′∆, given the
vectors d̃∆, p̃ and p′. Then the recovered vector d′∆ is hashed
to h′ and compared with the hash h̃ obtained from the DS s̃
with use of the corresponding public key. If h′ = h̃ then DI
is recognized as authentic, otherwise it is assumed as a fake
one.

V. EVALUATION OF EFFECTIVENESS OF PROPOSED
SELECTIVE IMAGE AUTHENTICATION

In this paper we focus ourselves on JPEG compression
related to the set of manipulations that not change an image
content. Thus, it is necessary to investigate the sensitivity of
the authentication system to JPEG compression. The proposed
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Fig. 7. Dependencies of the PTPR against JPEG compression quality with
factor Q depending on the different feature vector quantization parameters ∆.
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Fig. 8. Dependency of the required value of feature vector quantization pa-
rameter ∆ against JPEG compression quality factor Q that gives PTPR = 100
over the test image base.

method will be tolerant to such compression if the rule (9) is
met. We have selected 100 different 512 × 512 DI having
varied content, textures and so forth. Then the HL3 and LH3
areas of HWT contains 2 × (26)2 = 213 = 8192 coefficients.
According to the rule (15), each HWT coefficient allows to
embed one bit.

As we mentioned before, in order to provide some redun-
dancy, the length of the feature vector d was 210 = 1024
corresponding to the length of 28 = 256 of the matrix bk.
This requires h = 210 = 1024 in (6). Thus, the auxiliary
perturbation vector p has 3 × 210 = 3072 bits length. As a
hash function, the standard SHA-2 [1] and the DS algorithm
based on RSA cryptosystem [1] with length of modulo 1024
bits were used. The total size of the embedded bits is 3072+
1024 = 4096. Given the total number of HWT coefficients
in HL3 and HL3 areas it was chosen the (8192, 4096)-LDPC
code to achieve appropriate error correction.

It is worth to note, that proposed selective image authenti-
cation framework allows one to choose any other hash, digital
signature and error correcting algorithms which are suitable
for the available watermark capacity. After the selection of the
main parameters, the investigation of the authentication system
efficiency was carried out. Figure 7 shows the dependencies of
the True Positive Rate PTPR against JPEG compression quality
factor Q = 0, 1, . . . , 12 depending on the different feature
vector quantization parameters ∆ used in the formation of d∆
by (8).

It can be seen from Figure 8 that the greater is the Quality

105 20 30 40
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P
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Δ = 0.025

Δ = 0.0175

Δ = 0.01

Δ = 0.005

ρ

Fig. 9. Dependencies of the PTNR against the size ρ of malicious image tam-
pering areas depending on the different feature vector quantization parameters
∆.
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Δ

ρ

Fig. 10. Dependency of required value of feature vector quantization
parameter ∆ against the size ρ of malicious image tampering areas that gives
PTNR = 100 over the test image base.

factor Q, the better is image authentication method tolerant to
JPEG compression.

The strongest requirements should be formulated for the
opportunity to detect all image pixel modifications except for
JPEG compression, for instance, some random modifications
or malicious attacks intended to compromise the original
image, for the thing, changing of car plate numbers for DVR
systems, or fingerprints and photos of criminals in police
offices. It is a trivial problem for exact authentication, provided
that the cryptographic components, namely hash function and
DS were selected in an appropriate manner. But it is a relevant
problem for semi-fragile authentication because in this case
some modifications can not be detected. In order to verify such
opportunity for the system under consideration we arranged
the following experiment. It was selected a truly randomly
circle areas with (ρ/2)-pixel radius and inside these areas
truly random luminance of pixels was chosen. At least 50 such
areas were taken for each image and the number of different
typical images was 100. The results of testing are presented in
Figure 9, where a dependence of True Negative Rate PTNR is
showed as a function of areas size ρ depending on quantization
step ∆ of the feature vector coordinates.

From Figure 9 it can be seen that, in accordance with
our expectations, the less is a quantization step ∆, the more
probably to detect small image modifications.

In Figure 10 a curve showing a dependence of the requested
values of quantization steps ∆ against the size of modification
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a) b)

Fig. 11. Examples of the original test image «Lena» and the watermarked
version just after embedding with PSNR = 41.3 dB with γ = 9.

area ρ given a by PTNR = 1 is presented for the whole test
image base.

Summarizing the experimental results, we can conclude
that the proposed authentication method is tolerant to JPEG
compression with parameter Q ≥ 1 providing simultaneously
PTNR ≥ 1 for modification area size ρ ≥ 8.

Image quality of DI just after WM embedding is also very
important criterion of authentication system efficiency. We
evaluate both Peak Signal-to-Noise Ratio (PSNR) [21] and
Structural Similarity Index Measure (SSIM) [22] as commonly
used measures and for 8-bit digital images can be calculated
as

PSNR = 10 log10


 2552MN
∑

m∈G

(
I (m)− Î (m)

)2


 , (17)

SSIM =

(
2µIµÎ + c1

) (
2σIÎ + c2

)
(
µ2
I + µÎ

2 + c1
) (
σI2 + σÎ

2 + c2
) , (18)

where µI , µÎ are mean values, σI , σÎ are variances and σIÎ
is covariance calculated for I and Î respectively, c1 = 2552 ·
10−4, c2 = 2552 · 3 · 10−4 are the constants.

In Figure 5 the curves of image quality assessments PSNR
and SSIM given by (17), (18) depending on the quantization
step ∆ are presented. We can see that the greater is ∆, the
worse is the visual comprehension of the images. On the other
hand the proposed system requires to keep ∆ be not very small
in order to WM be tolerant to JPEG compression.

In Figure 11 the visual effect of WM embedding for some
chosen WM system parameters is displayed. There is no
opportunity to find any differences between images (a) and
(b). However, it is worth to note that reliable detection of
the image modification has a greater importance than false
detection after JPEG compression, because in the last case
an error can easily be recognized, whereas the authenticated
image content corruption may lead to fatal consequences.

It is obvious that for valid authentication system operation,
the bit error rate BER after LDPC decoding of code block
be should be equal to zero even after image compression.
Figure 12 (a) specify this problem. This figure shows a
dependencies of bit error rates (BER) against quantization
step γ for HWT coefficients depending on different values of
JPEG compression factor Q. It can be seen that there exist
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Fig. 12. a) Dependencies of the BER versus HWT coefficients quantization
parameter γ given by different JPEG compression quality factor Q with and
without LDPC error correction code. b) Dependency of HWT coefficients
quantization parameter γ allowing to extract WM without errors against JPEG
compression quality factor Q.

values of γ leading to BER= 0 in case when LDPC coding
is applied, whereas in the case of watermarking without error
correction code (ECC) BER is mostly non-zero. Figure 12
(b) presents the dependence of the quantization intervals γ
on JPEG compression quality factor Q given the condition
BER= 0.

Figure 12 shows that the selection of the quantization
interval γ equal to 10 provides a resistant authentication
method to JPEG compression with quality factor Q ≥ 4 and
quality assessments PSNR ≥ 40, SSIM > 0.98 that can be
assumed as acceptable values.

VI. CONCLUSION

The article introduces the new selective image authentica-
tion system. The novelty of the method is application of the
discrete shearlet transform coefficients for the image features
vector calculation procedure. An image authenticator consists
of two parts. The first one is the DS of the quantized image
feature vector and the second one is the auxiliary perturbation
vector generated by 3-bit hash quantization technique. It
provides a recovering of hash function even after jumps of
the vector coordinates due to JPEG compression.

Quantization of 3-level discrete HWT coefficients as a wa-
termarking technique which allows us to embed authentication
data into the digital image was used. Due to the high capacity
of this watermarking method an additional redundancy was
achieved. This property was used for the error correction code.
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We embed WM only into HL3 and LH3 areas of the HWT as
it keeps visual image distortion smaller than in case of LL3
area usage. Experimental investigation showed that proposed
authentication method provides a good reliability to verify
image authenticity even after JPEG compression with Q ≥ 3
and simultaneously an opportunity to recognise even small
content image modifications and image quality assessments
PSNR ≥ 40 and SSIM > 0.98 just after WM embedding.

Proposed selective image authentication allows one to adjust
system parameters so that resulting BER, Q, PSNR, SSIM,
TNR, and TPR became acceptable with the needs.
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• Kardaş, Geylani, Ege University International Computer

Institute, Turkey
• Kern, Heiko, University of Leipzig, Germany
• Kollár, Ján, Technical University of Kosice, Slovakia
• Kosar, Tomaž, University of Maribor, Slovenia
• Lopes Gançarski, Alda, TELECOM SudParis, Evry,

France
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Welcome to WAPL’2017
Pedro Rangel Henriques

I WOULD like to take the chance to welcome all of
you to the 6th Workshop on Advances in Programming

Languages, WAPL’2017, that will happen 10 years after the
1st edition hold in Wisla, Poland, in 2007.

A long way has been traversed since the first version of
FORTRAN in November 1954. Many research was done, both
focussing the theory of formal Languages and Grammars or
the development of Programming Language Tools.

Programming Languages appeared to realize the evolu-
tion in Computer Science that proposed new programming
paradigms; also the birth of new areas for computer application
motivated the design of new languages. New languages require
new parsing techniques and new compilers. In this context,
many years ago language engineers introduced a revolutionary
approach to program development: the ’generative approach’
based on the existence of tools that can generate effective
programs from a formal specification of the program (in that
case, from a grammar).

However the appearance of languages tailored for specific
targets, the so-called Domains Specific Languages (DSL),
aiming at offering an easier and more elegant way to cope with
problems in concrete applications, justified the never ending

evolution of research work in the field of formal language
processing. After the focus in the design of languages and the
construction of their interpreters or compilers, in the last 20
years a new field of research rose up: program comprehension
and the underlying need for (source) code analysis (techniques
and tools).

In this context and being sure that “programming languages
are programmers’ most basic tools” WAPL aims at providing
a forum for exchange of ideas and experience in all the topics
concerned with programming languages and systems, from
Automata theory and Compiling techniques to Programming
tools and environments or Visual programming languages.
This year the program that we have put is composed of 10
papers (2 full and 8 short or position papers) that cover
different topics, as expected and as we would desire: lan-
guage definition, grammars and parsing; Compilers and High-
performance computing; source-code annotation/analysis and
their applications; Modeling and Testing.

I hope you enjoy and take the best from your attendance.
Being sure that your active participation is crucial for the
success of the Workshop, we look forward to seeing you all,
together with any newcomers, in the next editions.
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Institute of Informatics, Information Systems and Software Engineering

Faculty of Informatics and Information Technologies
Slovak University of Technology in Bratislava
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Abstract—While in waterfall-like processes changes are ex-
pected to happen mostly after the main development has finished,
agile approaches have incorporated response to changes into
the main development itself, which raises the importance of
the ability to respond to changes effectively to a sine qua non.
Changes are specified from the perspective of how users actually
use systems, i.e., usage scenarios, which does not correspond to a
common object-oriented code modularization. In their complete
form, usage scenarios can be directly observed in user acceptance
tests. Unit tests reveal parts of usage scenarios, too. Logically,
tests follow the modularization of the code they are related to.
Thus, in common object-oriented code, user acceptance tests,
which play a very important role in any kind of software devel-
opment process and which follow the procedural modularization,
would be scattered and, consequently, hard to maintain. In this
paper, we propose a new approach capable of achieving test
driven modularization, i.e., organizing code according to tests.
Besides pure test driven modularization, which can be based
on user acceptance tests, unit tests, or both, the approach also
enables combining use case and test driven modularization.

Keywords: modularization, use case, user acceptance test,
unit test, test driven development, Cucumber

I. INTRODUCTION

WHILE in waterfall-like processes changes are expected
to happen mostly after the main development has

finished, agile approaches have incorporated response to
changes into the main development itself, which raises the
importance of the ability to respond to changes effectively to a
sine qua non. Changes are specified from the perspective of how
users actually use systems, i.e., usage scenarios, which does not
correspond to a common object-oriented code modularization.

In their complete form, usage scenarios can be directly
observed in user acceptance tests. Unit tests reveal parts of
usage scenarios, too. Test driven development [18] and its
red-green-refactor loop makes tests very close to code, but the
developers have to switch between tests and code hundreds
of times to make their test “green.” Although a test itself
is contained within a small number of mock modules, the
tested code remains spread throughout many modules, which
significantly increases tracing.

Logically, tests follow the modularization of the code they
are related to. Thus, in common object-oriented code, user
acceptance tests, which play a very important role in any kind of
software development process and which follow the procedural

modularization, would be scattered and, consequently, hard to
maintain. This is of particular importance, since it is known that
user acceptance tests immensely improve code comprehension,
as can be seen in the Cucumber approach [7].

User acceptance tests are highly related to use cases [22],
and there are several approaches capable of preserving use
cases in code, such as DCI (Data, Context and Interaction) [4],
aspect-oriented software development with use cases [12],
and our own approach of inter-language use case driven
modularization [1]. However, all these approaches fail to
fully support expressing user acceptance tests because user
acceptance tests are actually based on user interfaces, and good
use cases are kept independent of user interface details.

Use case driven modularization and mechanisms that are
used to achieve it remain a good basis for establishing a new
kind of modularization—test driven modularization—which
we propose in this paper. Keeping user interface code coupled
with the corresponding application logic code is essential for
this kind of modularization. Modern user interfaces tend to
be written in dedicated languages and this is where inter-
language use case driven modularization, which enables mixing
fragments of code written in different programming languages
in so-called virtual files with their continuous merging into
compilable and executable units [1], provides the necessary
capabilities missing in other approaches to preserving use cases
in code.

The rest of the paper is organized as follows. Section II
explains briefly how inter-language use case driven modular-
ization is implemented. Section III proposes the new approach
that enables test driven modularization. Section IV compares
our approach to related work. Section V concludes the paper.

II. INTER-LANGUAGE USE CASE DRIVEN
MODULARIZATION

Several approaches capable of organizing code according
to use cases are available. However, since each language is
intended for its specific use, an approach suitable for test
driven modularization has to support mixing different languages
in program modules. Literal inter-language use case driven
modularization [1] enables exactly this. In this approach, code
for a use case is located in a use case module, which is simply
a file: a use case file. On top of the use case file there is a
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use case in its text form, a use case text, written in form of a
comment. Under the use case text is a class which represents
the use case, and its methods represent the use case steps.
A framework executes the methods representing the use case
steps based on the use case text. The mapping between the
text of the steps and the corresponding methods is maintained
with a naming convention: method names are actually derived
from the use case step text by turning it into the camel case
format.

The use of different languages is enabled by so-called
virtual files. Virtual files are defined using particular comment
conventions directly within the methods that implement use
case steps. All virtual files are extracted out of use case files,
merged, and saved by a preprocessor, which also resolves
possible virtual file duplicities and gathers the code from partial
virtual files that contain partial namespaces or classes. The
preprocessor saves the files containing the merged code, which
are actual files, to their virtual file paths as indicated in the
corresponding virtual files. Subsequently, the merged code can
be executed, which may require a compilation depending on
the programming language.

Additions and alterations of virtual files in use case files
are propagated to the merged code and to other use case files
by the preprocessor. Accordingly, deletions and alterations in
the merged code are propagated to use case files, too. Since
there is no way of knowing to which use case are additions to
the merged code related, these additions are not propagated to
virtual files in use case files. All changes to use case files and
merged code, including the direct changes by developers, are
displayed to developers and logged. This process of change
propagation is actually synchronization, as will be referred to
further.

III. INCLUDING TESTS IN USE CASES

Test driven modularization aims at organizing code according
to tests keeping their representation in code. For this, the
synchronization mechanism from inter-language use case
driven modularization was employed accompanied by the new
mechanism of use case coverage calculation that we propose
here.

Via test driven modularization, our approach provides yet
another view on software under development. This view may be
combined with literal inter-language use case driven modular-
ization, but what is always available is the modularization of the
merged files (recall Section II). Developers can switch between
these modularizations and get the perspective that suits best
their current needs. Of course, all three modularizations have
to be maintained. However, the tools capable of synchronizing
changes can automate this process.

Section III-A explains the details of writing tests within
use case modules. To enable keeping track of how well
tests cover use cases, the approach embraces a continuous
calculation of this value, which is described in Section III-B.
Writing user acceptance tests is described in Section III-C.
Test representation is described in Section III-D. Section III-E

provides a brief information on the experience we have in
applying our approach.

A. Tests in Use Case Modules

In literal inter-language use case driven modularization, use
case steps appear in the classes representing use cases as
comments along with the related code. but comments are hard
to write and maintain and development environments do not
support code completion and syntax highlighting for code
inside of comments. To address this problem, we propose to
use the Markdown format in use case files. Consider the Add
Product into Cart use case:
# Use case Add Product into Cart
## Main scenario
1. User selects to add a product into cart
2. System saves the product into cart
3. System notifies user about updating shopping cart
4. Include "Show Cart"

# Code
## view/product-detail.html
‘‘‘html
<h3>{%=o.product.name%}</h3>
<p>{%#o.product.description%}</p>
<div>{%=o.product.price%}</div>
<a id="add-into-cart">
Add into cart</a>

‘‘‘

## model/Cart.js
‘‘‘js
({ add: function (id) {...} })
‘‘‘

## controller/public.js
‘‘‘js
(function () {
this.addIntoCart

= function (event) {
require({
Cart: "model/Cart.js"

...
‘‘‘

# Tests
## tests/features/cart.feature
‘‘‘feature
Feature: Shopping cart

Scenario:
Adding products into cart
Given I am on the test page
When I click on "Add into cart"
Then I should see "Test pro."
And I should see "120 EUR"
...
‘‘‘

## tests/unit/cart.js
‘‘‘js
...
Cart.empty();
assert(
Cart.getAll().length === 0,
"The empty cart should have
zero items");

Cart.add("1");
assert(
Cart.getAll().length === 1,
"...");

‘‘‘

As can be seen, the actual use case implementation follows
the use case text. This part constitutes a separate section
in Markdown. It consists of virtual files (recall Section II)
with virtual file paths represented by second level Markdown
headers.

The tests for the use case, placed into a separate, test section
of the use case file, follow the code section. The test section con-
sists of virtual files, thus the same synchronization mechanisms
apply to tests as in the code section. The example contains
two tests: the Adding Products into Cart user acceptance test
written in the Cucumber’s Gherkin language [7] and the Cart
unit test.

For the merged files, we used common object-oriented
modularization with the Model-View-Controller architectural
pattern, but any other kind of modularization, such as functional
or procedural, can be used as well. Use case driven or test
driven modularization can be built upon any kind of underlying
modularization.

If a test from the test section is moved to the top of a use case
file, the preprocessor treats virtual files in this section as use
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cases in the use case section in use case driven modularization,
where each line of the test is treated as a use case step in the
main flow.

B. Use Case Coverage
Each use case should be covered by the corresponding code.

This can be measured as a percentage of the words from the
use case found in the declarations residing in its code. Also,
each use case should be covered by the corresponding tests.
In the same way, the coverage of use cases by the tests can
be measured as a percentage of the words from the use case
found in the declarations residing in its tests.

With each change in use case files, the preprocessor recalcu-
lates and displays in its console output the coverage for each
use case step along with the words that are missing in the
code and in the tests. The missing words are the words present
in use cases, but not covered by code or tests. Conjunctions,
prepositions, and articles can be ignored, which can be specified
in the ignored words file.

Missing words can also be pseudo-covered by code if they
are included in comments inside of four asterisk symbols
(denoting the bold font in Markdown). In the same way, they
can be pseudo-covered by tests, too. Consider this virtual file
as an example:
## view/bank-transfer.html
‘‘‘html
<!-- **provide bank transfer instructions** -->
<p>Please send the payment to the address below.</p>
‘‘‘

Although the “provides” word is missing in the corresponding
use case step, the preprocessor captures its form “provide”
introduced in the comment and considers it as being covered
by code. Here, the difference algorithm [15] is used. The
similarity of 70% or higher is considered to indicate the words
are the same.

By presenting the percentage of how well use cases are
covered in both code and tests encourages developers to work
on increasing it, which is achieved by a better test and use
case driven modularization.

Conveniently, the links between use cases and code—i.e.,
between a use use case step and a line of code or a line of
test—can be visualized by using our tool (see the relationship
walkthrough video at https://youtu.be/N1hbu3K0yp4).

C. Writing User Acceptance Tests
As can be seen from the Add Product into Cart use case

example introduced at the beginning of this section, user
acceptance tests closely follow use cases, which makes them
appropriate for use case driven modularization. User acceptance
tests can also be written in the form of use cases to ensure they
cover the corresponding use cases fully. The main steps of a
user acceptance test would then actually be the same as the
steps of a use case. Each such step is followed by a sequence of
actual test steps that specify the corresponding testing actions.
This is the first step of the test from our Add Product into Cart
use case example: “User selects to add a product into cart” is
followed by the following actual test steps:

When I click on "Add into cart"
Then I should see "Test product"

The test steps are then expressed by code. Here is the code for
the use case step:

this.When(/^user selects to add a product
into cart$/, function () {

this.clickOn("Add into cart");
this.shouldSee("Test product");

D. Writing Unit Tests

Unit tests follow the modularization of object-oriented code
which is different than use case driven modularization. However,
unit tests are capable of testing use case steps at least partially.
Consider the following example of the test for the “System
saves the product into cart” step of the Add Product into Cart
use case:

function testSaveProductIntoCart() {
product = {...}
assert(Cart.save(product) === true,
"System should save the product into cart");

A use case step can be implemented as an exception, too. For
this, the Cart . save () call in the testSaveProductIntoCart ()
function should be wrapped into a try-catch block. If the call
fails, an assert function will raise an exception with the “System
should save the product into cart” message from the use case
step. Notice that all the words are the same as in the use case
step except for “should,” which is characteristic for tests.

E. Experience with the Approach

Being encouraged by the positive results of two studies
of our approach to use case driven modularization, one of
which embraced our own e-shop application with its seven
use cases (including the use case presented in Section III-A),
while the other one consisted of remodularizing the well-known
OpenCart e-commerce platform into 55 use cases,1 so far, we
successfully applied our approach to test driven modularization
to our own e-shop application. We implemented a combined use
case driven and test driven modularization version and a pure
test driven modularization version (based on user acceptance
tests).2

IV. RELATED WORK

DCI [4], [19], aspect-oriented software development with use
cases [11], [12], InFlow [2], and behavioral programming [8]
preserve use cases in code. Each approach enforces a specific
use case representation in code, e.g., DCI does this via roles,
while aspect-oriented software development with use cases
employs aspects. In our approach, use case representation
can be freely chosen while the approach still achieves use
case representation in code. Approaches to generating object-
oriented code from use cases [6], [23] do not actually represent
use cases in code.

1See github.com/useion/opencart.
2See youtu.be/zK8QKsIOkOg and github.com/useion/useion-e-shop (the test

modules can be found in the context/behavioral folder). More information is
available at useion.com.
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Software artifacts were combined previously in literate
programming [14], too. Literate programming brings code
into documentation, but not tests into code. The code is
extracted and combined by the noweb tool [13], which is
basically a preprocessor or code generator [5]. This is similar
to our approach and literate programming is even capable of
expressing use case modules as our approach. However, without
synchronization, code duplication would occur, which would
be unbearable.

Code defragmentation can be achieved also by applying
Object Teams [10], subject-oriented programming [17], and
symmetric aspect-oriented composition [3], [9], but none of
these approaches achieves this at the level of multiple languages,
as we do.

Different structuring of code provides different views on
software. Although dynamic structuring has been reported [16],
[21], it was not achieved at the file system level, but using
a particular editor. Our approach provides use case and test
views, which are synchronized at the file system level and can
be used simultaneously.

The Cucumber project [7] enables test execution based on
the text specification written in Gherkin, but each step has to
be expressed in code. This is similar to our approach where
code can be structured according to the text specification of
use cases while each their step has to be expressed in code.

While in our approach a web based interface is used to
display the links between use cases or user acceptance tests and
code, exposing them directly in the development environment
using, for example, information tags [20] could help in making
developers pay more attention to use case coverage.

V. CONCLUSIONS

In this paper, we propose a new approach capable of
achieving test driven modularization. It enables organizing
code according to tests. The approach employs inter-language
use case driven modularization, which provides a good basis
for keeping code modularized according to user acceptance
tests and enables mixing different kinds of languages, which is
particularly useful when dedicated languages are used for user
interface development. Besides pure test driven modularization,
which can be based on user acceptance tests, unit tests, or both,
the approach also enables combining use case and test driven
modularization.
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Abstract—High-performance computing increasingly makes
use of heterogeneous many-core parallelism. Individual pro-
cessor cores within such systems are radically simpler than
their predecessors; and tasks previously the responsibility of
hardware, are delegated to software. Rather than use a cache,
fast on-chip memory, is exposed through a handful of address
space annotations; associating pointers with discrete sections of
memory, within trivially distinct programming languages. Our
work aims to improve the programmability of address spaces
by exposing new functionality within the LLVM compiler, and
then the existing template metaprogramming system of C++. This
is achieved firstly via a new LLVM attribute, ext_address_-
space which facilitates integration with the non-type template
parameters of C++. We also present a type traits API which
encapsulates the address space annotations, to allow execution
on both conventional and extended C++ compilers; and illustrate
its applicability to OpenCL 2.x.

I. INTRODUCTION

THE MAJORITY of today’s architectures are heteroge-
neous. This means they contain at least two different

types of processors or different local memory units. A familiar
example of this is the modern personal computer (PC) which
contains both a graphics processing unit (GPU) and a central
processing unit (CPU). These architectures have immense poten-
tial as the extra processors tend to be specialized for particular
tasks. For example, GPUs are specialized for rendering graphics.
However, the parallel structure of the GPU lends it incredibly
well to single instruction multiple data (SIMD) tasks on large
data sets. This is commonly referred to as general-purpose
computing on graphics processing units (GPGPU). Due to this
several programming models centered on taking advantage of
this aspect have been created. The two most iconic are OpenCL
[1] and CUDA [2]. GPUs are exceptional at performing SIMD
tasks, so much so that several of the supercomputers in the
TOP500 list [3] use them.

However, power often comes at a cost. In the case of
heterogeneous architectures, the complexity of the program
increases for software aiming to take full advantage of the
power available. One of the more common added complexities
is memory management. Memory management is an important
aspect of several heterogeneous architectures, as auxiliary
processors of these architectures can have separate memory
from their primary processor. One such architecture are PCs
containing GPUs. Each GPU has dedicated memory and data
must explicitly be transferred across from main memory by
the CPU. Current GPGPU programming models also segment
GPU memory into several distinct address spaces with different
properties that help increase throughput.

Figure 1 C++ Address Space API

ad d _a s_ t < i n t ,42 > i = 12345 ;
s t a t i c _ a s s e r t ( g e t _a s_ v < d e c l t y p e ( i ) >==42) ;
a s s e r t ( i == 12345)

In some cases, named address space qualifiers have been
introduced to help associate variables with certain address
spaces and thus certain properties. Named address space began
in the Embedded C Extension [4], a set of optional extensions to
the C programming language for use with embedded processors
and have since spread. In fact, several GPGPU programming
models make use of them for example CUDA, OpenCL and
Metal [5]. An example from OpenCL is the __private
qualifier which restricts the scope of a variable to a thread.
Other programming models such as OpenACC [6] aim to
promote a higher level view of GPGPU programming and
abstract away address spaces from the programmer.

Both C and C++ are commonly used or extended in GPGPU
programming. In fact all of the above mentioned programming
models and languages with address spaces use or extend
C/C++ in some way to achieve their goal. However, despite the
number of models that make use of both C/C++ and address
spaces, there is no standard compiler or library support for
address spaces within C/C++. We believe that a C++ library-
based approach could assist greatly in bringing address space
support to C++. An API that new programming models could
explore and integrate with would help improve portability
and programmabillity. Having an API like this available also
removes the requirement to extend the compiler for named
address space support. As such we have created an C++
template API that takes inspiration from the C++ standard
libraries type traits, an example can be found in Figure 1.

To aid in showcasing our API’s viability we have decided
to use the Clang [7] compiler’s address space implementation.
The Clang compiler’s address space implementation is different
from named address spaces. It takes the generic approach of
accepting an integral parameter, provided by an end-user, to
specify the value’s address space, instead of having a fixed
name set while building the compiler itself. This lends itself
well to our API, which proposes integral parameters to index
address spaces. Modifications to the LLVM compiler were
made to add support for C++ non-type template parameters;
since submitted as a patch. Note however that the API works
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with or without our LLVM extension, having two separate
implementations hidden behind one interface.

II. THE PROGRAMMABLE ADDRESS SPACE

The named address space implementation of address space
qualifiers does not lend itself easily to user programmability.
The main reason for this is that they have fixed names that
differ per architecture, this makes creating portable libraries
dealing with address spaces challenging. This type of qualifier
can be found in Embedded C, OpenCL and CUDA.

The Clang compiler has chosen another more generic
direction with its address space qualifier choosing an attribute
as its basis, an example can be found in Figure 2. In this
variation, a single qualifier is developed for applying address
spaces to a variable; rather than separate names for each address
space in an architecture or programming model. The attribute
accepts a constant integer as an argument. This argument can
be hard coded as shown in the example in Figure 2 or be
a constant integer provided that it is not from a function or
template argument. Each unique integer value corresponds to
a unique address space.

Whilst Clang’s current address space qualifier is a lot more
generic and portable than named address spaces, it is not
standard C++; rather being a non-standard extension of LLVM.
It is also not as programmable as we might like, as it cannot
be used with template parameters. As such we have built
on Clang’s address space qualifier and created a variation
named ext_address_space. This variation allows non-
type template integer parameters to be used as arguments.

Figure 2 An address space attribute in the Clang compiler

_ _ a t t r i b u t e _ _ ( ( a d d r e s s _ s p a c e ( 1 ) ) ) i n t ∗ as ;

III. C++ TRAIT API

The implemented address space has increased programmabil-
ity and allows for a variety of C++ template API’s to be put in
place; which in turn can make using address spaces easier and
safer. In our case, we created an API that borrows from the C++
standard library’s type traits. Type traits are used for gathering
compile time type information and manipulating types. This
C++ API lends itself to being overloaded, allowing other types
of address spaces to be encapsulated inside. This allows it to
act as an interface for different types of C++ programming
models. This is exemplified in this section, as our API does not
require our Clang address space extension to function; instead
it acts as an interface for it when present and falls back on
another implementation when it’s absent.

A. The Traits API with ext_address_space

Our address space API uses three main class templates.
The first is get_as (Figure 5), which allows the retrieval
of the address space value from a type. The other two are
remove_as (Figure 4) and add_as (Figure 3) which allow
the programmer to both remove and add the address space on

Figure 3 The add_as class template and its type alias

t empla te <typename T , unsigned Nv>
s t r u c t add_as {
us ing t y p e = T _ _ a t t r i b u t e _ _ ( (

e x t _ a d d r e s s _ s p a c e ( Nv ) ) ) ;
} ;

t empla te <typename T , unsigned Nv>
us ing a d d _ a s _ t = typename add_as <T , Nv > : :

t y p e ;

a type respectively. This allows explicit and easy manipulation
of the address space as a qualifier similar to const and
volatile. In fact, remove_as and add_as are parallels to
remove_const, remove_volatile, add_volatile
and add_const from the standard library.

The add_as class template accepts a typename parameter T
and unsigned integer Nv. The parameter Nv denotes the address
space which we qualify the passed in type T with. The new type
can then be accessed with the classes type alias type, this keeps
with common template metaprogramming practice. Another
common practice is the use of type aliases like add_as_t to
simplify template class calls. We stick to this general pattern
throughout our API, however future aliases will be elided for
brevity. The add_as template works similarly to add_const
in that it only adds the qualifier to the top most level of a type.

The remove_as class template requires specialization. The
remove_as class template similarly to add_as accepts in
a type and an address space. However, in this case the address
space is ignored, instead it will be deduced from the type
passed in. Deducing the value in this way allows the template
to generically remove all available address spaces. Without this
an explicit specialization for each template would have to be
generated. The return value of remove_as is the passed in
type with the address space qualifier removed. Both const
and volatile qualifiers should remain untouched if present.
The base template of remove_as specializes for types with
no qualifier and returns the base type. Other specializations
specialize for different combinations of qualifiers on the type
and then return the type with the address space removed.
The most specialized example of this specializes for const,
volatile and the address space qualifier. It returns a type
with the address space removed and other qualifiers intact. We
showcase this specialization but elide the rest for brevity.

The class template get_as accepts the same parameters
as the other class templates. However, like remove_as the
address space parameter will be deduced. The output of this
template class is a value that corresponds to the address space
of the passed in type. Sticking with template metaprogramming
practice it’s named value. The base template and specializa-
tion is again similar to remove_as. The base template with
no address space qualifier returns 0. As 0 is the default address
space. Its specialization again fits all address space values and
deduces the address space which is then returned.
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Figure 4 The remove_as class template

t empla te <typename T , unsigned Nv = 0>
s t r u c t remove_as {
us ing t y p e = T ;
} ;

t emplate <typename T , unsigned Nv>
s t r u c t remove_as <T _ _ a t t r i b u t e _ _ ( (

e x t _ a d d r e s s _ s p a c e ( Nv ) ) ) > {
us ing t y p e = T ;
} ;

t emplate <typename T , unsigned Nv>
s t r u c t remove_as <T c o n s t v o l a t i l e

_ _ a t t r i b u t e _ _ ( ( e x t _ a d d r e s s _ s p a c e ( Nv ) ) )
> {

us ing t y p e = T c o n s t v o l a t i l e ;
} ;

B. The Traits API with as_val

Each API function has a fall-back version for compilers
that do not support the ext_address_space extension.
This means that the API will not cause compilation errors or
undefined behaviour, ensuring portability. Outwardly the API
calls do not change, nor do the required includes. Only the
implementation of the functions change significantly. This is
handled by macros that check if the ext_address_space
attribute is implemented, then includes the relevant header files.

Figure 5 The get_as class template

template <typename T , unsigned Nv = 0>
s t r u c t g e t _ a s {
s t a t i c c o n s t unsigned v a l u e = Nv ;
} ;

t emplate <typename T , unsigned Nv>
s t r u c t g e t _ a s <T _ _ a t t r i b u t e _ _ ( (

e x t _ a d d r e s s _ s p a c e ( Nv ) ) ) > {
s t a t i c c o n s t unsigned v a l u e = Nv ;
} ;

A template class facilitates the API implementation’s mimick-
ing of the address space qualifier. The as_val class template
(Figure 6) accepts a template type parameter and two non-type
template parameters. The type parameter represents the type
the address space qualifier is to be applied to. The two non-
type template parameters represent the address space of the
top most pointer (the Nv parameter) and the address space of
the pointee (the Np parameter). For example, as_val would
only support address space qualifiers on the first two pointers
of a pointer to a pointer to an integer type. The integer itself
would not be qualifiable. Of the parameters, only the type is

stored, the two address space values are stored at a type level
and can be deduced. Through C++ implicit conversion the
various overloaded functions allow the user to use assignment
operators and dereference operators as if they were using the
base type. This means there should be no discernible difference
between using a normal pointer type and as_val.

Whilst the implementations of the templates are different
using the as_val class template. The change is not drastic.
The functions all take in another non-type template parameter
for the pointee address space (Np). However, this is hidden
from the programmer using type aliases for each template.

The get_as implementation changes very little. Instead of
deducing the value from the ext_address_space attribute
currently tied to the type. It deduces the address space from
the Nv parameter of the as_val class template.

Figure 6 The as_val class template

t empla te <typename T , unsigned Np = 0 ,
unsigned Nv = 0>

s t r u c t a s _ v a l {
a s _ v a l ( ) {}
a s _ v a l ( T x ) : x ( x ) {}
operator T ( ) { re turn x ; }
T x ;
} ;

The implementation of remove_as is simplified. Instead of
having multiple specializations for every qualifier combination.
We can simply specialize for as_val. There is however a base
case and specialization as we cannot simply return the type
with the as_val (address space) removed. As there is also a
pointee address space tied to as_val. The base case checks
for an as_val with an 0 address space and pointee address
space and returns as_val’s stored type. The specialization
checks for values greater than 0 in the Np parameter through
deduction; then returns an as_val type with an Nv parameter
set to 0 whilst keeping the same type and Np parameter.

For add_as we require a base template for non-as_val
types and a specialization for types with as_val’s. The base
template wraps the given type with an as_val and sets the
as_val types address space parameter to the given address
space. Whereas the specialization simply replaces the current
address space parameter of the as_val type with the newly
given address space.

C. The add_pointee_as and remove_pointee_as
Traits

From the description of these templates it’s possible to
notice that there is no way to set the pointee address space
of an as_val template class. As such there are another two
template classes that allow manipulation of the pointee. They
are add_pointee_as and remove_pointee_as.

For the ext_address_space attribute extension the
add_pointee_as template class requires base classes and
specializations similar to the remove_as template. They also
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provide a similar use, to peel off const and volatile
qualifiers from the passed in type and then reapply them to
the return type. The template parameters and type alias in
this case are also identical to add_as. The next step is to
peel off the top level pointer to get access to its pointee (if
it has one) and then apply an address space to it. This is
achieved by a helper template which breaks down the type
using the C++ standard libraries pointer_traits template
class and then rebuilding it. It does this in three steps, first it
uses pointer_traits element_type parameter to get
the pointees type. Secondly it applies the address space to this
type. It finally uses pointer_traits rebind to bind the
new type to the old type. The final result will be a type with a
new address space on the pointee of the original pointer. For
the non-extension implementation this is again much simpler.
It is identical to add_as, except the pointee address space
parameter is set instead.

IV. EXAMPLE USE CASE

Figure 7 OpenCL Reverse Array Example

__kerne l vo id
r e v e r s e A r r a y ( a d d _ p o i n t e e _ a s _ t < f l o a t ∗ , 1>

d , i n t s i z e ) {
a dd _a s_ t < f l o a t [ 6 4 ] , 2> s ;
i n t t = g e t _ l o c a l _ i d ( 0 ) ;
i n t t r = s i z e −t −1;
s [ t ] = d [ t ]
b a r r i e r (CLK_LOCAL_MEM_FENCE) ;
d [ t ] = s [ t r ]

}

The example we chose to showcase the C++ API can be
found in Figure 7. The example is an OpenCL kernel function
that will reverse one dimensional array data passed into it. The
kernel function is based off a CUDA shared memory example
found on NVIDIA’s developer blog [8]. The idea is that each
thread within a block will run an instance of this kernel and
swap the relevant value based on its thread id. In this example
the OpenCL named address spaces have been traded out for
API calls which represent them as integer values. In the context
of this example global is represented by the value one, local
by the value two and private by the lack of a qualifier.

In the example the kernel accepts a pointer to some floating
point data d. Alongside an integer size that represents the
number of elements contained within d. The float pointer type
is wrapped in an add_pointee_as_t class template from
our API with an integer representing the global address space.
This applies the address space to the target of the float pointer.
Which makes the type equivalent to __global float*.
Further down we create a statically allocated array of floats s
which we can store values from d in for swapping later. We
apply add_as_t to its type alongside an integer representing
the local address space. Which makes the type of s equivalent
to __local float[64]. The function then creates two

index values t and tr which represent the values we wish
to swap within the current thread. After which we use the t
index to copy a value per thread from d in global memory
to s in local memory. However, before we can swap the data
we must place a local barrier to prevent data races. After the
barrier we can proceed to reverse the array.

A feature of our API is that if the attribute extension for
ext_address_space is not found in the compiler it will
still compile. It will fall back on the implementations that
make use of the as_val template class which stores the
address space value and variable within itself. Despite the
variable now being wrapped within as_val it can still be
used as if it was the raw type. This works through overloading
certain operators in the class so that implicit conversion allows
access to the underlying data. This fall-back functionality is
provided by including all the required API functions through
a single include file. This include file can then add different
API implementations based on the presence of the ext_-
address_space attribute. This functionality has been tested
with the GCC and Clang C++ compilers. Despite choosing
OpenCL as the language for the example, the C++ API should
be usable in the same way for C++ and C++ based programming
models.

V. CONCLUSION

In conclusion, we have presented a C++ template API
that we believe improves the programmability of address
spaces. The API borrows concepts from C++’s type traits.
We believe this API will help facilitate bringing address space
qualifiers further into the C++ type system allowing further
template metaprogramming and type safety opportunities. To
help showcase the ability of our API to integrate existing
address space implementations, we integrated it with Clang’s
address space attribute. However we also presented an API
implementation that would also allow it work as a standalone
implementation of address spaces that requires no compiler
extensions.
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Dpt. Informática, Centro Algoritmi

Universidade do Minho
Braga, Portugal

danielnovais92@gmail.com

Maria João Varanda Pereira
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Abstract—Each programmer has his own way of programming
but some criteria can be applied when analysing code: there
are a set of best practices that can be checked, or ”not so
common” instructions that are mainly used by experts that can
be found. Considering that all programs that are going to be
compared are correct, it’s possible to infer the experience level
of the programmer or the proficiency level of the solution. The
approach presented in this paper has as main goal to compare
sets of solutions to the same problem and infer the programmers
profile. This can be used to evaluate the programmer skills,
the proficiency on a given language or evaluate programming
students. A tool to automatically profiling Java programmers
called PP (Programmer Profiler) is presented in this paper as a
proof of concept.

I. INTRODUCTION

TWO given solutions that solve the same problem can be
very different. The style of programming, the proficiency

on the programming language, the conciseness of the solution,
the use of comments and so on, allow to compare programmers
through static analysis of their code. It is possible to measure
the proficiency on a programming language in the same way
that we measure the proficiency on a natural language [Pos14].
Using, for example, the Common European Framework of
Reference for Languages: Learning, Teaching, Assessment
(CEFR) method1 it is possible to classify individuals based
on their proficiency on a given foreign language. Statically
analysing code, it should be possible to extract a set of metrics
and using a set of best practices to infer the proficiency
and style of programming. The main idea is to evaluate the
programmers’ profiles, comparing code, without the need to
construct a standard solution to perform that comparison.
When facing a class of students or when evaluating a group
of candidates to a programmer position at a company, we only
need to compare them to each other to find the best one or to
create a rank. Of course we can include a best solution in the
group in order to perform an absolute evaluation, especially
needed in non-academic environments. The attributes or met-
rics that will allow to infer a profile can be defined a-priori
by hand (using intuition) or can be extracted through data-
mining techniques as can be seen in [KCM07]. However this
last approach requires the availability of huge collections of
programs assigned to each class.

1http://www.coe.int/t/dg4/linguistic/cadre1 en.asp

Pietrikova in [PC15] also explores techniques aiming the
evaluation of Java programmers’ abilities through the static
analysis of their source code. Static code analysis may be
defined as the act of analysing source-code without actually
executing it, as opposed to dynamic code analysis which is
done on executing programs. The latter is usually performed
with the goal of finding bugs or ensure conformance to coding
guidelines. In our approach the goal is to further explore
the discussed techniques and introduce new ones to improve
that evaluation, with the ultimate goal of creating a tool that
automatically profiles a programmer only using static analyse
of code. Notice that in our work we do not cope at all with
automatic code assessment or program verification; we only
focus on the programmers’ ability to master a programming
language.

Concerning the knowledge about a language or the capa-
bility to write ’naive/expressive’ sentences on that language,
a possible set of profiles would be: novice, advanced and
expert. Moreover, other relevant information is expected to
be extracted, such as the classification of a programmer on
his code readability (indentation, use of comments, descriptive
identifiers), hid defensive programming style, among others.

There are some source-code elements that can be analysed
to extract the relevant metrics to appraise the code writer’s
proficiency such as: number of statements and declarations,
existence of some repetitive patterns, number of lines (code
lines, empty lines, comment lines), use of indentation, quality
of the identifiers, use of not so common instructions and
other characteristics considered as good practices. In this work
code with errors will not be taken into consideration for the
profiling. This is, only correct programs producing the desired
output will be used for profiling.

In order to build the PP tool to automatically extract metrics
from programs and to profile the owners of those programs,
language processing techniques will be used. This process will
be complemented with the use of a tool, called PMD2, to get
information on the use of good Java programming practices.
PMD is also a source code analyser that finds common
programming flaws like unused variables, empty catch-blocks,

2https://pmd.github.io/
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unnecessary object creation, and so forth. For these reasons
this tool proved to be very useful.

The paper will follow with Section II where related work
will be reviewed in order to identify techniques and tools
commonly used to deal with this problem. Section III is
devoted to present our proposal for an automatic programmer
profiling system based on source code analysis. The analyser
implemented and the set of metrics extracted are presented
in Section IV. In Section V we will discuss the correlation
between metric values and profiles. A complete case study
will be described in Section VI in order to show all the
PP functionalities. The paper is closed at Section VII with
conclusions and future work.

II. RELATED WORK

As it was said, the main motivation for the work described
in this paper came from the study [PC15] of Pietriková and
Chodarev. These authors propose a method for profiling pro-
grammers through the static analysis of their source code. They
classify knowledge profiles in two types: subject and object
profile. The subject profile represents the capacity that a pro-
grammer has to solve some programming task, and it’s related
with his general knowledge on a given language. The object
profile refers to the actual knowledge necessary to handle those
tasks. It can be viewed as a target or a model to follow. The
profile is generated by counting language constructs and then
comparing the numbers to the ones of previously developed
optimal solutions for the given tasks. Through that comparison
it’s possible to find gaps in language knowledge.

In [TRB04], Truong et al. suggest a different approach.
Their goal is the development of a tool, to be used throughout
a Java course, that helps students learning the language. Their
tool provides two types of analysis: software engineering
metrics analysis and structural similarity analysis. The former
checks the students programs for common poor programming
practices and logic errors. The latter provides a tool for
comparing students’ solutions to simple problems with model
solutions (usually created by the course teacher).

Flowers et al. [FCJ+04] and Jackson et al. [JCC05] present
a tool, Gauntlet, that allows beginner students understanding
Java syntax errors committed while taking their Java courses.
This tool identifies the most common errors and displays them
to students in a friendlier way than the Java compiler. Expresso
tool [HMRM03] is also a reference on Java syntax, semantic
and logic error identification. Both tools have been proven to
be very useful to novice Java learners but they focus mainly
on error handling.

Hanam et al. explain [HTHL14] how static analysis tools
(e.g. FindBugs) can output a lot of false positives (called
unactionable alerts) and they discuss ways to, using machine
learning techniques, reduce the amount of those false positive
so a programmer can concentrate more on the real bugs
(called actionable alerts). We are not considering the use of
machine learning and data mining techniques in our approach.
Our idea is to use a set of pre−defined criteria to evaluate
programs and infer profiles.

III. PROFILE DETECTION: OUR PROPOSED SOLUTION

Programmer profiling is an attempt to place a programmer
on a scale by inferring his profile. The first step towards
achieving this profiling is to define what will be the profiles.
A classification that could encapsulate a broad range of
programming knowledge was developed.

The Novice is someone who’s not familiar with all the
language constructs, does not show language readability con-
cerns and does not follow the good programming practices.
The Advanced Beginner starts to shows variety in the use
of instructions and data-structures. He also begins to show
readability concerns by writing programs in a safely manner.
The Proficient is a programmer who is familiar with all the
language constructs, follows the good programming practices
and shows readability and code-quality concerns. Finally, the
Expert is someone that masters all the language constructs and
focuses on producing effective code, sacrificing on readability.

The example seen in Listing 1 could be a bit exaggerated
but may help shed some light on what is meant by the
previous scale. Each one of the following methods has the
same objective: calculating the sum of the values of an integer
array, in Java. Each method has features of what may be
expected from each profile previously defined. It’s hard to
represent all 4 classifications on such a small example, so the
Advanced Beginner profile was left out.

Listing 1. ”Examples of programs corresponding to different Profile Levels”
i n t n o v i c e ( i n t [ ] l i s t ) {

i n t a= l i s t . l e n g t h ;
i n t b ; i n t c= 0 ;
f o r ( b =0; b<a ; b ++) {

c=c+ l i s t [ b ] ; }
re turn c ;

}

/ / Sums a l l t h e e l e m e n t s o f an a r r a y
i n t p r o f i c i e n t ( i n t [ ] l i s t ) {

i n t l e n = l i s t . l e n g t h ;
i n t i , sum = 0 ;
f o r ( i = 0 ; i < l e n ; i ++) {

sum += l i s t [ i ] ;
}
re turn sum ;

}

i n t e x p e r t ( i n t [ ] l i s t ) {
i n t s = 0 ;
f o r ( i n t i : l i s t ) s += i ;
re turn s ;

}

The Novice has little or no concern with code readability.
He will also show lack of knowledge of language features. In
the example we can see that by the way he spaces his code,
writes several statements in one line or gives no meaning in
variable naming. He also shows lack of advanced knowledge
on assignment operators (he could have used the add and
assignment operator, +=).

The Expert, much like the Novice, shows no concern for lan-
guage readability, but unlike the latter, he has more language
knowledge. That means that the Expert has a different kind of
bad readability. The code can be well organized but the pro-
gramming style is usually more compact and not so explicit.
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As an example of language knowledge, the Expert uses the
extended for loop, making his method smaller in lines of code.

Finally, the Proficient will display skills and knowledge,
much like the Expert programmer, while keeping concern with
code readability and appearance. The code will feature ad-
vanced language constructs while maintaining readability. His
code will be clear and organized, variable naming has meaning
and code will have comments for better understanding.

Since the goal is to classify programmers automatically, that
classification can only be carried through the analysis of the
programmers’ source code. Since the interest is in language
usage, in various aspects, static code analysis was the selected
technique to perform the extraction of the data to be analysed.

The two main aspects of code that were of interest to this
project are the language knowledge and the readability of
code. To classify the abilities of a programmer regarding his
knowledge about a language and the way he uses it, we con-
sidered two profiling perspectives, or group of characteristics:
language Skill and language Readability.

• Skill is defined as the language knowledge acquired and
the ability to apply that knowledge in an efficient manner.

• Readability is defined as the aesthetics, clarity and
general concern with the understandability of the code
written.

We believe that these two groups contain enough informa-
tion to obtain a profile of a programmer, regarding his ability
to write proper language sentences to solve problems. Then,
for each group, and according to the score obtained by the
programmer, Table I gives a general idea of how programmers
can be profiled. Notice that (+) means a positive score, while
(-) means a negative one.

TABLE I
PROPOSED CORRELATION

Profile Skill Readability
Novice - -
Advanced Beginner - +
Expert + -
Proficient + +

What constitutes a lower and a higher score for each group
must be defined. For every programmer, the goal is to compare
each metric value among all solutions to identify those who
performed better or worse on that metric, and then, assemble
a mathematical formula which allows to combine the metrics’
results into a grade for each of the two groups. Taking those
two grades and resorting to Table I we can easily infer the
programmer’s profile in regards to the subject problem.

IV. SOURCE CODE ANALYSIS: METRICS EXTRACTED

After some testing and experimenting, we’ve created a set of
metrics that we consider appropriate for programmer profiling.
The range of metrics extracted is quite large, and it’s obvious
that not all metrics should have the same weight towards
inferring the profile of programmers. Considering that, each
metric has an associated priority (or weight) that directly
relates to the impact that metric will have towards inferring

TABLE II
METRICS EXTRACTED AND RULES WITH THEIR PRIORITIES

Metric Rule Priority
Number of Classes + =>+R +S 2

Number of Methods + =>+R +S 2
Number of Statements - =>+S 8

Number of LOC + =>+R 5
Percentage of LOC - =>+R 5
Number of LOCom + =>+R 3

Percentage of LOCom + =>+R 3
Number of Empty Lines + =>+R 3

Percentage of Empty Lines + =>+R 3
# Control Flow Statements - =>+S & + =>+R 5

Variety of Control Flow Statements + =>+S 4
# Not So Common CFSs + =>+S 6

Variety of Not So Common Operators + =>+S 5
# Declarations - =>+S -R 5

# of Types + =>+S 4
# Readability Relevant Expressions + =>+R 3

the profiles. Table II formally specify the following rules that
we are extracting for each solution to a given exercise. For
instance, the first rule, should be read as: More classes imply
more Skill points and more Readability points.

Code Size Metrics
• These metrics are related with code size. We be-

lieve code size is mainly related with readability
concerns.

Control Flow Statements Metrics
• Control flow statements (CFS) are the heart of

the algorithms. Knowing how to properly use
them says a lot about programming knowledge.

Not So Common Operators Metrics
• Java is a vast language with numerous opera-

tors. Some of them are very specific and most
programmers don’t know about them. When
correctly applied these can reduce the code size
and even improve the program’s performance.

Variable Declaration Metrics
• Similarly to the case of the Control Flow State-

ments, the usage of Declarations could be an
indication of a programmer’s capabilities.

Other Relevant Expressions Metrics
• This metric was created to hold other important

language features that fore some reason or an-
other didn’t fit in the other descriptions.

PMD Violations Metrics
• The PMD Violations Metrics are very important

because they allow us to detect problems in code
that otherwise would be very hard to catch. PMD
rules have their own priorities.

V. RELATING METRICS WITH PROFILES

As time progressed, our idea of the profiles shifted a bit
from the original idea that we saw in Table I. We decided that
the Experts should be the ones with maximum focus on Skill,
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the Proficients on Readability and the Advanced Beginners
should more precisely divided. A new profile was also created.
The final version of the profiles is the following:

• Novice (N): Low Skill and Low Readability
• Advanced Beginner (AB): Low-to-Average (LtA) Skill

and Readability
• Proficient (P): LtA Skill and High Readability
• Expert (E): High Skill and LtA Readability
• Master (M): High Skill and High Readability
Keep in mind that the definition of the groups (Readability

and Skill) is not the common meaning of the word. Saying
that an Expert has low Readability means only that he scored
a low value on our axis of Readability (based on the metrics
we’ve seen in the previous section) when comparing to other
solutions to the same problem.

VI. CASE STUDY

Taking, for instance, two students solutions for the following
Java exercise: Write a Java program that reads positive
integers (number 0 will terminate the input). Compute and
print the amount of even numbers, odd numbers, and the
average (real number) of the even numbers.

Listing 2. ”Solution to P1 made by S”
i m p o r t s t a t i c j a v a . l a n g . System . o u t ;
i m p o r t j a v a . u t i l . Scanne r ;

p u b l i c c l a s s P1 S {

p u b l i c s t a t i c vo id main ( S t r i n g [ ] a r g s ) {
i n t nEven = 0 , nOdd = 0 , sum = 0 ;

w h i l e ( t r u e ){
o u t . p r i n t l n ( ” I n s e r t a number : ” ) ;
Scanne r i p t = new Scanne r ( System . i n ) ;
i n t num = i p t . n e x t I n t ( ) ;

i f ( num == 0) b r e a k ;
i f ( num%2 == 0) {

nEven ++;
soma += num ;

}
e l s e nOdd ++;

}

do ub l e a v e r a g e = 0 ;
i f ( nEven != 0) a v e r a g e = sum / nEven ;

o u t . p r i n t l n ( ” Even : ” + nEven ) ;
o u t . p r i n t l n ( ” Odd : ” + nOdd ) ;
o u t . p r i n t l n ( ” Even Avrg : ” + a v e r a g e ) ;

}
}

Listing 3. ”Solution to P1 made by Z”
i m p o r t j a v a . u t i l . Scanne r ;
p u b l i c c l a s s P1 Z {

p u b l i c s t a t i c vo id main ( S t r i n g [ ] a r g s ) {
Scanne r i n = new Scanne r ( System . i n ) ;
i n t v a l u e = i n . n e x t I n t ( ) , evens = 0 ,
odds = 0 ;
do ub l e evensSum = 0 ;
/∗ I ’m assuming t h e i n p u t i s v i a b l e ,
i . e . a l l i n p u t numbers a r e
p o s i t i v e i n t e g e r s ∗ /
w h i l e ( v a l u e != 0){

i f ( ( v a l u e & 1) == 0){
evens ++;
evensSum += v a l u e ;

} e l s e odds ++;
v a l u e = i n . n e x t I n t ( ) ;

}

System . o u t . p r i n t l n ( evens + ”\n ” + odds ) ;
System . o u t . p r i n t l n ( evens >0?
evensSum / evens : evensSum ) ;

}
}

Looking at the structures of both solutions, we can see they
are both divided in the same way. Inside the main method, the
first lines are used for variable declaration and initializations.
Then we have the main cycle, where numbers are read and
the variables are assigned. Finally, in the last lines we have
our results output.

One thing we can easily observe is the size of both solutions,
in regards to the number of lines. The first solution has 61%
more lines of code than the second one. A closer inspection
shows us that S had the concern of leaving empty lines
between some code instructions, while Z didn’t leave a single
one. This is one of the most clear signs of concern for
readability. Empty lines and indentation are probably most
important things when creating readable code. Although it was
not possible to implement the verification of correct usage of
indentation (tabs or spaces) the usage of empty lines was, and
it will weight for the readability grade.

Regarding the use of variables, S declares a total of 4 ints,
2 Scanners and 1 double while Z only needs 3 ints, 1 Scanner
and 1 double.

The number of required variables reflects the capacity
that the programmer has in reusing variables. Therefore, less
number of needed variable declaration reflects a higher skill
in the language. Of course that has the fallback of generally
making the code less understandable (the same variable has
different purposes), so there is a loss in readability as well.

That takes us to the main loop. S makes the mistake of
reinitializing a Scanner and a int in every cycle iteration, that
is a violation that is detected by the PMD tool. Z on the other
hand reuses his variables.

Another bad practice detected by PMD on S’s solution is
the use of a while(true) cycle. This is generally regarded as
an avoidable practice, because it then forces the programmer
to explicitly end the cycle using, as is seen in this case, a
break condition. Z avoids this by simply reading the numbers
in the cycle’s test and checking if the number is equal to zero.
As explained in the previous chapter, detected PMD violations
are ”punished” in the skill or readability grades. Each violation
is related to one of the groups. In this case, both violations
punish the skill group.

The parity check was also made differently in the two
solutions. While S compares with the traditional (and easier to
understand) way of if(n % 2 == 0), Z used the more advanced
approach of if( (n & 1) == 0). This is much more efficient
than using the % operator, especially for large numbers. The
bitwise and bitshift operators allow programmers to perform
bit-level operations and have a very high potential to those who
know to use them. These operators are considered advanced,
so their usage will increase the skill level of a programmer
when detected by PP.

Finally, we can see that in the first solution, S has to declare
one last variable, use another if-condition, and call one final
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println method just to compute and output the average of the
even numbers. Z on the other hand does everything in a single
line, using the ternary operator (also know as inline if). All
these extra statements used by S will have a negative effect
on S’s Skill (or a positive effect on Z’s). After all, Z did the
same in less statements. The usage of the ternary if condition
is considered an advanced operator that also benefits Skill.

After running these two solutions (together with five other)
through the PP tool, all data detailed in IV will be extracted.
Then, those individual metric values are normalised across all
solutions. Finally we apply the weight to those normalised
values and achieve a final score by adding the individual
metrics results. That final score is composed by two numbers:
one for Skill another for Readability.

Wrapping up the analysis, we see that Z shows greater
language knowledge and skill, but not much concern for
readability. S is less skillful and programs in a more novice
way. Figure 1 shows the final scores obtained by all seven
solutions that were analysed for this particular case study.
In these small examples, S was classified as Adv. Beginner
(leftmost on the plot) with a readability focus, obtaining a
(S,R) score of (20.9, 15.9), and Z was classified as Expert
(rightmost on the plot) with a score of (32.2, 10.7). This
complies to their programming background, which was stated
previously.

Fig. 1. Profile inference made for Exercise P1

VII. CONCLUSION

The research hypothesis that led the project here reported
was whether was possible to infer the profile of a programmer
through the analysis of his source code. We proved that
research hypothesis by means of demonstration.

The developed tool, Programmer Profiler Tool, takes as
input a set of correct solutions to a given programming
problem, written in Java, by different programmers.

Each one of the metrics extracted and bad practices identi-
fied are linked to one of two groups, Skill and Readability, and
can have a positive or negative effect on the two groups. The
Skill group is related to language knowledge and ability of
creating effective code. The Readability group relates more to
understandability of code, and coding style related practices.

By comparing all results among each other, and applying
previously defined rules of how the metrics and defects affect
the groups, a numeric score is calculated for each group and
for each programmer. Each one of these rules, applies the
results of an extracted metric (or PMD violation) to either
increase or decrease the score of the two groups (S and R),
thus reaching a final value for each group.

By applying the described method to several exercises, a set
of scores is calculated for each programmer, and by combining
those scores a final score is calculated, for each group, that
portraits how the programmer performed in comparison to the
solutions of other programmers.

The final scores are mapped to a set of previously defined
programmer profiles, and thus the profile is inferred for each
one of programmers. The results can then displayed in a plot,
to better interpret how each programmer performed on the
different exercises as well as on the global scope.

All the profiles inferred on the tests performed agreed to
the teacher’s manual evaluation done in Java course of the
University of Minho. Which leads us to state that PP Tool
can correctly infer the profile of Java programmers. Although
this it would be interesting in the future to include more
information about each student namely learning ability and
soft skills.

More data and information regarding this project can be
found at http://www4.di.uminho.pt/∼gepl/PP/ .
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

Abstract — Contemporary tools aimed at information system
(IS)  development  often  use  models  to  generate  system
implementation.  Starting  from  an  IS  model,  these  tools
commonly generate database implementation schema as well as
code for generic CRUD operations of business applications. On
the  other  hand,  at  the  level  of  platform-independent  models
(PIMs)  there  is  a  lack  of  support  for  specification  of  more
complex  functionalities  associated with events.  In this  paper,
we present an approach aimed at specification of events at the
level of PIMs. We introduce new concepts to describe context
in which an event may occur, while we use our IIS*CFuncLang
language  to  define  event  business  logic.  We  also  developed
adequate transformations to generate executable program code
from these specifications. 

I. INTRODUCTION

IGNIFICANT  efforts  have  been  invested  into  the
research of approaches and tools, aimed to completely,

or partially, automate the IS development process. In these
approaches, models play a key role in the IS development
process  [1].  Usually,  a  model  is  transformed  into  (i)  a
database implementation schema and (ii)  program code of
business  applications  performing  simple  CRUD  (create,
retrieve,  update,  and delete)  operations over the generated
database  [2].  Beside  these  typical  functionalities,  business
applications  usually include more  complex  functionalities,
i.e.,  business  logic,  that  is  specific  for  the  application
domain.  For  example,  such  application-specific
functionalities  include  complex  calculation  and  validation
tasks,  series  of  database operations  triggered by an event,
etc. 

S

A similar classification of application functionalities may
be found in [3], where authors classify application program
code  as:  (i)  generic;  (ii)  schematic;  and  (iii)  individual.
Generic and schematic program code is common for various
applications  domains  and  has  patternable  structure.
Individual program code is specific for an application, and it
is hard to generate it from such a model [3]. The approaches
and tools aimed at the IS development, support modeling of
typical functionalities as well as generation of program code
for  these  functionalities.  Unfortunately,  modeling  of
application-specific  functionalities  associated  with  events,

The research presented in this paper was partly supported by Ministry of
Education, Science and Technological Development of Republic of Serbia,
Grant III-44010.

and the generation of appropriate program code often is not
supported  by  these  approaches  and  tools.  Manual
customization  of  generated  program  code  is  used  for
implementation of these functionalities. In order to formally
specify business logic of application-specific functionalities
at the level of platform-independent models (PIMs) we have
developed  a  domain-specific  language  (DSL)  named
IIS*CFuncLang [2]. Research efforts presented in this paper
are  extension  of  our  previous  work  devoted  to  a  formal
specification of application-specific functionalities ([4]). 

In  the paper we will  present  an approach for  modeling
application-specific  functionalities  associated  with  IS
events. This approach is aimed at specifying IS events at the
abstraction level of PIMs. An event specification consists of
two parts:  (i)  business  logic that has to be executed upon
event occurrence, and (ii) context in which the event may
occur.  For  the  specification  of  business  logic  we  use  the
IIS*CFuncLang language.  In  order  to formally specify an
event  context  we  introduce  a  new  PIM  concept  named
Event.  Using  this  concept  a  designer  may  specify  event
properties  such  as  event  source,  an action that  trigger  the
event execution, and level that the event is handled at. Also,
we have developed algorithms aimed at  transformation  of
event  specifications  into executable  program code.  In  this
way  we  generate  complete  program  that  implements
application-specific functionalities associated with events.

II.FUNDAMENTALS

Commonly,  the  application-specific  business  logic  is
executed  upon  the  occurrence  of  an  event.  Therefore,
specification of events is an important part of an IS model.
We  analysed  several  approaches  and  tools  aimed  at  IS
modeling  and  code  generation,  and  in  the  most  cases,
specification of events is only partially allowed at the PIM
level. Business logic for an event is specified at the lower
abstraction level by amending the generated program code.
This  approach  may  raise  several  concerns  such  as
portability,  operational  maintenance,  and  synchronization
between generated and hand-written program code [2]. Also,
a developer must possess expertise in the target programing
language and platform services. In our approach IS events
are  completely  specified  at  the  abstraction  level  of  PIMs,
and  complete  program  code  is  generated  using  the
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transformation algorithms. In this way, generated program
code does not require additional customization, which may
help  in  overcoming  aforementioned  problems  caused  by
amending  generated  program  code.  A  designer  does  not
need  to  be  familiar  with  a  target  language  nor  target
platform  services.  Also,  it  is  easier  to  achieve  portability
since emergence of a new platform or a target language does
not  require  customization  of  the generated  program code.
Only new transformation algorithms for the platform need to
be  implemented.  Furthermore,  usage  of  DSLs  instead  of
manual  writing  of  code  in  a  general-purpose  programing
language (GPL) brings additional benefits as it is discussed
in [5].

For  the  practical  verification  of  our  approach  we  have
chosen  the  IIS*Case  tool  ([6]).  Starting  from  PIMs,
IIS*Case provides generation of a database implementation
schema for various relational database management systems
(RDBMSs) as well as executable business applications and
transaction programs. However, until now this tool did not
provide  modeling  of  application-specific  functionalities
associated with events. IIS*Case is an open source tool, and
the  authors  of  the  paper  are  actively  involved  in  its
development.

A.IIS*CASE PRELIMINARIES

At  the  abstraction  level  of  PIMs,  IIS*Case  currently
provides  conceptual  modeling  of  database  schemas  and
business  applications  of  an  IS.  Starting  from  such  PIM
models as a source, a chain of transformations is performed
so  as  to  obtain  executable  program  code  of  business
applications and database SQL/DDL scripts  for  a selected
target platform ([7], [8]). 

The  form  type  is  a  central  concept  for  design  and
integration  of  database  schemas  in  the  IIS*Case  tool.  It
generalizes  document  types,  i.e.  screen  forms  used  for
communication with an IS. Each form type is a named tree
structure,  whose nodes are called component types. In the
transformation process a component type will be used as a
starting  point  for  generation  of  both  screen  forms  and
database tables. Analogously, attributes in component types
are mainly used as a source for  generation of  columns in
database tables, as well as input and output fields in screen
forms. The component type and attribute are amended with
new concepts in order to formally specify events. These new
concepts are described in detail in Section 3 

B.IIS*CFUNCLANG

The IIS*CFuncLang language is a textual DSL aimed at
specification of an application-specific business logic [2]. In
our approach we use this language to define business logic
associated with events. In this section we present the main
concepts  of  IIS*CFuncLang  that  are  important  for
specification of events. 

IIS*CFuncLang  includes  commands  specific  for  the
domain  of  database  applications,  such  as  commands  for
performing operations over database records, commands for
updating properties of screen forms, etc. In addition to the
commands  from  the  concrete  domain  of  business

applications,  the  language  includes  concepts  from  GPLs,
such  as  control-flow  statements,  variable  and  array
declarations, various operators etc. In this way, when some
application-specific  functionality  cannot  be described  with
domain concepts a designer may use less abstract concepts
from GPLs. In Listing 1, an example of an IIS*CFuncLang
function  is  presented.  The  function  checks  if  the  input
parameter  is  an  empty  string,  and  in  that  case  reports  an
error and aborts the transaction. 

FUNCTION ValidateName(In1 STRING) 
RETURNS BOOLEAN
VAR
i INT;

END_VAR
BEGIN
IF (Len(In1) = 0) THEN
i := ShowErrorMessage('Error!!!');
signal(abort_trigger);
RETURN FALSE;

ELSE
RETURN TRUE;

ELSE;
END 

Listing 1 An example of IIS*CFuncLang function

The IIS*CFuncLang execution semantics is based on the
interpreter  approach.  The  compiler  transforms
IIS*CFuncLang specifications  into intermediate  code.  The
intermediate  code  is  similar  to  Java  byte-code,  and  it  is
prepared  for  interpretation.  Also  we  have  developed
transformation from IIS*CFuncLang specifications to SQL
program  code  for  database  triggers.  This  approach  is
suitable when some application-specific functionality has to
be implemented at the level of a RDBMS. 

Each  event  is  associated  with  one  IIS*CFuncLang
function.  When  event  is  handled  at  the  level  of  business
applications, then the compiler generates intermediate code
for  the  function.  The  interpreter  is  embedded  into  the
business  application.  Upon  the  event  occurrence  within
system, business application starts interpreter that executes
intermediate  code  for  the  event  function.  The  interpreter
returns  control  to  the  business  application  after  code
execution. If event is handled at the level of database server
then  appropriate  database  triggers  are  generated  and
deployed to the target server.

III. EVENTS

Frequently,  an  application-specific  functionality  is
executed when an event occurs within a system. In order to
formally describe such a scenario,  we introduce a concept
named  Event.  Each  event  has  the  following  attributes:  (i)
source, (ii) IIS*CFuncLang function defining business logic,
(iii) event handling level, and (iv) type. 

An  event  source  may  be  exactly  one  instance  of  the
following concepts: form type, component type, or attribute
in a component type. Let’s suppose that a form type or a
component type is selected as an event source. Staring from
a form  type  or  a  component  type  specification,  the  code
generator  creates  screen  forms  and  database  tables.  The
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event  business  logic  will  be  executed  when  appropriate
action  is  performed  over  the  generated  screen  form (e.g.,
mouse clicked), or over the database table (e.g., a record is
inserted). 

There are three levels of event handling: (i) the database
server  level,  (ii)  the  application  server  level,  and  (iii)  the
client application level. If an event is handled at the level of
a database server, then a function associated with the event
will  be  transformed  into  the  PL/SQL  program  code  of
database  triggers.  Currently,  we  provide  generation  of
program code aimed to be executed by Oracle RDBMS. A
generation of program code for other RDBMSs is a matter
of further research. If an event is handled at the level of an
application server or a client application, then intermediate
code will be generated as described in the previous section.

The event type determines the type of action that triggers
the event. It includes typical software event types common
for  various  programming  environments,  such  as  mouse
events, keyboard events, and events over database tables and
columns. The set of allowed event types has more that forty
elements and it will be presented in detail in the rest of the
section. 

A.EVENTS IN COMPONENT TYPE ATTRIBUTES

Each  attribute  in  a  component  type  may  be  associated
with  a  set  of  events.  There  are  events,  such  as  Mouse

Clicked,  Key  Pressed,  and  Focus  gained,  that  are  only
handled  at  the client  application  level.  They are  activated
when a user performs appropriate operations mouse over the
screen form fields generated for the attribute that the event is
associated  to.  Events  such  as  After  Update  Record and
Before  Update  Record are  activated  before  and  after  the
update  operation  is  performed  over  the  database  column
generated for the attribute to which the event is associated.
These  types  of  events  are  only  handled  at  the  database
server level.

B.EVENTS IN COMPONENT TYPES

Component type specifications are used as a starting point
for the generation of screen forms and database tables. We
extended  this  concept  so  a  designer  may  associate  set  of
events  to  each  component  type.  These  events  may  be
divided into two categories. 

Events such as  After Update Record and  Before Update

Record belong to the first category. They may be handled at
the database server, client application or application server
level. If event is handled at the database server level then the
generated  trigger  will  be  activated  when  appropriate
operation is performed over the database table generated for
the component type to which the event is associated. When
the event is handled at the client application level, then it
will be activated when a user presses the Save button in the
screen  form  generated  for  component  type  to  which  the
event is associated. 

The second category includes events related to the typical
software events performed over screen forms,  e.g.,  mouse
clicked,  focus  gained,  the  Save button pressed,  etc.  These
events are only handled at the client application level.

C.EVENTS IN FORM TYPES

We amended the form type concept with list of events.
These events are related to the screen forms generated for
the  form  type.  There  are  two  events  that  belong  to  this
category: On Open Form, and On Close Form. These types
of  events  are  only  handled  at  the client  application  level.
Events are activated when the screen form generated for the
form type is opened or closed.

IV. USE CASE

In  this  section  we  will  describe  a  use  case  from  the
application subsystem for university administration that we
have  developed  using  IIS*Case.  In  order  to  specify  the
application subsystem, we defined two form types with the
following  component  types:  (i)  DEPARTMENT(DeptId,
DepName),  and  (ii)  STUDENT(Sid,  Name,  DateOfBirth,
Status). Beside typical functionalities, the user requirements
also included the following:  (i)  department  name must be
non-empty string, and (ii) if a student status is changed to
part-time, i.e., value of the Status attribute is set to 'PT', all
statuses  of  his  or  her  enrolments  must  be  changed
accordingly.

In order  to realize these requirements,  two new events
are defined. The first one is associated with the Department

component type, and it is activated before a new record is
inserted into the database table generated for the component
type.  The second is defined for  the  Status attribute in the
STUDENT component  type,  and  it  is  activated  before  an
update  operation  is  performed  over  the  database  column
generated for the Status attribute. Business logic of events is
defined by the functions presented in Listing 1, and Listing
2. If the event is handled at the database server level, then
PL/SQL program code will  be  generated.  Generated  code
consists  of  two  parts.  The  first  part  is  a  package
implementation  containing  a  function  generated  from  the
function defining business logic. The second part contains a
database trigger. In the trigger header it is specified that is
the  trigger  is  activated  before  each  update  of  a  row,  or
before each update of the appropriate attribute. The trigger
body  is  rather  simple,  including  only  invocation  of  the
generated function from the package. 

Let's assume that the event should be handled at the client
application level. In this case,  generated intermediate code
and the interpreter are embedded into the generated business
application.  Also,  the  business  application  is  extended  in
order  to  include  an  event  handler  listening  the  specified
event, i.e., a record is updated when a user presses the Save

button.  When  the  event  occurs  within  system  the  event
handler invokes the interpreter to execute the intermediate
code.  The interpreter  returns  result  and  various  execution
statuses to the business application. Based on the result and
statuses,  the  business  application  determines  whether  the
operation  will  be  aborted  or  committed.  For  example,
IIS*CFuncLang  provides  SIGNAL command  that  informs
the  execution  environment  about  specific  state  of  the
execution.  If  this  command  is  executed  with  the
abort_trigger argument,  then  the  business  application
should abort the current operation. 
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FUNCTION UpdateStatuses(Sid INT, Status 
String)
RETURNS INT
VAR
RES INT;

END_VAR
BEGIN
IF Status == 'PT' THEN
RES := Execute_NonQuery('update ENROLLMENT

set Status=\'PT\' where Sid=' || 
To_String(Sid));
return RES;

END_IF;
END

Listing 2 An example of IIS*CFuncLang function

V.RELATED WORK

Nowadays, many commercial tools allow PIM modeling
of database schemas and ISs.  We analysed tools that  also
provide  modeling  of  application-specific  functionalities
associated  with  events.  Usually,  these  tools,  such  as
IntegraNova Modeler ([8]) and SOLoist ([10]), provide only
partial  specification of events is at a level of PIMs, while
business  logic  is  implemented  by  customizing  generated
program  code  by  means  of  a  target  language.  Potential
problems  with  this  approach  are  already  discussed  in  the
Section 1, such as synchronization of generated and hand-
written program code. However,  we propose a specialized
language and concepts to fully specify events at the level of
PIMs.  Also,  we  provide  adequate  transformations  for
generating  a  complete  program  that  implement  business
logic for events.  Such a generated program code does not
require additional customization.

Executable  UML  (xUML)  is  an  approach  aimed  at
creating  models  detailed  enough  to  enable  generation  of
complete system implementation  [11]. Object Management
Group  (OMG)  introduced  an  action  language  in  order  to
allow  specification  of  system  procedural  behaviour  using
algorithmic  concepts.  This  language includes  concepts  for
specification of system events, such as event, signal, input
and output pins etc. In our approach, we provide number of
high-level  commands  from  the  domain  of  business
applications,  such  as  commands  for  aborting  transactions,
executing queries, and updating GUI properties. 

VI. CONCLUSION

In this paper we presented an approach aimed at complete
specification of IS events at the level of PIMs. During the

research we have also identified several directions for future
research. We plan to extend the set of allowed event types.
For example, introduction of the  Value Change event type
will allow a designer to specify actions that will be executed
after each change of input fields in generated screen forms.
A future research will encompass the development of a new
group of commands that will act as a query language over
PIM  concepts,  such  as  form  type  and  component  type.
Additionally,  we intend  to transform such commands into
SQL  program  code  aimed  to  be  executed  over  various
RDBMs.
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Abstract—We present an improved version of algorithm that
can transform any context-free grammar into a supercombinator
form. Such a form is composed only of lambda calculus’
supercombinators that are enriched by grammar operations. The
main properties of this form are non-redundancy and scalability.
We show the improvements that we’ve made to create smaller
supercombinator set than in our previous algorithm’s version.
We present experiments performed on Context-free grammars
obtained by transformation from Groningen meaning bank
corpus. Experiments confirm that our form has a theoretical
maximum limit of possible supercombinators. That limit is a
mathematical sequence called Catalan number. We show that in
some cases we are able to reach that limit if we use large enough
input data source and we limit the size of supercombinator
permitted into the final set. We also describe another benefit
of our algorithm, which is the identification of most reoccurring
structures in the input set.

I. INTRODUCTION

LAMBDA calculus is a formalism that describes com-
putation with the use of expressions, variables and ap-

plications. Combinators are lambda expressions without free
variables. We use more restricted form of combinators, su-
percombinators in our work. The term supercombinator was
coined by Hughes in [1] and it means an expression that can
contain only constants or another supercombinators. In this
paper we show an algorithm that can transform input grammar
or a set of grammars into a single supercombinator form that
is non-redundant yet retains the descriptive ability of its input
grammars.

The main fuel of our work are grammars. We can use them
for purposes, which exceed their usual application like the
description of a language. The possibilities of wide grammar
usage has been presented by Klint et al. in [2]. They argue that
grammars are a strong formalism method that are already used
in many areas of software engineering. We have presented in
our work [3] a way to use grammars as a prime object of
internal language incremental evolution.

We have shown in our previous work [4] that any Context-
free grammar (CFG) can be transformed into a supercombi-
nator form. Which means that we can abstract the structure
from the data (represented in grammars as terminal symbols).
The experiment performed in mentioned work showed that
we can reduce the amount of grammar elements with this

This work was supported by project KEGA 047TUKE-4/2016 "Integrating
software processes into the teaching of programming".

approach rather significantly. We have parsed samples of
natural language with the Sequitur [5] algorithm and then
converted resulting grammars into a supercombinator form.
We have proven that our algorithm abstracts CFGs rather well.
In this paper we are using a source that comes from a more
meaningful background, short newspaper articles that have
already been parsed with the use of Combinatory Categorial
Grammars (CCG). We need a large enough data source that
can be converted to CFG form for further processing. However,
we do not process those data for some semantic related
purpose. Our goal is not to create new meaning parser, but to
analyze the possibilities of a CFG abstraction, to explore their
structure and even contribute to the field of grammar metrics.
Our ultimate goal is to create single scalable supercombinator
structure that contains data non-redundantly.

The main contributions of this paper are:
• We present updated algorithm for supercombinator form

acquisition that runs more smoothly than the one from
our previous work [4]. Short description of its basic func-
tionality and a list of performed changes are shown in the
section III. We also explain there, why are those changes
beneficial for the entire process. The improvements of
our algorithm are described in the section III-D.

• We describe various experiments that we have performed
on 62 008 grammar samples taken from 10 000 short
newspaper articles included in the Groningen Meaning
Bank (GMB) [6] corpus. We show in the section IV
that growth of our supercombinator form is limited by
a mathematical sequence called Catalan number. The
achieved grammar element reduction performed on GMB
inputs is still significant, as it was in our previous work
where we have used Sequitur generated grammars.

• We show that supercombinators that have been merged to
achieve non-redundancy can be tracked during that merge
operation in order to acquire more information on the
input data themselves. The results in the section IV-D
show that we can identify the most reoccurring structures
in the input form, as the structure is directly translated
into supercombinators.

II. MOTIVATION

One of motivations behind our work is the ability to process
data stream of grammars at the input. As a grammar needs
not to be predefined, it can be acquired from a plain text
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by a process called grammar inference. It is a well studied
problem. We know that we cannot infer a grammar from a
set of positive samples purely algorithmically. That has been
proven by Gold in [7]. Usually in the communication we
do not possess the knowledge about what is and what is
not a correct sentence. There exist researches that study this
phenomena in human to human communication. For example
Onnis, Waterfall and Edelman found out in [8] that people,
and especially little children, use cues called variation sets to
differentiate utterances as grammatical or not. In the realm of
formal languages, by using heuristics like statistical analysis or
evolutionary algorithms, we can infer a grammar from positive
samples with certain proficiency, see Stevenson and Cordy [9].
And such grammars might have a form of a CFG, therefore we
can apply our process on them and obtain highly parallel, non-
redundant structure that is scalable. We describe experiments
in the section IV that give out the evidence to these claims.

One of the other reasons why we have created this process is
to battle the phenomena called structural explosion [10]. This
occurs for example when we are trying to create a finite state
automaton from a regular expression that contains structurally
identical parts. Let’s have the expression (1) as an example.

a(b)∗ | c(d)∗ | e(f)∗ (1)

Three parts of that expression located in between alterna-
tive operators | are structurally identical, yet carry different
symbols. We can see in Fig. 1 how the structural identity is
reflected in the automaton created from the expression (1).
Each strand representing identical structures has its own state
and transitions. Although we can see that they are structurally
identical, they are still fully present in the resulting automaton.
Should we want to process a grammar set of substantial size
and then store it in a memory, this could pose a problem,
where we would end up with lots of identical structures in
the memory. With our process, we are able to transform
those structures into one unified supercombinator form. For
example, three structurally identical branches of the automaton
from Fig. 1 would yield supercombinators1 showed in (2)
and (3), where L0 represents identity combinator. Terminal
symbols from the original grammars are now stored separately,
although they are still connected to the supercombinators
by references. Should we apply our supercombinators on
arguments, we would obtain the original grammar structure.

L2 = λx1.λx2.L
0 x1 + L1 x2 (2)

L1 = λx1.λx1.(L
0 x1)

∗ (3)

Although the algorithm presented in this paper is capable
of processing virtually any form of a CFG, we are leaning
towards using it for the natural language processing. Formal
grammars describing formal languages tend to be rather short
and therefore it is not so relevant to process them further. But
with the acquisition of a large enough grammar set we can

1Note the inclusion of grammar operations in the lambda expressions, see
section III for further details.

0

1

a

2

c

3

e

b d f

Fig. 1. Finite state automaton of a regular expression a(b)∗ | c(d)∗ | e(f)∗.

actually see valid results. This of course does not mean, that
our process is restricted to the natural languages only.

III. TRANSFORMATION OF CONTEXT-FREE GRAMMARS
INTO A SUPERCOMBINATOR SET

Our process transforms CFGs into a non-redundant su-
percombinator set. We have CFGs in the extended Backus-
Naur form (EBNF) on the process’ input. EBNF consists of
rules and a set of terminal and nonterminal symbols. Rules
are composed of symbols and grammar operations. In EBNF
case, these operations are concatenation, alternative, closure
and option. Our algorithm can process any number of defined
operations, as they can be abstracted away the same way as
the terminal symbols are. Every operation that occurs in the
input grammar form is translated to our supercombinator form,
yet the meaning of the operation remains the same. In the
following example we use only concatenation and alternative
operations for the simplicity sake.

Let’s have a grammar defined by rules (4) and (5).

A → a B a (4)
B → b | A (5)

Rules (4) and (5) represent a simple CFG. We can see that
this grammar generates language anban. It contains a cycle,
which will spice the things a bit. It also has only two rules,
which in the resulting form would not show the full benefits
of our process as there are no reoccurring structures. However,
it is sufficient for this explanation.

The rule (4) is a plain sequence of three symbols. Rule (5)
on the other hand is an alternative. Both rules refer to each
other. This simple grammar can be transformed into a set that
has three supercombinators, see Table I.

Supercombinators are lambda expressions. We use enriched
lambda calculus, where the standard definition of lambda
calculus has been enriched with grammar operations of the
processed grammar. Hence in our example, only alternative
and concatenation are added to it2. Supercombinators created
from the grammar in (4) and (5) are shown in the Table I.
Supercombinators are designated with the L symbol. Grammar
operations are designated with the standard | symbol for
alternative and + symbol for concatenation3.

2The example in the section II uses concatenation and closure.
3We have chosen the plus symbol since standard symbols for concatenation,

either dot (.) or an empty space already are used in the lambda calculus.
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TABLE I
SUPERCOMBINATOR FORM OF THE GRAMMAR IN (4) AND (5).

Name Supercombinator Body Arguments

L0 λx1.x1 {a, b}
LA λx1.λx2. L0 x1 + LB x2 x1 + L0 x1 {a b}
LB λx1.λx2. L0 x1 | LA x2 x1 {b a}

The arguments on the right side of the Table I are a part
of our set. They represent permissible arguments for each
supercombinator. They are stored non-redundantly as well.
They are connected to the starting (top) supercombinator that
roughly corresponds to the starting nonterminal symbol of a
grammar. Should we apply those arguments to that supercom-
binator, we obtain the original grammar back. Therefore our
supercombinator form is equivalent to the original CFG.

In the Table I we see that the grammar represented by
rules (4) and (5) has been transformed into three supercombi-
nators. As mentioned above, the fact, that we have obtained
three supercombinators from two rules is due to the simplicity
of the input grammar. What is important however, is the
fact that our form is non-redundant. When we have larger
grammars with repeating structures, our process works rather
well, as we show later on in the section IV. Let’s just imagine
that we have expanded the grammar in (4) and (5) with same
structured rules that have different terminal symbols. In that
case, our form would not contain any new supercombinators,
since it looks only at the structure and abstracts terminals
away. Only new terminals and their links would be the new
additions to our form.

A. Construction of Node Graph

The first version of our algorithm [10] could process only
regular grammars. Construction of the form was straightfor-
ward and rather simple. In [11] we showed a method how to
extend this process to CFGs. There we note that nonterminals
could be treated similarly as terminals. Nonterminal in a rule’s
body means a jump to another nonterminal rule. And as we
see on the grammar in (4) and (5), those jumps can create
cycles.

Each rule produces its own subset of supercombinators.
They are merged together later on, but at this stage they
are treated as separate entities. On a plus side, this opens
a possibility for a parallel processing. Since each subset of
supercombinators contains a top supercombinator of that rule,
i.e. a supercombinator that corresponds to the nonterminal
from the left side of a rule, each subsequent call of another
supercombinator inside of a rule’s body can be replaced by
that particular subset’s top supercombinator. We just need to
know the possible arguments and therefore the arity of that
supercombinator.

In order to obtain that information, we need a graph
constructed from the entire grammar. We need to know how
many arguments are permissible for each nonterminal symbol.
For that we are going to use depth first search from that

A

a B a

Cb cD

cd cd

Fig. 2. The graph constructed from the grammar in (6).

node. To better show what we mean, let’s have this following
grammar (6):

A → a B a C

B → b D c C

C → c c A

D → d d

(6)

In this case we have four nonterminal symbols A,B,C and
D and four terminals a, b, c and d. The graph of this grammar
is depicted in Fig. 2. By using depth first algorithm from the
node A, we obtain the following string: AaB bD dd cC c c a.
By deleting nonterminals and removing all duplicates, we
obtain the resulting argument string abdc. Now we can create
a dummy version of a top supercombinator from the rule A.
We know that it has four arguments and that is sufficient for
us to use it inside of another supercombinator’s body.

But do we need to remove duplicate terminals from that
string? It seems that it is a logical step to retain the non-
redundancy property. Yet as we show further on (see sec-
tion III-D), this may not be the case. By not removing
duplicates in this step we can obtain larger amount of similar
structures, where the only trade off is an increased amount of
connections to arguments.

B. Initial Supercombinator Construction

As all of our references to other rules are taken care of, we
can now process each rule separately into a supercombinator
form. Usually this yields at least two supercombinators per
rule, the identity function supercombinator that we call L0

and a top supercombinator of that rule. In case that the rule
is more structured, other supercombinators are created. The
amount depends on the structural complexity of each grammar
rule. Each grammar operation inside of a rule creates its own
supercombinator. As mentioned above, each nonterminal is
replaced by the reference to its top supercombinator, which
does not need to be created yet. This allows us to process rules
in any order, even in parallel. After this step, we can proceed
to the merge process that merges all structurally identical
supercombinators together. This is done on the level of a single
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Fig. 3. Visualization of iterative merge operation.

rule and then over the entire set, thus creating unified non-
redundant form.

Let us explain the merge process in more detail here. In
Fig. 3 we see an example of supercombinator applications. On
the left side we see a tree structure, where bottom nodes are
supercombinators that are a part of supercombinators above
them. This means that supercombinator with the identifier
0 contains in its body supercombinators 1 and 2. And they
contain each only one subsequent supercombinator (3 and 4)
in their bodies. We find out at the beginning of our merge
process that nodes 3 and 4 are identical. We merge them
together to a single node, designated as 3. Even if the nodes 1
and 2 are structurally identical, they are not merged yet, since
they both contain different references. After the first merge
iteration, we update references and now nodes 1 and 2 can
be merged together assuming they are identical. We show the
result on the right side of the Fig. 3. The set now contains
only three supercombinators out of the original five. Needles
to say, supercombinators that are different in the structure are
not merged together, as they represent separate structures. The
merge process stops when no new identical supercombinators
are found after the reference update.

C. Transformation to a Single Set

We already have all basic functions to create a unified set
of supercombinators. After processing each rule separately, we
may merge them together with the same process that we have
used before. After that we have a non-redundant set.

However this set is not necessarily final, we can still
add another processed grammar into it, hence we achieve
scalability. Imagine that we have processed a grammar G1 to
a set S1. A new grammar G2 appeared on the input. First we
need to process that grammar into its own supercombinator set
S2 and than merge it with the S1. Unification of grammars can
be described as the following expression G1 +G2 = S1 ∪S2.
Therefore we can continuously add grammars to a single set.

The ability to incrementally expand the set is an important
property of our process. We can thus create one set of
supercombinators from multiple grammars. We show how our
set grows with the addition of new grammars in the section IV.

As already mentioned before, our algorithm is capable of
transforming any CFG into a set of supercombinators. CFG is a
formalism that can describe languages with certain properties.
All rules of this grammar type are basically derivations of

nonterminal symbols, as the basic structure of a CFG rule
is A → α, where A is nonterminal symbol and α is a
sequence of terminal and nonterminal symbols. We see that a
sequence is an operation, which is transformed along with its
arguments into a supercombinator. Each grammar operation
creates exactly one supercombinator in this step. We can
therefore say that any type of a rule can be transformed into a
supercombinator. However, we obtain better results when we
use restricted forms of CFGs as there is a higher chance that
the repeating structures will occur. For example cycles in a
grammar are quite restricting and limit that occurrence to a
certain degree, as we can see on an example presented in the
Table I.

D. Room For Improvement

The results presented in this paper are achieved with the
use of our algorithm that has been improved and now differs
in some points from the one presented in [4]. We have
unified the merge operation and also used more efficient data
structures that increased the speed of grammar processing.
In the previous version, we have differentiated between the
merger of rules within a single grammar and the merge in
between the grammars. As we ultimately are getting a single
set, the differentiation was unnecessary and now we are using
the same merge operation during the entire transformation
process.

As we have mentioned a bit earlier (see III-A), one of
another improvements is the possibility of not deleting du-
plicate arguments from a string obtained from the grammar’s
graph. One of our process’ core principles is the fact that
we do not store the same element twice in the final set and
not deleting duplicates might pose the risk of introducing
redundancy. However, we argue that this is not the case and it
can even reduce the amount of supercombinators, where only
the number of connections would rise.

Let’s have supercombinators (7) and (8):

LA =λx1.λx2.x1 + x2 (7)

LB =λx1.x1 + x1 (8)

We see that the first one has two distinct arguments, where
the second has only one. Yet the structure of their bodies is
suspiciously similar. It is just a simple concatenation of two
arguments. What we see is that if we delete duplicate argu-
ments, as it is in the case of supercombinator (8), we obtain
supercombinators that are structurally similar yet different in
their arity.

Should we treat all arguments as unique entities, the su-
percombinator (8) would not exist, as it would be merged
with the (7), see the right side of Fig 4. We see that by
treating arguments as unique elements, we actually obtain
more compact form. At least here it is clear only in a theory.
We have performed experiments to confirm this hypothesis,
see section IV-B.

But does the inclusion of all arguments violate our non-
redundancy criteria? No, it does not, since the arguments are
stored separately, only the connections (in fact references)
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Fig. 4. Visualization of our old and new approach to argument connections.

Fig. 5. Example of input sample in CCG form.

are actually attached to supercombinators. We see this fact
in Fig. 4, where we see that this improved approach does not
store anything more than once.

IV. EXPERIMENTAL RESULTS

We present various experiments that show the abilities
and properties of our algorithm in this section. As already
mentioned, we are no longer using grammars generated with
the Sequitur algorithm as we have done in [4]. We have
decided to use different kind of input data.

In order to properly examine our algorithm, we need to have
a rather large dataset. We are taking our input grammars from
Groningen Meaning Bank (GMB) [6]. It is a large base of
news articles parsed with Combinatory Categorial Grammar
(CCG) [12]. At the time of writing this paper, GMB consisted
of 10 000 short newspaper articles, 62 008 sentences in total.
We want to have a set of structural data that is sufficiently large
enough, and this bank matches that criteria. Normally, CCGs
are used for parsing natural language sentences along with
their semantics. However, we do not use those grammars in
a traditional way, since they are already parsed and combined
with deep semantics. We transform the tree structure of each
parsed sentence into one CFG in a straightforward fashion.
As an example, we can see input CCG in Fig. 5. It is a parse
tree of a sentence "No explanation was given". This is the
third sentence from the GMB sample no. 88/0248. It is short
enough to serve as an example. The resulting CFG from that
sentence is shown in Fig. 6.

To complete the picture, we show in the Table II super-
combinators that are created from this sample. Arguments
were omitted for brevity. You can see that rules 2 and 3

0 → 1 < . >

1 → 2 3

2 → < No > < explanation >

3 → < was > < given >

Fig. 6. Context free grammar created from input sample.

TABLE II
SUPERCOMBINATORS CREATED FROM THE GRAMMAR SHOWN IN FIG. 6.

Name Supercombinator Body

L0 λx1.x1

L1 λx1.λx2. L0 x1 + L0 x2

L2 λx1.λx2.λx3.λx4.L1 x1 x2 + L1 x3 x4

Ltop λx1.λx2.λx3.λx4.λx5.L2 x1 x2 x3 x4 + L0 x5
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Fig. 7. Input grammars’ rule amount distribution.

from Fig. 6 are structurally identical and they translate to
the supercombinator L1. Should we perform β-reduction of
Ltop with the arguments (in this case words), we would obtain
the input sentence. Therefore our form is complete and fully
represents the input sentence.

These grammars are different from the Sequitur grammars
that we have used before. They are still simple CFGs that
generate sentences and use only sequencing. However, and
this is important to stress out, these CFGs are no longer just
compiled from repeating phrases, but are purposely parsed
based on their linguistic categories. We capture the structure
of these parse trees, which in it self might show interesting
information about the input form.

A. Input Data

We have obtained large amount of data by using GMB data
transformed to CFGs. These data can show, how our algorithm
works and what are its strong parts. We have transformed a
total number of 62 008 sentences to the equal number of CFGs.
The average number of rules per grammar is 20.838, with the
median of 20 and the mode is 19. Standard deviation of rule
amount is 7.947. We can see in Fig. 7 that the distribution of
grammar rules roughly resembles the gauss curve, therefore it
can be considered a normal distribution.

We have mentioned earlier in the section III-B that each
grammar is processed into its own supercombinator set. How
we can relate CFGs with the supercombinators created from
them? We could look at the maximum arity of a supercombi-
nator set, i.e. the arity of the top supercombinator. We see in
the Fig. 8 that the distribution of maximum arity is also normal
and very similar (although not identical) to the distribution of
grammar rules. The other values are similar as well, where
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from input samples. Each input grammar generates one set, they were not
merged yet at this stage.
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Fig. 9. Comparison of cumulative incremental merge between older and newer
approach, described in the section III-D.

the average arity is 21.84, with the median of 21 and the
mode of 20. Standard deviation is almost identical, 7.95. The
arity is important property of supercombinators, as with it
we can find out the theoretical maximum amount of created
supercombinators.

B. Comparison of Approaches

We have described in the section III-D our performed
tweaks to the algorithm. As this is the result section, we
present the comparison results here. We have said that by
allowing the same argument to be applied in one supercombi-
nator more than once, we gain the reduction of elements.

To check our hypothesis, we have performed following
experiment. We have taken the entire sample set and incre-
mentally built a supercombinator set. This means that we have
started with the first sample, created supercombinator set from
it and then incrementally merged each next sample’s set with
it (see section III-C). In Fig. 9 we see that the growth of
supercombinator amount in the form is lower in the case of
our improved method. So these results confirm our hypothesis
that the resulting form would contain fewer supercombinators.
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Fig. 10. The amount of supercombinators in the final form divided by their
arity.

TABLE III
AMOUNT OF SUPERCOMBINATORS SEPARATED BY THEIR ARITY.

Arity Amount Catalan no. Arity Amount Catalan no.

1 1 1 9 878 1430
2 1 1 10 1836 4862
3 2 2 11 3474 16796
4 5 5 12 5686 58786
5 14 14 13 8470 208012
6 42 42 14 11328 742900
7 128 132 15 13859 2674440
8 360 429 16 16099 9694845

C. Scalability of the Supercombinator Form

You may notice from the Fig. 9 that the growth of our form
seems to be linear. That is because the maximum arity of
our input samples is rather high. In the Fig. 10 we show the
amount of created supercombinators in the final set split by
their arity.

The intuition tells us that the amount of supercombinators
that can be created for each arity is limited. If we have a non-
redundant form, there must be some amount that cannot be
surpassed. The limit of theoretically possible supercombinators
created from CFGs with binary rules is known as the Catalan
number (9).

C(n) =
n∏

k=2

n+ k

k
(9)

This fact makes sense, since we are using binary CFG
rules, and one of the counting problems that Catalan number
describes is the number of successive applications of a binary
operator. Should we split our form by the arity, we see in
Fig. 11 that in each case the total amount never surpasses
the Catalan number. Note that 0th Catalan number equals to
our arity of 1. As Catalan number grows exponentially, we
use exponential y-axis in Fig. 11. Even with it, the Catalan
number (red line) rises steeply, quickly surpassing the amount
of created supercombinators of higher arities.

In Table. III4 we see the amount of supercombinators taken

4We do not show the entire set for brevity.
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Fig. 11. Arity split supercombinator form with a logarithmic scale along with
the Catalan number limit.

from our set split by arity up to the number of 16. We obtain
all theoretically possible supercombinators up to the arity of
6. Then we see that the amount of supercombinators with
larger arities is orders lower than their corresponding Catalan
number.

Although our set shows linear growth (blue line in Fig. 9),
should we restrict the supercombinator creation process to
some arity, we should see logarithmic growth. Arity restriction
means that we do not allow any supercombinator with higher
arity to enter the final set. As we use grammars that do
not contain cycles, supercombinators cannot contain inside of
them any higher or equal arity supercombinators, therefore our
limiting does not require any special attention.

To demonstrate this limit, we have chosen to restrict arities
starting above the number 8. This number has been chosen
since it produces sizable amount of supercombinators yet the
Catalan number for it is not that much higher, as it is for
higher arities, see Table III. In Fig. 12 we see that our growth
is now logarithmic, it does not surpass the limit imposed by
the sum5 of the first 8 numbers of the Catalan number (red
line).

D. Identification of the Reoccurring Structures

Each supercombinator represents some part of a grammar
structure. It is reasonable to assume that some structures do
occur more often than others. That information is not available
in our final set, since the set is not redundant. However, we
can capture that information during the merge operation.

When we perform incremental growth of our form, we
merge a supercombinator set created from one grammar with
the rest of already created supercombinators. Therefore, we
just need to count how many times has any supercombinator
been merged. That would give us another parameter to our su-
percombinator form, the merge rate. In other words a number
designating how many times has a certain supercombinator
tried to enter the output set.

5We need to sum the first 8 numbers of Calatan number sequence, as the
set now contains supercombinators with arities of the range from 1 to 8.
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Fig. 12. Cumulative sum of supercombinators constrained with the arity of
at most 8, along with the maximum limit, which is sum of the first 8 values
of Catalan number.

TABLE IV
FREQUENCY OF OCCURRENCE OF STRUCTURES.

Frequency interval Amount % After merge % Before merge

≥ 1000 59 0.024 47.07
< 1000, ≥ 500 43 0.018 3.38
< 500, ≥ 100 317 0.129 7.33
< 100, ≥ 50 348 0.141 2.77
< 50, ≥ 10 2717 1.103 6.08
< 10, ≥ 5 3794 1.54 2.78
< 5, ≥ 2 19142 7.77 5.38
=1 219894 89.252 25.2

With this information, we can find out the most reoccurring
structures inside the input data. We have split our final su-
percombinator set by the merge rate, see Table. IV. For better
representation, we have split the set to intervals, so it could be
more evident how many times has a unique supercombinator
tried to enter the final set. In the second to last column
that represents actual percentage of supercombinators in the
final set after merge operation, we see that the majority of
supercombinators are unique in the first place, as 89% have
never been merged. Around 7.77% of supercombinators have
been merged only once. Therefore we can conclude that only
a fraction of supercombinators present in the final form occur
frequently as structures in input grammars.

Now let’s focus on that fraction. In the last column of the
Table IV we see the actual rate of occurrence before merge
operation. It is no wonder that the supercombinators that have
been merged more than 1 000 times have more than 47% of
the share. These are the most occurring structures in the input
set after all. In the Table V we show ten supercombinators
that have been merged the most times. The number in the
first (and fourth) row means its order in sequence and next
to it is its composition, therefore (0, 1) means that this
supercombinator is composed of identity L0 supercombinator
and the supercombinator in that table with the rank of 1,
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TABLE V
TEN MOST MERGED SUPERCOMBINATORS.

Rank Arity Merged Rank Arity Merged

1 (0,0) 2 62008 6 (0,4) 6 16025
2 (0,1) 3 60114 7 (1,1) 4 14602
3 (0,2) 4 48851 8 (2,3) 5 12651
4 (0,3) 5 30343 9 (0,8) 5 8433
5 (1,0) 3 17028 10 (0,6) 7 7995

which is L1 = λx1.λx2.L
0 x1+L0 x2

6. We see that L1 exists
in each set created from input grammars, as its merge rate
equals the amount of grammars processed. Should we look at
it from the CCG perspective, it represents a basic application
of two elements. L0 also exists in all input grammars sets,
yet it is not present in the table due to the implementation
simplifications. It has the arity of 1 and it is always present
in every supercombinator that we create.

Note that the supercombinator L1 has its rate of occurrence
equal to the amount of grammars. We have not been counting
how many times has this supercombinator been created while
creating a single set from one grammar, we are only counting
merge rate when merging already created supercombinator
sets (created from input grammars) with the final set. This
might be a threat to validity of this results, but we argue that
even in the current state our process is able to identify the
most reoccurring structures, as we are identifying structures
in between the input CCG trees.

The second most occurring supercombinator has the arity
of 3. It does not occur in all grammars however, as its merge
rate is 60 114. This is possible due to the fact that there
exists another supercombinator with the arity of 3 that has the
occurrence of 17 028. Both of those supercombinators might
be present in a single input set, since their arity is rather low.
Yet we see that the first one occurs around three times more
often than the second one.

We can say that we have found a way to identify the
most reoccurring structures in our input samples. Each su-
percombinator directly translates to the structure. For better
explanation, we present the Fig. 13 that contains two most
occurring structures with the arity of 8. There are 429 possible
permutations of supercombinators with the arity of 8, out of
which only 360 exist in our set. Supercombinators in Fig 13
are the most occurring with that arity. We see that these
structures are plain binary trees, the black nodes mark the spot
where the arguments enter our supercombinator form, i.e. they
represent the L0 supercombinator. Next to each tree is their
merge rate. We see that the most occurring structure with the
arity of 8 is the deepest possible tree for that amount of leaf
nodes. Tree structure like that can represent a list structure.
The second most occurring supercombinator with the arity of
8 contains the same structure with the arity of 5, and it contains
above mentioned supercombinator L1 twice.

6The composition of L1 is therefore (0, 0).

3974 2606

Fig. 13. Two most occurring supercombinators with the arity of 8.

V. DISCUSSION

We have presented large scale experiments on CFGs that
have been taken from the structure of CCGs samples from
GMB corpora. This is in contrast to our previous work [4]
where we have used generated Sequitur grammars. These
grammars are representable by trees, like our current samples,
but Sequitur CFG tree nodes can have zero-to-n subtrees,
where the trees of CFGs presented in this paper are binary.
This means that current grammars tend to be narrower but they
are also deeper. The largest supercombinator is represented by
a tree with the depth of 22. It has the arity of 104, which means
that it has 104 leaf nodes. It represents the longest sentence
in the original GMB source.

Restriction to binary trees has allowed us to pinpoint the
theoretical limit of our resulting form. In case of binary
trees it is the Catalan number, and as we show, the amount
of created supercombinators never surpasses the maximum
possible amount set by this mathematical sequence. In fact,
only supercombinators with the arity up to 6 are fully present
in our final set. This result has been expected. A single
natural language sentence can be parsed by CCG in multiple
ways, caused by what is known as spurious ambiguity. Yet
the final selected tree form is usually the most simple one.
Therefore it is logical to expect that we won’t have all possible
supercombinators in our final form. Yet we have found out
that a fraction, specifically 0.024% of supercombinators in
the final form represents 47.04% of all structures in the input
grammars that we have processed. This shows that natural
language parsed with CCG tends to create similar structures
rather than to create arbitrary ones. This conclusion is in order
with the CCG spurious ambiguity property mentioned above.

The results presented in the section IV-D show that we can
find the most used structures in the entire input set. This might
be a little contribution to the filed of grammar metrics as
we can now measure, observe and locate the substructures of
grammars. However, the purpose of this paper is not a creation
of a new metric. This might be the topic of our future research.

The results from section IV-B show that we might obtain
smaller final forms, should we allow the identical arguments to
be treated individually. This reduces the amount of supercom-
binators, as we reuse already created supercombinators. The
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downside of this approach is larger amount of connections
between arguments and supercombinators. The main feature
of our form, the non-redundancy, still stands, as no two
supercombinators in the resulting set are equal.

VI. RELATED WORK

As our algorithm processes grammars, our work relates
with the filed of grammar inference. Inference methods can
transform linear text into a grammar form that we can further
process and convert into non-redundant supercombinator set.
There exist various methods of CFG (or their subset) inference,
even from the positive samples only. Although due to Gold’s
theorem, it is not possible to infer grammar from positive
samples purely algorithmically. Hrnčič, Mernik, Bryant and
Javed used evolution algorithms [13] to circumvent that prob-
lem. Another methods might include the use of minimal
adequate teacher, as used by Clark [14] or a rule based system
presented by Dubey, Jalote and Aggarwal [15]. There are other
methods to achieve that, De Higuera presents extensive survey
of various grammar inference methods in [16]. Stevenson
and Cordy in [9] describe methods of inference used in the
software engineering.

As our results from the section IV-D indicate, our work
might contribute to grammar metrics field. Grammar metrics
are formal measurements of a grammar quality. Power and
Malloy in [17] describe metrics and they split them into two
types, size metrics and structure metrics. Črepinšek et al. build
upon that and in [18] propose new metrics based on LR
parsing. However, deriving new grammar metrics is not the
purpose of this paper and would require additional research.
But we believe that we might contribute this field in the future.

The algorithm from our work might be used to store gram-
mars that are processed in a data-flow manner. This relates to
the field of conceptualization [19], as supercombinators might
represent concepts. Data obtained by such a process [20] can
be transported into grammar forms and and then processed
with our algorithm. As our research is grammar based, it
might also prove useful to the Domain specific language (DSL)
field [21]. DSLs are useful small languages that work with the
abstraction rather well. They are primarily targeted for human-
computer communication [22], and the structure containing
data non-redundantly might prove to be useful.

VII. CONCLUSION

We have presented an improved version of supercombinator
set acquisition algorithm in this paper. As in our previous
version, this algorithm is capable to convert any CFG into
a set of supercombinators accompanied with the arguments
(terminal symbols). By application of arguments we obtain
the input grammar back. The improvements presented here
include non-removal of identical terminals in the creation of a
supercombinator, using more efficient data structures and the
unification of a merge process. Keeping the identical terminal
symbols results into more compact form with less amount of
supercombinators. Only drawback is the increased number of
argument references.

We have performed experiments on a set of 62 008 sen-
tences, taken from 10 000 news articles that are included in
the Groningen Meaning Bank. The goal of our experiments
was to prove that the supercombinator set is upper bound.
We have found that in the case of binary CFGs, the limit
is a mathematical sequence called Catalan number. Should we
limit the supercombinators entering the final set by a relatively
low arity (we have presented results limited with the arity of
8), the growth of that set is logarithmic and never surpasses
the limit posed by the Catalan number.

Another experiments showed that our process can identify
most reoccurring structures in input grammars. This might be
a contribution to the field of grammar metrics. The results
presented here show that supercombinator set obtained from
natural language sentences contains only a small fraction of
supercombinators that represent majority of structures in the
input set, as our final set is non-redundant.
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“A model-driven approach to data structure conceptualization,” in
Proceedings of the 2015 Federated Conference on Computer Science
and Information Systems, ser. Annals of Computer Science and
Information Systems, M. Ganzha, L. Maciaszek, and M. Paprzycki,
Eds., vol. 5. IEEE, 2015. doi: 10.15439/2015F224 pp. 977–984.
[Online]. Available: http://dx.doi.org/10.15439/2015F224

[21] D. Lakatos, J. Poruban, and M. Bacikova, “Declarative specification
of references in dsls,” in Computer Science and Information Systems
(FedCSIS), 2013 Federated Conference on. IEEE, 2013, pp. 1527–
1534.

[22] S. Chodarev, “Development of human-friendly notation for xml-based
languages,” in Proceedings of the 2016 Federated Conference on
Computer Science and Information Systems, ser. Annals of Computer
Science and Information Systems, M. Ganzha, L. Maciaszek, and
M. Paprzycki, Eds., vol. 8. IEEE, 2016. doi: 10.15439/2016F530 pp.
1565–1571. [Online]. Available: http://dx.doi.org/10.15439/2016F530

720 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Labeling Source Code with Metadata:
A Survey and Taxonomy

Matúš Sulír, Jaroslav Porubän
Department of Computers and Informatics

Faculty of Electrical Engineering and Informatics
Technical University of Košice

Letná 9, 042 00 Košice, Slovakia
Email: {matus.sulir,jaroslav.poruban}@tuke.sk

Abstract—Source code is a primary artifact where program-
mers are looking when they try to comprehend a program.
However, to improve program comprehension efficiency, tools
often associate parts of source code with metadata collected from
static and dynamic analysis, communication artifacts and many
other sources. In this article, we present a systematic mapping
study of approaches and tools labeling source code elements with
metadata and presenting them to developers in various forms. We
selected 25 from more than 2,000 articles and categorized them.
A taxonomy with four dimensions – source, target, presentation
and persistence – was formed. Based on the survey results, we
also identified interesting future research challenges.

I. INTRODUCTION

DURING their work, developers often encounter situations
when they are trying to understand a program by looking

at its source code, but the critical information they seek is not
present in the code. Consider the following examples.

A small but tricky piece of code worked a few days ago,
but now it does not. The programmer must open a web
browser, navigate to the version control system (VCS) website
and find the relevant commit. It refers to the issue tracking
system, which is a separate website. After reading the whole,
particularly long issue description and a multitude of related
comments, he finally finds the reason of the malfunction.

Another programmer tries to comprehend a rather compli-
cated algorithm. It is difficult to understand it just by looking
at the code, so he decides to provide sample input data
and debug the program using a built-in debugger of an IDE
(Integrated Development Environment). While it is possible to
display a value of any variable at any time, the debugger does
not present any overview of values of a particular variable
over time. Each time a program stops, the programmer must
remember a value of interest and compare it with previous
values in mind. As the capacity of short-term memory is very
limited, the developer soon starts writing notes in a separate
document. This, in turn, creates a burden of switching between
two separate views (a split-attention effect [1]).

These two – at the first glance unrelated – scenarios have
something in common: The information a developer needed
was available sometimes or somewhere. But it was not avail-
able in the right place at the right time: in the IDE, and

This work was supported by project KEGA 047TUKE-4/2016 Integrating
software processes into the teaching of programming.

associated with the particular piece of code the developer was
looking at.

Many researchers have realized this problem and provided
various approaches, methods and tools to partially solve some
of its aspects. However, since authors use a rather large variety
of terms to describe them, gaining an overview is difficult.
For this reason, we decided to provide a survey of existing
approaches and categorize them in a taxonomy.

Our general research questions for this survey are:
• RQ1: What various approaches (and tools implementing

them) do exist to label parts of source code with ad-
ditional metadata and present them to a programmer in
order to improve program comprehension?

• RQ2: How can the approaches be categorized?
• RQ3: What observations and challenges can be con-

cluded from the results?

II. METHOD

We decided to conduct a systematic mapping study, which
is a form of a systematic literature review (SLR). In contrast to
an SLR, a mapping study has more general research questions
[2] and the main goal is to classify research to categories,
rather than provide precise quantitative results [3].

A. Search Strategy

Since our view of literature through a notion of “source
code labeling” is not very common and the terminology
is inconsistent, we decided to try multiple different search
strategies and combine their results.

1) Manual Search: First, we performed a manual search
among all articles published in 8 journals and 4 conferences,
selected by the authors’ discretion (partially inspired by a list
in [4]). In this first part of the search process, arbitrary two
years (2009 and 2012 in our case) were selected, as suggested
by [5]. The journals of interest were:

• IEEE Transactions on Software Engineering (TSE),
• ACM Transactions on Software Engineering and Method-

ology (TOSEM),
• Computer Languages, Systems and Structures (COM-

LAN),
• Science of Computer Programming (SCP),
• Journal of Systems and Software (JSS),
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• Empirical Software Engineering (ESE),
• Information and Software Technology (IST),
• Journal of Software: Evolution and Process (JSEP), for-

merly known as Journal of Software Maintenance and
Evolution (JSME),

and conferences:

• International Conference on Software Engineering
(ICSE),

• International Conference on Program Comprehension
(ICPC),

• Working Conference on Reverse Engineering (WCRE)
• and International Conference on Software Maintenance

(ICSM).

A Scopus1 query was constructed based on the criteria, the
results list was exported as a CSV file and inspected in a
spreadsheet processing program. A total of 1546 articles were
manually assessed based on titles and abstracts, resulting in a
list of 16 relevant articles.

2) Keyword Search: Continuing the methodology of Zhang
et al. [5], we inspected the terminology used in articles
obtained during the manual search and based on it, we
constructed and tried multiple keyword-based search queries.
The final Scopus query is as follows:

TITLE-ABS-KEY(
("source code" OR "program comprehension")

AND
("tagging" OR "enriching" OR "augmenting"
OR "labeling")

) AND SUBJAREA(COMP)
AND NOT SUBJAREA(bioc OR medi OR envi OR neur)

Basically, it searches the specified terms in titles, abstracts
and keywords of computer science literature, excluding inter-
disciplinary research. The search yielded 85 results, of which
6 were newly found relevant ones.

The methodology by Zhang et al. [5] prescribes trying
slightly different queries until one of them returns at least
80% of articles from the first (manual) phase. For the query
presented above, this number was far below 20%. Broadening
the terms caused the count of results to skyrocket. The number
of false positives was high, without a significant positive
impact on the relevant result count. For this reason, we decided
to leave the methodology and continue with other techniques.

3) References Search: We searched for all forward and
backward references of 22 articles collected so far. Again, we
used Scopus.

Backward references mean all articles cited in the “Refer-
ences” section of particular papers. They are generally older
than the article citing them. From 305 results, we considered
14 unique and relevant.

Forward references are articles for which a search engine
knows they cite a particular paper. This is useful to find newer
articles. Of 137 results, 3 were relevant and not yet found in
previous searches.

1http://www.scopus.com

4) Other Sources: Five more relevant articles were found
recursively in the references of articles found during the phase
of references search. Finally, we added three more papers
present in the authors’ personal bibliography.

B. Inclusion Criteria

During the selection process, a paper was considered rele-
vant if:

• it presented a new approach or tool to associate metadata
with pieces of source code,

• the purpose of these metadata was to improve program
comprehension

• and a form of presentation of these data to a programmer
was described.

Examples of excluded articles are papers describing a label-
ing algorithm without discussing how to present results to
developers, and purely empirical studies comparing existing
approaches.

C. Final Article List

From the 47 selected articles, 17 were just descriptions of
the same or similar idea in another research phase. Five were
considered irrelevant after skimming or reading the full text.

The final article list thus contains 25 articles. For an
overview, see Table II. Further details will be provided in
section IV.

D. Data Extraction

The full text of 25 relevant articles was read, carefully
watching for similar and distinguishing signs regarding source
code labeling. Succinct notes about each article were written
in a tabular form, gradually forming a taxonomy.

III. TAXONOMY

First, we will introduce our taxonomy, answering RQ2.
Similar to Dit et al. [6], articles (approaches) were evaluated
according to multiple criteria, called dimensions. For each
dimension, an article can belong to one or more attributes.

Our taxonomy has four dimensions: source, target, presen-
tation and persistence. For an overview, see Table I. Now we
will describe the dimensions and attributes in detail.

A. Source

A “source” dimension denotes where the metadata were
originally available before they were assigned to a part of
source code. The most problematic source is human mind.
In order to obtain information present only in the memory
of the programmer, he must manually enter these data into a
system for each artifact which should be labeled. The most
primitive kind of a label with a “source” of type human is
a traditional source code comment. The developer writes the
label – a natural language text easing program comprehension
– above a piece of code. The assignment of the comment to
a piece of code is therefore performed by its positioning.

Approaches categorized as code analyze the source code of
a system without executing it, i.e., using static analysis.
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TABLE I
A SOURCE CODE LABELING TAXONOMY.

Dimension Attribute Description
Source human Manually entered information, previously present only in human mind.

code Results of static source code analysis.
runtime Results of the program execution; dynamic program analysis.
interaction Interaction patterns of a single developer in the IDE.
collaboration Collaboration artifacts of multiple developers like VCS commits or e-

mails.
Target folder A directory or a package.

file A file or a class.
multi-line A multi-line part of a file, e.g., a method.
line One line in a file, such as a variable declaration.
line part A character range, e.g., a method call.

Presentation code view The editable source code view is augmented with metadata.
existing view Other existing views in an IDE (e.g., a package explorer) are augmented.
separate view A separate view is created just to present the information of interest.

Persistence internal The metadata is stored directly in the source code file (e.g., using a
comment).

external A separate file, database or server is used to store the labels.
none/unknown The metadata are only presented to the user, but not stored; or a method

of persistence was not mentioned in the article.

Useful metadata can be collected by execution of the
program, using some form of dynamic analysis. These ap-
proaches are marked as runtime. The analyzed program must
be buildable (which is often a problem [7]) and automated
tests should be available (or the program must be executed
manually).

For tools utilizing the human source, a programmer must
purposefully enter the metadata with a sole intention that
they will improve program comprehension. This is expensive
on human resources. On the other hand, interaction data
are collected automatically, possibly without the developer
even knowing it (although that would be unethical). Using
heuristics, these tools can infer relationships between artifacts
from captured keystrokes, mouse actions, or even eye gazes
[8].

As software engineering is not an individual activity, col-
laboration artifacts are formed naturally as the team com-
municates and collaborates. These artifacts include e-mails,
instant messages, forum posts and VCS commit messages.
These artifacts are often poorly or nowise connected with the
relevant source code. The purpose of collaboration approaches
to code labeling is to fill this gap.

Many tools use a combination of multiple methods. For
example, a static analysis may be used to assign source
code artifacts their documentation; then a user must manually
confirm or reject the suggested links [9].

B. Target

The purpose of source code labeling is to assign metadata
to a particular piece of code. Subject of the “target” dimension
is what that “piece of code” means.

This is quite a problematic question, as there are two sepa-
rate views: file-based and element-based. Some tools assign
metadata to files, lines and character ranges. Other assign
them to classes, methods, variables, method calls, etc. These
views are often mixed in one tool. Furthermore, it is not clear
whether a code bookmark, labeling a line containing just a
variable declaration, relates to the line or to the declaration.
Therefore, we decided to mix the views in our taxonomy.

The attributes are sorted according to granularity. A folder
represents a package in some object-oriented languages. A
file often corresponds to a whole class. Method and function
definitions are multi-line elements. Elements considered line
include variable declarations. We decided to consider method
calls and variable usages line parts.

C. Presentation

Once the metadata were retrieved and associated with a
proper source code segment, it should be presented to the
developer in order to be useful.

One of the best places to show code-related data is obviously
the main, editable source code view of an IDE. This is the place
which draws the most attention of a programmer, occupies a
large screen portion and offers many existing features (e.g.,
code completion). The code editor can be augmented by
various coloring (see Fig. 1), visual overlays (like a box
surrounding a piece of code) or images. Harward et al. [10]
call them “in situ” visualizations. Syntax highlighting may be
considered a common visual augmentation [11]. We decided
to regard also gutter/ruler annotations (icons in the left or right
code editor margin) as a code view presentation.
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Fig. 1. A simple example of code view presentation: DepDigger [12] uses
background coloring to indicate the understandability of source code parts
according to the dep-degree metric.

Except for the source code editor, modern IDEs offer
various supplemental views like Package Explorer, Favorites
or Class Hierarchy. Plugins can augment existing views by
additional information. For instance, packages and classes in
a tree view may be augmented by colored squares according
to a metric [13].

Some tools, despite associating a part of code with addi-
tional information, display the association in a separate view,
or even window. In a better case, clicking a particular widget in
this view automatically opens and focuses the code of interest
in the source code editor. Otherwise, the user must manually
open and find the code according to the displayed element
name.

D. Persistence

The association between the code and the label, and some-
times also the label data themselves, can be saved to a
permanent storage.

1) Rationale: There are three possible reasons for persis-
tence.

First, in the case of fully automated static code and col-
laboration-sourced techniques, the process of retrieving and
associating metadata can be resource-intensive. The storage
acts as a cache2.

Second, the runtime and interaction data are partially a
product of human work. Each program execution and IDE
interaction can be unique. It is therefore desirable to save
at least the data like traces or interaction logs. Once they
are persisted, the analysis and association process can be
performed every time when necessary.

Third, the persistence is an absolute requirement in the case
of human-sourced metadata. A tool must not repeatedly ask a
programmer to describe code, if exactly the same information
had already been entered for the same piece of code, using
the same tool.

2) Persistence Methods: The labels can be stored in a
source code file itself. The association with the target element
is thus implicit through the position of the label in the code. A
typical example of internal persistence method is a specially
formatted comment.

External persistence means labels are stored separately from
the source code file. They can be saved in an XML file, or a

2Suppose collaboration artifacts are already persisted in external systems.

database management system (DBMS), accessed either locally
or through a server.

Finally, the persistence method none/unknown denotes the
labels are either not stored permanently, or persistence was
not mentioned in a given article at all. If a tool produces only
reports or exports which cannot be subsequently loaded, it was
also incorporated into this category.

IV. APPROACHES AND TOOLS

In Table II, we can see an overview of all reviewed ap-
proaches and tools, which answers RQ1. Now we will briefly
describe each of them. The approaches will be grouped by
their primary “source”.

A. Human

A concern is a piece of information about a code element,
such as a feature it implements or a design decision [32]. Con-
cernMapper [14] is both an Eclipse plugin and a framework
to associate parts of programs with concerns, both through
a GUI (graphical user interface) and an API (application
programming interface).

The eMoose approach [15] allows tagging of API usage
directives, like state restrictions or locking, in JavaDoc com-
ments. Subsequent highlighting of calls to such methods in
an IDE improves awareness of programmers, who then spot
errors quickly.

Pollicino [16] is a plugin for collective code bookmarks,
providing a more feature-rich version of classical source code
bookmarks found in the majority of IDEs.

SE-Editor [17] makes it possible to embed web pages in
the source code editor of the Eclipse IDE. The web page is
embedded using a comment beginning with /*** , followed
by an URL. This might be useful to display code-related
diagrams, tutorial videos, etc.

Spotlight [18] is an IDE plugin to tag source code with
concerns. Each concern can be assigned a color, which is then
displayed in the left gutter (margin) of the source code editor.
Thanks to this, a programmer can more easily identify where
the given concern is located in the program.

TagSEA [19] integrates waypoints and social tagging into
the Eclipse IDE. Programmers note waypoints – places worth
marking and sharing – into the source code as comments in
the form //@tag tagname : message . Hierarchical tags
and metadata (author, date) are also supported. Collections of
waypoints can be connected into routes to create source code
guides.

B. Code

DepDigger [12] visualizes the measure (metric) dep-degree
by changing the background color of source code elements –
on a scale ranging from white to red – in a code view.

RegViz [20] visually augments a regular expression in-
place, without a need for a separate view. For example, groups
are underlined and labeled with a group number.

Stacksplorer [21] visualizes method’s callers in a column
on the left of the code editor view, callees in the right one.
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TABLE II
LABELING APPROACHES AND TOOLS.
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ConcernMapper [14] � � � � � � � � � � � � � � � �
eMoose [15] � � � � � � � � � � � � � � � �
Pollicino [16] � � � � � � � � � � � � � � � �
SE-Editor [17] � � � � � � � � � � � � � � � �
Spotlight [18] � � � � � � � � � � � � � � � �
TagSEA [19] � � � � � � � � � � � � � � � �
DepDigger [12] � � � � � � � � � � � � � � � �
RegViz [20] � � � � � � � � � � � � � � � �
Stacksplorer [21] � � � � � � � � � � � � � � � �
Traceclipse [22] � � � � � � � � � � � � � � � �
TraceME [9] � � � � � � � � � � � � � � � �
GUITA [23] � � � � � � � � � � � � � � � �
Impromptu HUD [11] � � � � � � � � � � � � � � � �
in situ profiler [1] � � � � � � � � � � � � � � � �
Senseo [13] � � � � � � � � � � � � � � � �
sparklines [24] � � � � � � � � � � � � � � � �
CnP [25] � � � � � � � � � � � � � � � �
HeatMaps [26] � � � � � � � � � � � � � � � �
iTrace [8] � � � � � � � � � � � � � � � �
Deep Intellisense [27] � � � � � � � � � � � � � � � �
Miler [28] � � � � � � � � � � � � � � � �
Rationalizer [29] � � � � � � � � � � � � � � � �
101companies [30] � � � � � � � � � � � � � � � �
Code Bubbles [31] � � � � � � � � � � � � � � � �
CoderChrome [10] � � � � � � � � � � � � � � � �

Graphical overlays may be shown to visually connect the
current method definition with the left column and method
calls in the source code view to items in the right column.

Traceclipse [22] and TraceME [9] are traceability manage-
ment recovery tools. They link source artifacts (like docu-
mentation) to the target artifacts (usually source code). In the
mentioned tools, the linking is performed based on the textual
similarity, using IR (information retrieval) methods.

C. Runtime

GUITA [23] annotates GUI-related method calls with GUI
snapshots of a selected widget at the time when this method
is called. This facilitates the navigation between the dynamic
user interface world and the static source code world.

The next three approaches belong to a group of “in situ
visualizations” – small graphical elements displayed directly
in the source code editor. Impromptu HUD [11] displays
a realtime clock-like visual near each scheduled function,

informing the programmer when the timing event will fire.
An in-situ profiler [1] shows small diagrams with runtime
performance information next to method declarations and
calls. Code sparklines [24] are small charts depicting values
of a particular numeric variable over time.

Senseo [13] gathers and displays dynamic information in
static views of an IDE. Information like methods’ callers,
callees, dynamic (overridden) argument types and return val-
ues are shown in a tooltip of a method in the code view.
Selected metrics like execution frequencies, object allocation
counts or memory consumption can be viewed in gutters/rulers
(using heatmaps) and the package explorer (numbers). Dy-
namic collaborators of packages, classes and methods, and
a Calling Context Ring Chart are displayed in a separate
view. A controlled experiment demonstrated an improvement
of maintenance correctness and speed when using Senseo [13].
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D. Interaction

The CnP tool [25] proactively tracks, visualizes and sup-
ports editing of code clones in an IDE. Instead of a batch input
of source files, the tool captures copy and paste operations in
Eclipse.

HeatMaps [26] display artifacts with a background color
on a scale from blue to red, according to various numeric
values assigned to them. The values are, for example, the
recency and frequency of browsing and modification (obtained
by instrumenting an IDE), artifact age, and a version count.
The blue color means “cold” (e.g, least recently browsed), red
“hot”. The approach is general and can be potentially applied
in many tools and to various views in an IDE.

Interaction-sourced approaches are not limited to traditional
mouse and keyboard operations. iTrace [8] analyzes eye gazes
(using an eye tracker) in an IDE to infer traceability links
between artifacts.

E. Collaboration

Deep Intellisense [27] displays an interleaved list of relevant
bugs, commits, e-mails, specifications and other documents for
a given code element. Furthermore, a list of related people
is shown. The lists are updated each time a user clicks on
a code element, but they are displayed in a separate view.
Rationalizer [29] integrates similar information directly into
the code editor. On the right side of each source code line, it
shows three columns: when this line was last modified, who,
and why changed it. On the other hand, it processes only data
from a VCS and an issue tracker.

Miler [28] is a toolset to retrieve, process and associate e-
mail data to source code artifacts. E-mails are assigned to a
source code based on textual analysis. Information about e-
mails relevant to a class is displayed in the IDE’s package
explorer and rulers.

F. Mixed Approaches

The following approaches use multiple sources of informa-
tion, without any of them being dominant.

101companies [30] is a software chrestomathy – a collec-
tion of many implementations of one system using various
technologies, stored in a repository and linked with metadata.
Metadata like an implementation language, dependence on a
technology, features, and a highlighting renderer are assigned
to files or file fragments using a rule-based DSL (domain spe-
cific language). The assignment can be performed according
to criteria like a file extension, a regular expression for file
content, or even by a separate script [30]. For example, all
classes in files called “*.java”, ending with “Listener”, could
be assigned the “observer design pattern” label.

Code Bubbles [31] is a working-set based IDE using frag-
ments called bubbles instead of traditional file-based views.
It supports various forms of labeling, ranging from arrows
between method calls and definitions, to small images (e.g., a
literal “bug”) attachable to code bubbles.

CoderChrome [10] provides a generic framework for map-
ping between a metric and an in-situ augmentation. Examples

of such visual augmentations are background colors, glyphs
at the beginning or end of lines, and underlining. Metrics can
range from categorical to numeric ones, e.g.: a start or end
of a block, the last author, the property of having a primitive
type, the code age, and a line length.

V. CHALLENGES

To answer RQ3, we will now present observations and
lessons learned during the categorization and suggestions for
future research based on these observations.

A. Filtering Metadata Can Be Necessary

18 of the reviewed tools display various visual annotations
and overlays directly in the source code view. Although the
idea of tight integration of the source code and metadata is
appealing, let us perform a thought experiment: Imagine these
18 approaches are implemented as plugins of one IDE, all in-
stalled and enabled at the same time. The amount of metadata
could overwhelm the developer, causing more harm than good.
It would be interesting to substantiate the thought experiment
and perform a real case study with actual plugins. However,
since many plugins are unstable academic projects and they are
implemented for various IDEs, a reimplementation of many of
them would be required.

Suppose the study showed us the amount of metadata
is overwhelming. One option to tackle this is to turn the
plugins on and off manually each time the developer needs a
particular kind of information. This interrupts the programmer
and causes additional mental overhead. Therefore, we can
expect the majority of tools would not be used at all.

Ideally, the relevant metadata would be shown only when it
is necessary. Each tool should formally provide a list of source
code characteristics, task kinds and other relevance indicators
– in which situations and contexts is this tool useful. The
IDE would then calculate numerical relevance based on these
characteristics and display only metadata with a relevance
higher than a given threshold.

B. Evolution Needs to Be Taken into Account

Both the source code and metadata evolve over time.
Each “persistence” type has its advantages and disadvantages
regarding evolution.

If a piece of metadata is stored using internal persistence,
it is pushed to a VCS each time it is updated. This can
cause unnecessary overhead during collaboration – e.g., during
merging. On the other hand, if the source code itself changes
(and the metadata remains valid), there is no referencing
problem.

When using external storage, the target code part must be
explicitly referenced. The most primitive example is referenc-
ing by a line number. However, as the source code file content
changes with each revision, the original line number may no
longer contain the same element. Reiss [33] compared various
methods for tracking source code locations, e.g., storing an
exact line content, a context of a few lines around the line,
AST matching, a diff-based approach, and their combinations.
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While some combinations of methods achieve correctness
above 97%, none of them is 100% accurate. Furthermore, the
performance (space to store the reference and time to compute
it) must be taken into account.

Using neither internal nor external storage solves the prob-
lem with evolution. However, it is generally advisable only
for the code source (static analysis). For example, not storing
metadata from dynamic analysis causes data loss as soon as
the tool is closed.

In the reviewed articles, the effects of evolution, especially
what happens if the source code itself changes, were rarely
discussed. Empirical evaluations of tools taking evolution into
account are necessary.

C. What If Source Code Was Updated by Tools?

One particularly interesting observation can be made by
looking at patterns in Table II. All approaches using internal
persistence use purely human source of information. This
means that automated tools do not write metadata to the source
code files themselves.

We investigated this matter and described preliminary ap-
proaches which write the results of dynamic and static analysis
directly into the source code, e.g., in a form of Java annotations
[34], [35]. Another example is our recent prototype of a tool
writing automatically generated Javadoc comments directly
into source code files [36]. The mentioned approaches have
advantages and drawbacks already mentioned in section V-B.

An interesting way to utilize internal persistence for non-
human sources would be for IDE-independent program com-
prehension tools. A tool would temporarily annotate the source
code with metadata, using annotations or comments. There-
fore, they will be viewable with any IDE or even a simple
text editor. Then, just before committing the modified source
code to a VCS (or even sooner, when the developer would
not need the metadata for comprehension anymore), the tool
would remove the metadata, so the source code would remain
clean. A disadvantage of this approach is its limitation only
to textual metadata.

VI. THREATS TO VALIDITY

The set of articles included in this study is by no means
complete. Nevertheless, due to a large number of papers
pertaining to a research area, collecting all related articles
is often unrealistic and it is just important for the selected
subset to be representative with respect to the research field
[2]. We did not attempt to collect all available evidence – our
main goals were to present at least a portion of approaches
and tools using a preliminary mapping study, construct the
taxonomy, and portray future challenges.

One could argue that the whole search process relies on
one search resource – Scopus. However, during backward
references search, also papers not indexed by Scopus were
returned (secondary documents in their terminology).

Although the oldest included articles are from 2005, the
selection was not artificially limited to any specific date.

Article selection and data extraction were performed by
a sole researcher, which could produce biased results based
on subjective decisions. Brereton et al. [37] suggest either
independent extraction by at least two researchers and then
a comparison of results, or checking the data afterward. In
case of the lack of resources, a random sample of data may
be cross-checked [3].

This paper is focused on tools presented in academic arti-
cles. However, there exist many industrial tools not described
in papers, which could be also worthwhile to describe.

VII. RELATED WORK

The research area of feature location partially overlaps with
source code labeling – features can be considered one of
possible source code labels. Dit et al. [6] reviewed 89 feature
location techniques and classified them into a taxonomy. Our
“source” dimension is similar to their “type of analysis”;
and “target” to “output”. On the other hand, we were more
concerned about the presentation and persistence.

The runtime source in our taxonomy indicates a use of
various dynamic analysis approaches. Cornelissen et al. [38]
reviewed 176 articles related to dynamic source code analysis.
However, labeling parts of source code with obtained informa-
tion was out of the scope of the mentioned survey.

The goal of traceability research [39] is to allow following
links among various forms of software artifacts. Often the
target artifact is source code, just as in the case of source code
labeling. Two traceability tools, Traceclipse [22] and TraceME
[9], were included in this mapping study.

In software engineering, recommendation systems [40] sug-
gest relevant information based on the developer’s context. The
context can be implicit (e.g., IDE history), explicit (a query)
or a combination of them. Robillard et al. [41] recognized
multiple design dimensions of recommendation systems. Their
“data” dimension is similar to our “source”. They also recog-
nized the “presentation” dimension, but in their case, it has
values batch and inline.

Software artifact summarization [42] aims to create shorter
descriptions from longer pieces of code, bug reports, mail-
ing lists and discussions. In this sense, summaries can be
considered source code labels obtained from the code and
collaboration sources.

Source code labeling with the collaboration source often
seeks to improve workspace awareness [43] – knowledge of
the tasks and artifacts of others in a distributed software
development team.

VIII. CONCLUSION AND FUTURE WORK

In this systematic mapping study, 2,091 articles were as-
sessed in total (including duplicates), from which 25 unique
and relevant articles were selected and briefly described. A
taxonomy of source code labeling containing four dimensions
was created by the analysis of the articles.

Thanks to this survey, researchers can both get a quick
overview of many source code labeling approaches, and find
interesting future research directions by analyzing the gaps.
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IDE developers can use it as an inspiration about which
features to implement in their product. Practitioners struggling
to analyze existing large codebases may find information about
available tools and approaches here.

We identified three main challenges in the area of source
code labeling. First, it will be necessary to filter the metadata
displayed directly in the source code view only to the most
relevant information – to prevent visual clutter. Second, the
evolution of both source code and metadata need to be
taken into account when designing tools. Finally, writing the
metadata directly into source code files could be promising if
implemented properly.

Note that some of the approaches described here are already
implemented in industrial IDEs. Furthermore, there exist some
features of commercial IDEs not described here. It would be
interesting to compare code labeling features of common IDEs
and academic tools.

This paper provided only a high-level qualitative overview
of the topic. More in-depth analysis, like the quantification
of the amount of necessary human work for each approach,
is left as future work. We can also introduce more taxonomy
dimensions and attributes.
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9th Workshop on Scalable Computing

THE Workshop on Scale Computing (WSC) is a result
of evolution in the world of computing. It originated

(as Workshop on Large Scale Computing in Grids; LaSCoG)
in 2005. Next, cloud computing became popular and, in
response to this new trend, Workshop on Scalable Computing
in Distributed Systems (SCoDiS) emerged. The two workshops
(under a joint name LaSCoG-SCoDiS) have been organized
till 2014 (information about past events can be found here).
However, the world of large-scale computing continuously
evolves. In particular, data-intensive computations (known as
“Big Data") brough a completely new set of issues that have to
be solved (in addition to those that exist since late 1990th and
that still deserve our attention). Therefore we have decided to
refresh the name of the event (to better represent the scope of
interest). This is how the Workshop on Scalable Computing
(WSC) came to being.

TOPICS

• General issues in scalable computing
– Algorithms and programming models for large-scale

applications, simulations and systems
– Large-scale symbolic, numeric, data-intensive,

graph, distributed computations
– Architectures for large-scale computations (GPUs,

accelerators, quantum systems, federated systems,
etc.)

– Data models for large-scale applications, simulations
and systems

– Large-scale distributed databases
– Security issues for large-scale applications and sys-

tems
– Load-balancing / intelligent resource management in

large-scale applications, simulations and systems
– Performance analysis, evaluation and prediction
– Portals, workflows, services and collaborative re-

search
– Data visualization
– On-demand computing
– Virtualization supporting computations
– Self-adaptive computational / storage systems
– Volunteer computing
– Scaling applications from small-scale to exa-scale

(and back)
– Computing for Big Data
– Business applications

• Grid / Cloud computing
– Cloud / Grid computing architectures, models, algo-

rithms and applications

– Cloud / Grid security, privacy, confidentiality and
compliance

– Mobile Cloud computing
– High performance Cloud computing
– Green Cloud computing
– Performance, capacity management and monitoring

of Cloud / Grid configuration
– Cloud / Grid interoperability and portability
– Cloud / Grid application scalability and availability
– Economic, business and ROI models for Cloud / Grid

computing
– Big Data cloud services

SECTION EDITORS

• Ganzha, Maria, University of Gdańsk and Systems
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Abstract—The rapid growth of data and high-dependency of
industries  on  using  data  put  lots  of  focus  on  the  computing
facilities.  Increasing  the  efficiency  and  re-architecting  the
underlying  infrastructure  of  datacenters,  has  become  a  major
priority. The total cost of owning and running a datacenter (DC)
is  affected  by  many  parameters,  which  until  recently  were
ignored as their impact on the business economy was negligible.
However, that is not the case anymore, as in the new era of digital
economy every  penny counts.  The  market  is  too  aggressive  to
ignore anything. Hence, the economic efficiency becomes vital for
cloud  infrastructure  providers  despite  their  size.  This  article
presents a  framework  to  assess  cloud  infrastructure  economic
efficiency,  taking  into  account  three  main  aspects:  application
profiling,  hardware  dimensioning  and  total  cost  of  ownership
(TCO).  Moreover,  it  presents  a  cost  study  of  deploying  the
emerging concept of disaggregated hardware architecture in DCs
based on the proposed framework. The study  considers  all  the
major cost categories incurred during the DC lifetime in terms of
both  capital  and  operational  expenditures.  A  thorough  cost
comparison between a DC running on a disaggregated hardware
architecture  with  one  running  on  a  traditional  server-based
hardware architecture is presented. The study demonstrates the
evolution  of  the  yearly  cost  over  DC lifetime  as  well  as  a
sensitivity analysis, allowing to understand how to minimize the
cost of running cloud. Results show that, lifecycle management
cost is one of the main differentiators between two technologies.
Moreover,  it  is  shown  that  in  the  presence  of  heterogeneous
workloads, having a DC based on a fully disaggregated hardware
brings  high  savings  (more  than  40%  depending  on  the
applications) compared to the traditional hardware architectures
independent of the hardware set-up.

Index Terms—datacenter cost, disaggregated hardware, total
cost of ownership, hardware pools, reconfigurable hardware 

I.  INTRODUCTION 

The rapid digitalization of  industries,  combined with the
rise  of  the  Internet  of  Things (IoT)  concept,  are  just  a  few
factors forcing a vast increase of Information Technology (IT)
capacity,  such  as  compute,  storage  and  networking  in
datacenters [1]. In consequence, global spending on datacenter
(DC) systems and cloud computing is growing [1]. However,
as  current  ratio  between  IT  capacity  and  its  related  cost  is
already high, it will not be easy to deliver the required capacity
in  the  future  using  current  datacenter  technologies  and
strategies, even by increased spending. Hence, decreasing the
total cost of owning and running datacenters is of high interest.

These facts have led the IT community to search for ways
to  scale  DC  infrastructures  beyond  the  cost  and  capacity
limitations of today’s architecture [2]. This requires technical
advancements to be brought to life along with a perception of
their  financial  impact.  Any  new  technology  should  be

financially viable to survive in the competitive markets despite
its  technical  excellence.  Vendors  must  assure  business
profitability before investing on new technologies. Although
we have been witnessing several significant IT’s technological
advancements in cloud area, there is very little insight on the
financial  impact  of  those  advancements.  In  that  sense,  we
argue  that  a  methodology and  framework  for  assessing  the
cloud infrastructure economic efficiency should be available.

From  a  technical  perspective,  we  are  seeing  the  DC
architecture  being fundamentally  rethought  to  become more
modular, flexible and smart. In the center of this architecture
change is the concept of hardware resource disaggregation [4],
whose flexibility not only brings new functional opportunities,
but it is also seen as a promising step towards reduced total
cost  of  ownership  (TCO).  There  have  been  a  set  of  early
studies  looking  to  application  performance  under  this  new
architecture  [4][5].  Although  these  studies  showed  that
migrating  certain  applications  can  result  in  a  decrease  in
performance, they have also pointed out that redesigning of
applications with this architecture in mind could boost back
application  performance.  While  performance  aspects  will
define/limit to some degree the exact shape of a disaggregated
system, the cost will as well. However, there is limited work
exploring the cost dimension of this paradigm.

To cover the gap in the current studies, in this paper, we
present  a  methodology  and  a  generic  framework  to  assess
cloud  infrastructure  economic  efficiency,  considering  three
main  aspects:  application  profiling,  hardware  dimensioning
and TCO. Moreover, using a simulation tool that implements
the  proposed  methodology  and  framework,  we  present  a
comprehensive  cost  study  of  deploying  the  emerging
disaggregated  hardware  architecture  in  DCs  in  comparison
with the counterpart alternative of having traditional servers.
We analyze the TCO of a DC, considering all the major costs
categories incurred during the DC lifetime, both in terms of
capital  expenditures  (CAPEX)  and  operation  expenditures
(OPEX). The results of our cost study show considerable cost
benefits  of  deployments  of  disaggregated  hardware
architecture  compared  to  the  traditional  server-based
architectures  (i.e.,  more  than  40%  depending  on  the
applications type).

The  remainder  of  this  paper  is  organized  as  follows.
Section  II  presents  the  related  work.  Section  III  details  the
methodology and framework used for the cloud infrastructure
economic efficiency assessment. Further, Section IV introduces
the different architecture deployment scenarios along with the
case studies and assumptions considered in our study. Section
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V discusses the cost study results of the different scenarios. 
Finally, Section VI presents final conclusions and future work. 

II. RELATED WORK  

The extensive amount of studies addressing cost 
(in)efficiencies in DCs confirms the high importance of this 
aspect for DC and cloud providers. [6] evaluates the impact of 
data-centric workloads on the design of DC. Their observation 
suggests heterogeneity in the DC, in which running a job on 
the most cost-efficient server reduces the overall cost. In [7], 
the cost benefits of software-defined DCs over the traditional 
hardware dependent design are presented. [8] compares the 
TCO of a private cloud (based on the dynamic infrastructure) 
with public cloud alternatives and conventional server models. 
Their results show that the considered private cloud 
implementations can be up to 80% less expensive than public 
cloud options over a five-year period and nearly 90% less than 
a traditional server approach. 

The concept of hardware disaggregation has been 
increasingly explored in the recent years. The authors of [4] 
were one of the first to discuss resource disaggregation on a 
broad perspective. Lately, further work has been done to 
understand required technical components to realize resource 
disaggregation, such as [5][10][11]. Today’s most tangible 
realization of a disaggregated system is seen in Intel’s rack 
scale design (RSD) [12] which is part of the foundation of the 
first disaggregated system available in the market [13]. 
However, it is important to highlight that today there is not 
(yet) a complete disaggregated environment, hence it is 
essential to have a clear and thorough understanding of the 
ultimate cost and business impacts of this new model to assure 
vendors of the return on their investment. 

Although there is an extensive list of articles analyzing DC 
TCO considering some specific scenarios, there is lack of a 
more complete model to assess cost. Moreover, studies on the 
cost impact of a disaggregated architecture model have been 
limited. Cost benefits of rightsizing DCs, which is a natural 
outcome of disaggregated architectures, is shown in [14]. In 
[15], TCO is analyzed for different processor types confirming 
benefits of having a new scale out processors. [16] presents 
the cost benefits of having shared infrastructure in DCs 
through the comparison of a four-server chassis with shared 
resources with the single server case showing substantial cost 
savings even on a small scale.  

The work presented in [17] was one of the first to provide 
initial insights into the cost of disaggregated systems. The 
authors focused on the impact of memory disaggregation on 
CAPEX, and ignored the OPEX. [18] goes beyond [17] by 
providing an overall perspective on the cost impact of full 
resource disaggregation. However, it does not provide 
thorough insights on the assumptions nor the models.  

None of the aforementioned studies offers a 
comprehensive framework for estimating cost of ownership of 
running a datacenter. The available frameworks lack the 
possibility of comparing TCO of different technologies, 
architectures, hardware configurations as well as the ability to 
evaluate the impact of running different application types.  

III. METHODOLOGY AND FRAMEWORK 

To have a comprehensive techno-economic evaluation, a 
complete framework is required. DC planning consist of 
several stages that should be considered in a techno-economic 
model. This section introduces a high-level view of the main 
modules of the proposed framework, which contains three 
main modules; application profiling, hardware dimensioning 
and TCO calculator (see Fig. 1). Table 1 briefly describes each 
box of the framework shown in Fig. 1. 

 
Fig. 1. Flowchart of proposed framework for cost evaluation of DC 

A. Application profiling 

Knowledge of the types of applications that are planned to 
be served by the DC and their workloads, as well as their 
projected yearly growth are essential for dimensioning and 
defining how much and what type of IT hardware needs to be 
purchased. For example, some applications are compute-
intensive, while others might be considered as memory-
intensive or network-intensive. Therefore, this module is 
responsible for taking the applications and their workload 
requirements as input and estimate the minimum amounts of 
IT resources needed to serve those applications using the 
available information in the database (i.e., DB1 in Fig. 1). The 
output of this module is in terms of the unit of various 
components, such as the number of CPU cores or MIPS, the 
volume of RAM or storage, and the amount of bandwidth 
to/from computing nodes. However, due to the diversity of 
existing applications, proposing a detailed application 
profiling model is outside of the scope of this paper.  

B. Hardware dimensioning module 

Hardware dimensioning engine has access to the list of 
hardware that can be purchased, such as CPU types, RAM 
volumes, switch models and their specifications (stored in 
DB2). It takes the resource requirements generated by the 
application profiling module as an input to produce the 
shopping list containing the hardware and software that need to 
be purchased. It also defines supporting hardware required to 
run the cloud related equipment such as the number of chassis, 
racks, power supplies and so on.   
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For example, if parts of the output of application profiling 
modules show that 800 CPU cores are needed, then hardware 
dimensioning module tries to find the best CPU type to cover 
such requirements considering the cost and other criteria. The 
answer could be to purchase, 100 CPUs with 8 cores each, or 
50 CPUs with 16 cores each, depending on their frequencies, 
speed, cache size, and so on. The most cost efficient option can 
be defined through the interaction with the TCO engine. 

Table 1. Description of the boxes related to our framework 

Box Description 

Workload Input (I1) 
Requirement related to applications to be run on 

the datacenter, e.g. applications type and load 

Database 1 (DB1) 
Keeps mapping between application type, load 

and amount of related hardware resources 

Application profiling 
Module for estimating amount of hardware 

resources based on workload input. 

Resource list (O1) Estimated resource list based on workload input 

Infrastructure 

request (I2) 

Requirement related to DC infrastructure which 

can affect hardware dimensioning and planning, 

e.g. power density limit 

Database 2 (DB2) 
List of available hardware resources to be 

purchased such as CPU types, etc. 

Hardware 

dimensioning 

This module will calculate the list of hardware 

resources to be purchased 

Hardware list (O2) 
Output calculated by the hardware dimensioning 

which be used for cost calculation 

DC related input (I3) 

DC related input which can impact the cost and 

should be given by the user to TCO calculator 

module, e.g. the location or size of DC 

Database 3 (DB3) 
Contains hardware related information, such as 

cost, their power consumption, failure rate, etc. 

TCO calculator Module for estimating TCO for DC 

TCO results (O3) 
Ultimate results showing the estimated cost 

factors and total cost in details 

C. TCO module1 

The results of hardware dimensioning will be sent to the 
TCO module, to estimate the TCO (i.e., including both 
CAPEX and OPEX aspects) of the DC for a lifetime of L 
years. The TCO model includes all the major costs categories 
incurred during the datacenter lifecycle (i.e., from the 
deployment phase, when a huge upfront investment is 
required, up to all cost aspects related to each operational 
process). Fig. 2 presents the generic TCO cost classification. If 
there is more than one set of hardware list fulfilling the 
application requirements, the most cost efficient option can be 
selected based on the results of TCO module.  

1) Pricing model 

The price of equipment especially when they are recently 
introduced to the market is normally decreasing as a result of 
the increase in the production volume and the market 
purchase, as well as, matureness of the technology. On the 
other hand, the expenses related to the human resources such 
as technician salaries are increasing each year. Therefore, 
price erosion should be considered while calculating the TCO. 

                                                           
1 It should be noted that the formulas presented here are simplified 

version of the versions used and implemented in the simulation tool. 

 

Fig. 2. Cost classification of TCO module 

Price erosion during time can be calculated via learning 

curve used in the industry to predict the reduction/increase of 

the product cost [19]. However, finding the right learning 

curve for each product is hard. Hence, in this paper, a simple 

formula is considered for calculating the cost erosions (Eq. 1). 

Pri = (1 + α) Pri-1
 (i ≥1) Eq. 1 

Pi represents the price in year i of DC lifetime, where P0 is 

the price of the component or starting charge in year zero. The 

coefficient of α denotes the cost change factor in time. This 
parameter has a negative value when calculating the hardware 

prices and a positive number for human related resources such 

as salaries or energy cost. In reality α might vary in time. 
2) Capital expenditures (CAPEX) 

Th CAPEX covers the initial investment to set-up and run 
the DC and can be divided into three main parts, i.e., IT 
equipment, Infrastructure and Installation cost (see Fig. 2). 

a) IT Equipment cost 

The IT equipment cost is the sum of all expenses related to 
purchasing the IT related hardware such as servers, switches, 
CPUs, chassis, rack. This number can be calculated by 
multiplying the estimated volume of each hardware (i.e., output 
of hardware dimensioning module) by their prices (Eq. 2). ܫ ௘ܶ௤ = ∑ ௞ܸ𝑃ݎ௞௡

௞=0  Eq. 2 

 Where n denotes the number of component types (e.g., 
CPUs, disks, servers). Vk and Prk represent the volume (i.e., 
number of units) and the price of equipment k, respectively. 

b) Infrastructure (Cooling and Power) cost 

A major part of any DC are the cooling and powering 
related facilities which their capacities need to be estimated 
based on the required workload in the upcoming years [20]. 
Some examples of such systems are; chillers, uninterrupted 
power systems (UPSs), heating, ventilation, air conditioning 
(HVAC), power distribution units (PDUs). 

The infrastructure cost, which is a one-time investment, 
covers the expenses needed to purchase and install the cooling 
and powering facilities, and can be estimated by Eq. 3. 
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P&CIn = PUE × PIT × Pr Eq. 3 

Power utilization efficiency (PUE) measures how 
efficiently energy is used, considering total energy including 
the power used for IT components, cooling, lighting and other 
overheads compared to the power consumed by the IT loads. 
PUE varies between 1 and 2, where the ideal value is 1. PIT 
represents the estimated total energy consumption of IT 
hardware, and Pr is the investment for power and cooling 
infrastructure for each kilowatt (KW) of consumed power. 

c) Installation cost 

The purchased IT equipment, needs to be installed in the 
appropriate location within the DC, with proper connectivity 
both to the network devices and power distributions units. The 
installation cost depends on the number of technicians 
required for the installation, their hourly salary rate, as well as 
time to install each equipment and can be calculated via Eq. 4. ܫ 𝐼ܶ௡௦ = ܶ݁𝑐ℎ௦𝑎௟ ∑ ௞ܸ ௞ܶ௡

௞=0  Eq. 4 

Where Techsal reflects the hourly salary of technicians who 
are installing the components and n denotes the number of 
component types (e.g., CPUs, memory slots, disks, servers) 
that need to be installed. Vk and Tk represent the volume (i.e., 
the number of units) and the installation time in hour for 
equipment type of k, respectively.  

d) Floor space cost 

The real state cost is covered in this category. In some 
cases, cloud infrastructure provider buys the DC’s building or 
it has to make some initial investment to restructure the 
building to be suitable for its special purpose. In this case, any 
related investment is considered as part of the CAPEX, and 
should be added to the estimated cost of factors mentioned 
above. However, in the cases which building is rented, floor 
space cost can be considered zero in the initial year, and be 
added to OPEX as we discuss later. 

3) Operational expenditures (OPEX) 

OPEX refers to the expenses occurs during DC operation 
over a predefined time interval. The main OPEX components 
considered in this study are indicated in Fig. 2.   

a) Energy cost 

The energy cost which is one of the major challenges of DC 
owners can be obtained by summing up the energy cost of all 
the IT equipment during the project lifetime (L). Moreover, an 
estimation of the overhead power consumption (energy 
consumed by the lighting and cooling facilities) should be 
included in the calculation of energy cost using PUE 
coefficient, as shown in Eq. 5.   ܧ௡ = ܧ𝑦௘𝑎௥×𝑃ܷܪ ∑ 𝑃ݎ𝑖 ∑ 𝑖ܸ௞௡

௞=0 𝑃𝑖௞𝐿
𝑖=0  Eq. 5 

Hyear and Pri denote number of hours per year and energy 
price per kilowatt-hour in year i, respectively. Number of 
component types, the volume of each type and their power 
consumption in kilowatt in year i, are shown by n, Vik and Pik.   

b) Hardware lifecycle management cost 

IT equipment needs to be replaced as their performance 
degrades with time, or new generations of same hardware 

comes to the market with better performance. These expenses 
are considered in this cost category and reflect the investment 
required to procure and install new equipment during DC 
lifetime. The number of equipment to be replaced is calculated 
based on their current volume as well as their lifetime. 
Lifecycle management cost can be calculated via Eq. 6.    

LC = ∑ ∑ 𝑖௞ݎ 𝑖ܸ௞ ሺ𝑃ݎ𝑖௞ + ܶ݁𝑐ℎ𝑖௦𝑎௟ ௞ܶሻ௡
௞=0

𝐿
𝑖=0  

Eq. 6 ݎ𝑖௞ = { ͳ        𝑖݂ 𝑖 =         ݁ݏ𝑖ݓݎℎ݁ݐ𝑙𝑐𝑖௞ Ͳ       𝑜×ݔ
Where L and n denote DC’s lifetime and the number of 

component types (e.g., CPUs, disks, servers), respectively. rik 

is the coefficient defining if a component of the type k reached 
the end of its lifecycle in year i and needed to be replaced in 
the current year of DC lifetime (i). If i is equal to a factor of 
component k lifecycle (lcik), rik is equal to one, and zero 
otherwise. Vik and Prik represent the volume (i.e., the number 

of units) and the price of equipment k, in year i. ܶ݁𝑐ℎ𝑖௦𝑎௟ 
reflects the technician salary in year i, and Tk presents the 
number of hours needed to install equipment k.  

c) Maintenance cost 

A regular maintenance routine is needed to keep the DC’s 
equipment and infrastructure up and running. This includes 
monitoring and testing the equipment, updating the software 
(including renewing licenses when needed), and the renewal of 
supporting components such as batteries. Maintenance cost 
consists of the human resource expenses as well as cost of 
supporting components. However, as it is hard to estimate this 
expenses with such a fine grain approach, we have considered 
a linear relation between cost of maintenance and CAPEX.  

d) Floor space 

As discussed, the cloud providers have two options to 
secure their floor space, i.e., buy/build the building or lease 
one. In the later case, the floor space cost is a yearly rental fee 
paid by DC owner to house its equipment2. It also includes the 
area required for placing the infrastructures. In this study, we 
first calculate the required area by estimating the total number 
of racks needed to serve the defined workloads, in addition to 
the space for placing cooling and power facilities. Then, this 
number is multiplied by an average rental fee per year to 
estimate floor space cost (see Eq. 7).  ܵܨ = ∑ 𝑃ݎ𝑖 ሺ𝐿

𝑖=0 𝛼𝐴௥𝑎𝑐௞𝑁𝑖௥𝑎𝑐௞ + 𝐴௢௙ሻ Eq. 7 

Where Pri denotes the yearly rental fee per square meter of 
DC in year i. Parameter α reflects the working area for 
technicians or corridors in front of racks. Moreover, Arack and 𝑁𝑖௥𝑎𝑐௞denote area needed for a rack in a DC and number of 
racks in year i, respectively. Finally, an extra area for placing 
the infrastructures, control systems and offices are also 
considered by adding Aof  to the equation.  

                                                           
2 In this article, the DC owner is considered to be the entity owning all the 

IT related equipment. The facility/building where the data center is hosted is  
owned by a separate entity that charges a certain fee for the rental of the 
space. 
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e) Failure management cost 

The cost of fixing the failures, such as replacing faulty 
components, or repairing them when possible is also part of 
the OPEX.  However, estimating failure management cost is a 
very complex task and deserves a separate study. 

IV. DEPLOYMENT SCENARIOS 

In this section, the two DC architecture scenarios 
considered in this paper are presented; the traditional server-
based model, and the disaggregated-based model. Moreover, 
we present the DC workload case studies considered and detail 
the assumptions and parameters used in our study. 

A. Server-based model (Hardware-Defined Infrastructure) 

Traditional DC architectures follow server-oriented model, 
composed of pools of servers with fixed configuration. The 
fixed configuration offers limited sharing capabilities among 
resources, preventing them from being able to adapt to 
different workloads.  Hence, DCs are usually planned to serve 
the peak demand. DC providers employ server virtualization 
technologies to implement resource sharing and improve 
utilization, while reducing their costs. However, still DCs 
operate at very low utilization rate [21] that means the 
resources paid for are not being utilized to their full capacity.  

In this model, DC’s lifecycle management becomes tightly 
bound to the lifecycle of a server. This causes problems (e.g. 
high cost) for providers who wish to upgrade part of their 
infrastructure for higher performance as the resources 
composing a server have different lifecycles. For example, if a 
DC provider wants to upgrade or increase capacity by using 
new memory type or CPU technology, in most cases, it ends 
up with replacement of the entire server, even though not all 
components need to be upgraded. 

B. Disaggregated-based model 

The hardware disaggregation principle breaks traditional 
physical server boundaries and considers resources as 
individual and modular components. Resources tend to be 
organized in a pool-based way, i.e. pool(s) of compute units, 
memory units, storage units, network interfaces, and other 
resources like accelerators. This brings greater modularity to a 
DC’s lifecycle, which in turn allows the operators to optimize 
their resources in a more efficient way. In such environment, 
hosts are logically composed on top of hardware pools. Each 
resource pool can serve multiple hosts, and a single host can 
consume resources from multiple resource pools. This 
approach is allowing to maximize resource utilization by 
increasing the degree of resource sharing [5]. 

C. Case studies 

We have considered three different type of applications, 
namely: systems applications and products (SAP) HANA, 
video on demand (VoD), and Mesos. These were chosen due 
to their different requirements, in terms of CPU and memory 
resources [22][23][24]. Each application is considered to have 
a different amount of load during day and night (See Table 2). 
The load variations of applications are adjusted in a way that 
total CPU and RAM requirement during day and night are 
nearly the same aiming to maximize the resource utilization at 
all the time.  

We define three different scenarios based on the hardware 
architecture and technology used in the DC related to IT 
equipment: fully disaggregated architecture (DisAgg), server-
based architecture with homogeneous set of hardware 
(Agg_1Pod), and server-based architecture considering (three) 
different and specialized hardware silos, one per application  
(Agg_3Pod). In the first two scenarios, the same type of IT 
equipment is dimensioned for all the applications meaning that 
resources can be shared among applications during different 
time of the day/night, while in the third scenario, each 
application has its own server type based on its needs. 

Table 2. Application load profiles during day and night. 

Application Load unit Day load Night load 

SAP Server 42 30 
VoD Streams 1000000 400000 
Mesos Jobs 8000 12000 

D. Input parameters and assumptions 

1) Application profiling 

Table 3 presents the maximum amount of required CPU 
cores and memory volume (GB) per scenario for each 
application using the following methods. SAP HANA 
standard specification consists of one or more very large 
servers, where individual server configuration is equal to four 
CPUs (minimum 15 cores) and 1.5 TB of Memory. So, the 
hardware for the required workload can be calculated using 
Eq. 8 and 9 [22]. 

CPUcore  = N_s × 4 × Nc                                                                 Eq. 8 

RAMvolume = N_s × 1500                                                               Eq. 9 

Where, N_s represents the number of running servers (42 
servers during day time and 30 servers during night hours, 
according to Table 2), and Nc is the number of cores per CPU 
(15 in this example). VOD requirements are calculated based 
on Eq. 10 and 11 [23], where S represents the number of 
simultaneous streams (see Table 2).  

CPUcore = S×0.013                                                           Eq. 10 

RAMvolume = S×64                                                            Eq. 11 

In case of Mesos, there is a 1 to 8 relation between CPU 
core and RAM volume, meaning that for each CPU core, 8 GB 
of memory are required. Mesos needs at least three servers (or 
VMs) as follows; one bootstrap node (2 cores and 16 GB 
RAM), one master node (4 cores and 32 GB RAM) and one 
agent node (2 cores and 16 GB RAM). However, the 
recommended configuration is to have three master nodes 
which can support many agent nodes [24]. The number of 
agent nodes grows with the amount of jobs planned to be 
executed. We consider one job per agent node at each point of 
time, where a job can have many tasks [24].  

Table 3. CPU, memory and storage requirement per scenario   

Scenario CPU cores RAM (GB) Storage (GB) 

DisAgg 
31534 262712 300000 

Agg_1Pod 

Agg_3Pod 
Pod 1 2520 63000 120000 

Pod 2 13000 64000 140000 
Pod 3 24014 192112 40000 
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2) Hardware dimensioning 

Table 4 presents the results of hardware dimensioning for 
each scenario in first year based on the application loads in 
Table 2 and application’s requirements in terms of hardware 
resources [22][23][24]. A ten percent increase in the load per 
year is also considered, which means new hardware needs to 
be purchased to accommodate the growth each year. 

In the case of fully disaggregated architecture, compute, 
memory, network and storage sleds are used to accommodate 
the components such as CPU, memory (e.g. RAM), NIC cards 
and storage disks (e.g. HDD, SSD). Server-based scenarios are 
dimensioned based on commercially available servers 
([25][26][27]) which can fulfill applications requirement with 
the lowest amount of wasted resources. For example, as the 
minimum requirement for SAP server is 4 CPUs and 1.5 TB 
of memory, a server with 4 CPU sockets and a large amount of 
memory slot should be selected (in this case [25]).  

Table 4. Hardware dimensioning results 

Component/Item 
Lifecycle 

(years) 

Volume in number 

DisAgg Agg_1Pod Agg_3Pod 

Rack 7 32 50 56 
Compute sled (4 socket) 5 359 0  0 
Memory sled (48 DIMM) 5 86 0  0 
Network sled (4 NICs) 5 359 0  0 
Storage sled (20 SSD) 5 10 10 10 
Server (4 socket-48 DIMM) 3 0 500 44 
Server (2 socket-24 DIMM) 3 0 0 670 
Server (2 socket-12 DIMM) 3 0 0 325 
CPU (16 cores) 3 0 2000 174 

CPU (18 cores) 3 0 0 1339 

CPU (20 cores) 3 0 0 650 
CPU (22 cores) 3 1436 0  0 

RAM (64 GB)  4 4128 0  0 
RAM (32 GB) 4 0 14300 6012 
RAM (16 GB) 4 0  0 16080 
SSD (960 GB) 5 200 200 200 
NICs (2*25 GB ports) 4 1436 2000 2163 

In the case of Agg_1Pod scenario, since workloads can 
share servers, all applications should be dimensioned based on 
highest requirements, meaning that all applications will use 
the model of [25]. While, in the case of Agg_3Pod, servers 
with 2 CPU sockets are enough for serving VoD and Mesos 
workloads. However, due to their different CPU core to 
memory proportion, different servers with 24 and 12 DIMMs 
are selected for them. The storage is considered the same for 
all scenarios because it is already separated from servers even 
in today’s DCs. Except one of the server models from [25] 
which needs two rack units (RUs), the rest of the servers/sleds 
fit in one RU of a two RUs chassis inside rack.  

The number of racks are calculated based on the number of 
required chassis to accommodate servers/sleds. In many cases, 
DCs are limited in the amount of watt per square meters they 
can offer, due to a variety of reasons such as safety or 
existence of power infrastructure facilities. This is reflected in 
our assumptions by filling up only half of the racks (42 RUs). 

The networking equipment, e.g. top of rack switches, 
aggregation switches, etc. are not considered in this study. 
However, high capacity connectivity requirement between 
compute and memories in disaggregated scenario, are added to 
the price of compute sleds.  

Components lifecycles are calculated based on the 
architecture types, i.e. in case of server-based scenario, 
replacement window of a server is equal to the lifetime of the 
server’s component with the shortest lifecycle, while in the 
case of disaggregated architecture each component has its own 
independent replacement window. Furthermore, the 
coefficient of cost change factor (i.e., α in Eq. 1) is considered 
to be constant (3 percent) for the whole DC lifetime.  The Hyear 
is equal to 8760 (i.e., hours per year) and Pr0 in Eq. 5 assumed 
to be 0.2 $ in this study. A predefined lifetime of 3 to 5 years 
are considered for various components based on component 
warranty (CPU, SSD [28], and NIC [29][30]), known 
refreshment lifecycles  (four years for RAM [31] and hard 
disk) (see Eq. 6). Moreover, in Eq. 7, Pr0 (i.e., yearly rental 
fee per square meters of DC) assumed to be 500 $ and the 
coefficient α (working area for technicians) is equal to 2. The 
failure management cost is excluded and not addressed here 
and we assumed that the maintenance cost per year is equal to 
5 percent of the CAPEX.  

Component prices used for cost calculations are selected 
and/or estimated based on the values in 
[25][26][27][32][33][34][35]. Since the hardware related to 
disaggregated scenarios is not commercially available, we 
derived the prices based on equations 12, 13 and 14.  

PComSl =  Pser                                                             Eq. 12 

PMemSl =  Pser                                         Eq. 13 

PNetSl =  Pser                        Eq. 14 

Where PComSl, PMemSl and PNetSl represent price of compute, 
memory and networking sleds excluding the CPU, RAM or 
NIC, and Pser reflects price of conventional server with similar 
configuration (e.g. same number of CPU sockets, RAM slots, 

etc.). ,  and  reflect the relation between the price of 
compute, memory and networking sleds, with the price of the 
server with the same capacity, respectively. Due to the need of 
high-speed networking in the disaggregated architecture, the 
prices are derived based on the cost of current servers plus 
added value of new boards and high performance networking 

(i.e. ++>1). Due to the high demanding communication 

requirements between CPUs,  has a relatively large value 

(1.3), while  and  are 0.3 and 0.2, respectively. This means 
that the price of a disaggregated setup is 1.8 higher than a 
server with the same capacity. 

V. COST ANALYSIS 

We have developed a tool implementing the proposed 
framework based on the Java language, to be able to study and 
understand the cost impact of various technologies, 
infrastructures, and architectures while planning a DC. This 
tool is used to present some case studies, comparing TCO of 
new disaggregated hardware architectures and the 
conventional server-based hardware model for a DC. This 
section details the cost study results based on the assumptions 
discussed in the previous section.   

A. Total cost of ownership (TCO) 

Fig. 3 illustrates the accumulative TCO for the three 
scenarios for a DC lifetime of ten years. The disaggregated 
scenario offers much lower TCO compare to two other 
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scenarios. The cost difference grows over time due to the 
impact of OPEX reduction in the disaggregated scenario.  

 

Fig. 3. Accumulative TCO per year for all scenarios 

Fig. 4 shows the TCO for the three scenarios for ten years 
of lifetime. It can be seen that using disaggregated hardware is 
possible to save around 40 percent in cost after ten years. The 
figure also highlights the importance of OPEX, as it is twice 
as big as the initial investment (CAPEX). 

 

Fig. 4. Total cost for 10 years 

B. Cost breakdown and value argumentation 

Fig. 5 presents the cost breakdown to assess the impact of 
each cost category described in Section III on the total cost for 
each scenario. These numbers allow identifying the main 
contributors of DC’s TCO, which is essential for 
understanding where the reductions presented above come 
from. It becomes evident that lifecycle management (around 
35%), IT equipment (around 30%) and energy cost (around 
20%) are the most expensive elements of TCO. This means 
that reducing any of this cost factors can lead to a considerable 
saving in TCO for DC owners, while focusing on improving in 
other categories such as having less number of technicians, 
has a more negligible impact on the total cost reduction.   

 

Fig. 5. Normalized TCO breakdown 

Fig. 6 illustrates the expenses per cost category for three 
scenarios. The IT equipment cost is around 35 to 40 percent 
lower for disaggregated architecture. This is due to the lower 
amount of IT equipment purchased (32 racks compared to 50 
and 56 in other two cases). A large reduction of the amount of 
required hardware comes from the increased hardware 
utilization of resource pooling (above 90% for both CPU and 
memory) shown in Fig. 7 and Fig. 8. 

 

Fig. 6. Expenses per cost element for all scenarios 

Though amount of assigned CPU cores is nearly the same 
in all scenarios, around 20 percent of CPU cores are wasted in 
the Agg_3Pod scenario. This is caused by the 
overprovisioning of resources to accommodate peaks when the 
sharing of resources is not possible.  

 

Fig. 7. Amount of allocated and wasted CPU cores during peak 

Under-utilization percentage for memory increases to 
around 40 and 35 percent for Agg-1Pod and Agg-3Pod 
scenarios, respectively. This is both because servers are 
dimensioned for highest CPU utilization instead of memory, 
as well as the coarse granularity in the server’s configurations 
and the limited boundaries for sharing the resources. This 
means that, when all CPUs are used in a server, residue 
memory is wasted and cannot be used by neighboring servers.  

 

Fig. 8. Amount of allocated and wasted memory during peak 
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Fig. 9 shows an example of VM/server assignment to 
physical resources aiming to clarify increased utilization and 
fewer resource requirements of DisAgg scenario compared to 
Agg-1Pod. Two types of VM are considered, with 8 and 4 
CPU cores as well as 32GB and 48GB of memory, 
respectively. Considering a homogeneous set of hardware, the 
minimum amount of resources to serve 2 VMs of each type is 
shown in Fig. 9. As shown, 4 RAM slot (8GB each) and 8 
CPU cores are wasted in the Agg_1Pod, while in DisAgg case, 
resources are fully utilized and the demand could be satisfied 
with less hardware (25% fewer cores and 16% less memory).  

 

Fig. 9. VM allocation example for two scenarios 

Lower amounts of components lead to the reduction of 
installation cost, as less time is needed to install, test and 
operate the resources. Increased utilization and less amount of 
IT resources can be translated to lower power consumption 
(around 35% to 40% based on Fig. 6). This leads to a lower 
power and cooling capacity, which reduces datacenter 
infrastructure cost in case of disaggregated architecture. 
Lower number of racks and hardware, as well as 
infrastructures brings around 20% and 40% of the reduction in 
the floor space and maintenance expenses for ten years of 
operation.  

As shown in Fig. 5 and Fig. 6, one of the main contributors 
of cost reduction in case of disaggregated architecture is 
lifecycle management cost. Currently the lifetime of a 

traditional server is equal to the lifetime of the component 
with shortest life (i.e. CPUs with 3). This leads to more 
frequent and unnecessary replacements of hardware for the 
rest of components with longer life. However, while managing 
independent pools of resources, hardware refreshment process 
is more efficient, as each part will be replaced at the end of its 
own lifetime. This means that, in the two server-based 
scenarios, motherboard, memories, NIC cards and CPUs need 
to be replace every X1 years (CPU lifetime), while in case of 
disaggregation, CPUs are replaced after X1 years and 
memories after X2, and NICs after X3 years (where X1 <= X2, 

X3). Therefore, 50% reduction in lifecycle cost of DisAgg 
scenario comes from both having lower amount of hardware to 
replace, and more efficient replacement process.  

The same argumentation is valid for hardware failure 
management, meaning that in case of failure of one 
component (e.g. CPU), the entire server needs to be replaced 
and will not be operable in case of server-based scenarios, 
while in disaggregated case, only the failed component need to 
be replaced, and the rest of hardware remains operational.  
Note that due to complexity and tight relation of failure 
management cost with software and platform layers, it is not 
assessed as part of the TCO in this article. 

Fig. 10 illustrates the TCO evolution for all the scenarios 
showing the cost in a given year. The amount of yearly 
investment varies a lot from year to year, which is mostly due 
to the hardware refreshment windows.  There is a jump in 
OPEX every three years when the CPUs (entire server in Agg-
1Pod and Agg_3Pod) need to be replaced.  

Operational cost of datacenter is always lower in case of 
disaggregated scenario, though the difference varies year by 
year. The other two scenarios are very similar both in terms of 
variation trend and exact cost values. 

C. Sensitivity analysis 

The impact of variations in some input parameters and 
assumptions such as datacenter size and lifetime on the TCO 
fluctuation and savings are analyzed in this section. Fig. 11 
shows the impact of increase in the price of disaggregated 
hardware, such as compute, memory and networking sled 
on the total cost of ownership of DC compared to the server-
based scenario (see Eq. 12,13,14). 

 

Fig. 10. TCO evolution per year for three scenarios 
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Red (DisAgg1) and yellow (Agg_1Pod) lines are 
considered as the baseline of the comparison, as they depict 
the results presented earlier in Fig. 3. The green and blue lines 
depict the yearly TCO considering a 5 and a 10 time increase 

in the price of compute, memory and networking sled (, and 

 in Eq. 12, 13, and 14) in case of disaggregated hardware 
architecture. As it can be seen, with up to 10 times increase in 
the hardware cost the TCO can still be compensated with the 
improvement in the utilization rate of server systems. 

 

Fig. 11. Accumulative TCO for various disaggregated hardware 
prices 

Fig. 12 shows the average yearly investment on datacenter 
for disaggregated and server-based scenario with 
homogeneous hardware (Agg_1Pod) considering variation in 
datacenter lifetime. As shown, the average spending per year 
decreases by spanning the datacenter lifetime. This is caused 
by the fact that the initial onetime investment (CAPEX), 
which represents a large part of TCO, is spanned over a larger 
time period. 

 
Fig. 12. Average yearly cost for different datacenter lifetime 

Fig. 13 represents the cost savings in TCO by using 
disaggregation architecture compare to two other scenarios for 
a lifetime of 10 years for 3 different datacenter sizes; Small, 
Medium and Large. The large case is as the same size as the 
scenario presented in the previous section, while the workload 
requirement and IT equipment’s are downsized by a factor of 
5 and 10 for Medium and Small scenarios, respectively. It is 
evident that the larger the datacenter the higher the savings, 
due to better utilization which is the result of the increased 
level of resource sharing and economy of scale. 

 
Fig. 13. Saving percentage when having disaggregation 

The last part of our sensitivity analysis addresses the 
impact of having a single application on TCO (see Fig. 14). 
The TCO difference is much smaller when running only one 
application in a datacenter, as the hardware configuration can 
be optimized in both scenarios, and there is no benefit of 
sharing where disaggregated architecture has the most 
leverage. This can be translated as the benefits of multi 
tenancy in datacenters. The saving for single application 
scenarios is around 16% compared to 40% when having 3 
distinct types of applications.  

 
Fig. 14. Datacenter TCO for single application type 

VI. CONCLUSIONS 

This paper presents a comprehensive techno-economic 
framework for estimating the cost of ownership of running a 
datacenter. The proposed framework supports a detailed cost 
comparison of different technologies, architectures, and 
hardware configurations. Moreover, it also allows to evaluate 
the impact of running different application types.  

The first part of the paper focuses on detailing the 
framework and presenting the rationale behind it. The second 
part takes as a case study the prominent case of disaggregated 
hardware datacenter architectures and evaluates it towards the 
proposed framework. The study comprises a comparison of 
having separate pools of resources in a datacenter (as in a 
disaggregated architecture) towards having currently available 
server-based architectures with homogeneous and 
heterogeneous hardware configurations. The results show that 
cost savings of around 40% are achieved using disaggregated 
hardware for a 10 years’ period of datacenter operation. The 
savings are a result of better utilization in disaggregated 
architecture as well as independent lifecycle management of 
components (due to components being arranged by pools 
instead of mixed as in traditional servers). Moreover, a 
detailed TCO breakdown is presented which allows datacenter 
operators to have a better understanding of their TCO 
dynamics to act upon minimization of CAPEX and OPEX 
during deployment and operational phases.  

Finally, the impact of uncertainty in some input parameters 
and assumptions on the cost results is evaluated. It was shown 
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that  the  longer  the  datacenter  lifetime,  the  lower  the
investment  per  year.  Moreover,  amounts  of  cost  savings
increases  slightly by expanding the size of datacenters.  Our
results  also  show  the  importance  of  sharing  the  resources
among  multiple  applications  or  tenants  to  maximize  the
benefit from disaggregated hardware architectures.

TCO assessments can give an idea of the cost associated to
deploying and operating a datacenter.  However,  a  thorough
business  viability  assessment  is  needed  to  understand  the
return  on  investment  and  revenue  stream.  Therefore,  a
possible future direction for  this  study would be to  include
cash  flow  analysis  considering  various  business  models  to
guide the operators on how much investment should be done
at which time for each technology to have the greatest profit
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Abstract—Modelling of a database performance depending on
numerous factors is the first step towards its optimization. The
linear regression model with optional parameters was created.
Regression equation coefficients are optimized with the Flower
Pollination metaheuristic algorithm. The algorithm is executed
with numerous possible execution parameter combinations and
results are discussed. Potential obstacles are discussed and
alternative modelling approaches are mentioned.

I. INTRODUCTION

THIS article presents advances in the research introduced
at FedCSIS 2015 DS-RAIT [1] and then presented at

FedCSIS 2016 8th WSC [2]. The research relies on bench-
marking the column-oriented database management system
CODB. Model coefficients (weights) are optimized by the
Flower Pollination Algorithm (FPA) [3]. Section II presents a
sequence of steps that result in two regression equations with-
out concrete weight values. Section III discusses how a model
performance varies as a result of selecting different combi-
nations of algorithm execution parameters in both variants. It
also contains both model regression equations after supplying
coefficients that achieved the highest accuracy. An outcome of
the research is a mathematical model that expresses a database
performance. It is created on the basis of empirical data
collected by benchmarking the CODB database. In contrary
to the the previous study [2], technology-oriented factors were
not covered. Study has shown that such components have
low impact on overall performance. Thus, further research
is focused on data features and features of request sequence
issued against a database management system.

II. MODEL CONSTRUCTION

The modelling process was conducted as a sequence of
activities described in next paragraphs. Firstly, a database
benchmark was executed numerous times with different, but
regular, settings in order to isolate data about specific factors’
influence on overall performance. Then, a data concerning
specific factors was visualised as a scatter plot and curves in a
three-dimensional space. Function shapes for specific factors
are recognized by a manual visual graph assessment. The
model has been split into two variants at this stage. The second
variant enriches the first one by including an information
about proportion between database operations. The first variant

skips this feature, whereas a second one uses it, in a form
of a compositional variable components supplied directly to
the regression equation. Both variants are compared to each
other in terms of model accuracy. Second benchmarking round
used random values obtained from the uniform distribution as
input variables. Splitting the empirical data collection onto
two stages was intended to ensure high quality of input data.
A model formula with coefficients (weights) was coined as
the result of both stages. Coefficients are optimized for the
minimum error, i.e. the higher accuracy.

Model is created with the multiple regression technique
with a priori known explanatory variable distributions. This
method is based on a well-known and widely used linear
regression model [4], with multiple input variables and a single
output variable. Input parameters are called independent or
explanatory variables, whereas an outcome is a dependent
or explained variable. Created model is linear, although the
explanatory variables are handled with polynomial functions.
The linearity relates to the linearity of model coefficients in the
model equation. The regression analysis has been chosen for
the analysis because of its simplicity and straightforwardness.

The general regression formula for n-dimensional indepen-
dent variables vector X and dependent variable Y is:

Y = wnXn + wn−1Xn−1 + ...+ w1X1 + w0 + ǫ, (1)

where ǫ denotes an error term, w is a n + 1-dimensional
coefficient vector, especially with the random term w0. The
error term is discussed in section III.

Model construction started from two fundamental factors
acting as independent variables: a number of values (v) and
a number of columns (c). Benchmark execution time t was
set as an explained variable. Database benchmarking, that
is a source of training data used for a model coefficient
optimization, was limited by a number of constraints, such
as maximum values for a number of columns and a number
of values. A number of columns and a number of values both
must be higher than 0 for obvious reasons. Both parameters
are integers. A polynomial that expresses time depending from
number of values will be referred to as t(v), whereas time
from number of columns will be t(c). In this research, t was
measured as a time of execution of 20 000 database operations.
Initial column family state was 20 000, 30 000 or 40 000
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tuples already existing at a start of measurement. A number of
initially existing records depend on the ratio between different
types of database operations, described in the next part of this
paper. Regardless of parameters, each test has been executed 4
times. Values used for testing are randomly generated strings
with lengths randomized from range [100, 10000] with unified
distribution. The formula 1 with supplied parameters is:

t = t(v) + t(c) + w0 + ǫ

= wnv
dv + wn−1v

dv−1 + ...+ wn−dvv

+ wn−dv−1c
dc + wn−dv−2c

dc−1 + ...+ w1c

+ w0 + ǫ, (2)

where n+ 1 is a number of coefficients, wi constitute model
coefficients, especially with the w0 random term. dv and dc
are polynomial degrees for t(v) and t(c) polynomial functions,
respectively.

The first variable, a number of values, denotes how many
values are read or written while working with database.
Although it may appear that usually this number is indefinite,
this is not true for each case. There are many cases that have
not only definite, but really low number of possible values.
Such cases include, among others, gender, city or country,
which are usually taken from dictionaries. The model assumes
that in case of analysed field there is a finite value set. For
the sake of model construction, a range of [1, 500] was used
as the v parameter domain.

The second factor, c, denotes a number of columns involved
in given request. For the write or delete requests it is a number
of columns that are modified, whereas for the read request it
is a number of columns that consists of a read tuple. Similarly
as in case of number of values, a range of [1, 500] was used as
a domain with similar assumptions. This range is supposed to
handle most of typical Create-Retrieve-Update-Delete (CRUD)
use cases.

In order to asses a general shape (a polynomial function
degree) of functions for each parameter, an intermediate value
within presumed domains were chosen and benchmarked
extensively. Research started with the following values:

c, v ∈ {1, 100, 200, 300, 400, 500}.
A ratio between read and write operations was 2

1 , that is 67%
of operations were read, and 33% were write. The very early
result examination displayed that a shape varies more for lower
values, than for higher values of c, so for the sake of a shape
assessment, a value density has been increased in the lower
part of the range:

c ∈ {1, 5, 10, 30, 50, 100, 200, 300, 400, 500}.
The first graph lets to extract first conclusions about the

shape. The general trend is that a performance improves as
the number of different values increase. But it is not the only
observable trend. Results are more stable when the number
of values increase. Standard deviation for v = 1 is 10.10
(including values that are hidden on the graph), for v = 200
it falls down to 0.22 and for v = 500 it is only 0.11. When

it comes to a number of columns, operations time decreases
as a number of columns grows, but does not approach 0
asymptotically. Somewhere between 200 and 300 columns
(depending on v) it starts to grow again. Probably this marks
a moment when there is too many columns to be handled by
operating system I/O smoothly and jumps between numerous
files starts to be a visible cost. For lower v values, a higher
dispersion for low c values is observable, than for higher ones.
However, the impact is lower than in case of low v values.

Fig. 1. A scatter plot of t(v, c) with R
Wi

= 2
1

with 3rd order polynomial
regression curves and points for chosen v values (v = 1 removed for clarity)

Fig. 2. A scatter plot of t(v, c) with R
Wi

= 2
1

with 3rd order polynomial
regression curves and points for chosen c values (c = 1 removed for clarity;
please note the reversed graph orientation)

Figure 1 presents data points for t(c) for constant v values
with curves that present a supposed function shape for each
value. Just as the main model, these functions were constructed
using simple regression with FPA-optimized weights but they
are used exclusively for presentation purposes. The trend is
visible, with growing v values curves are smoother and almost
linear near the end of the scope. This is an indication of a
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higher result stability for higher values. The same was repeated
for different v with constant c values and presented on Figure
2. Conclusions are similar to those for Figure 1.

Fig. 3. A t(v, c) with R
Wi

= 2
1

plane with weights (c ∈ {1, 5} removed
from graph for clarity; please note the reversed graph orientation)

On the basis of presented plots, a polynomial degree for both
t(c) and t(v) was heuristically estimated as 3. This results in
7-dimensional optimization task for the algorithm, because the
refined regression formula has 7 coefficients:

t = w6v
3 + w5v

2 + w4v + w3c
3 + w2c

2 + w1c+ w0 + ǫ. (3)

Besides number of columns and number of values, a very
important performance determinant is a ratio between a dif-
ferent kinds of database operations. Three different kinds of
operations were identified: OR - read (fetching a tuple of
values identified by a common key), OWi - insertion and
OWd - deletion. These values compose a typical compositional
data [10], which is a set of variables linked together so
that they sum up to a constant value. The most intuitive
representation for a ratio between different exclusive values of
the same feature is a percentage, so a constant sum constraint
is O = OR + OWi + OWd = 100. Using a compositional
data in regression model has a serious drawback. In order
to ensure that regression model will be free from a noise,
explanatory variables should be linearly independent from
each other. This is not true for composite elements. When
compositional data is to be used in regression model, it should
be transformed to a set of abstract components that are not
correlated, for example with the principal component analysis
(PCA) or its’ internal dependence should be weakened by
removing one or more components. However, for the sake
of this research, composite components were put directly into
model, because there are only three components and removing
even one of them would cause a model to infer on incomplete
data. In order to monitor and control potential model accuracy
degradation, results from model variants with and without
compositional variable was compared.

In the first data discovery phase, 10 permutations of
R/Wi/Wd values were considered, with each component

∈ {0%, 33.(3)%, 66.(6)%, 100%} so that the sum was always
100%. Assuming 240 tests executed for each of 10 propor-
tions, it gives 2400 data points in total. For the majority
operation ratios a plane has more or less common shape,
similar to the one presented on the Figure 3. Rapid execution
time growth in the lower parts of both crucial parameters is
clearly visible as a red peak in the back right graph corner.
There are areas of significantly higher results in the central and
higher part of value number range. They have one feature in
common: delete operation has dominated in these benchmark
executions (100% or 67%). This is is unintuitive given the
CODB storage architecture [2]. However, for a low column
count (as in discussed cases), this may require to rewrite a
high number of identifiers in order to move free space to the
end of the area occupied by the value record. This is the most
probable reason for exceptionally high execution times for test
cases with high deletion ratio.

As it was mentioned previously, operation sorts ratios are
expressed in percents, so their domain are integers from range
[0, 100]. The O components were put directly into model
equation:

t = t(O) + t(v) + t(c) + w0 + ǫ

= w9OR + w8OWi + w7OWd + w6v
3 + w5v

2 + w4v

+ w3c
3 + w2c

2 + w1c+ w0 + ǫ. (4)

III. MODEL OPTIMIZATION AND RESULTS

In this section, the main optimization goal is to minimize
an error. The residual sum of squares (RSS; also known as
sum of squared error, SSE) [11] metric has been chosen to
measure error value. It is calculated as a sum of error term
values from each sample:

RSS =
n∑

i=0

(ǫi) =
n∑

i=0

(ti − mi)
2, (5)

where ti is actual value of i-th benchmarked case, mi is
a corresponding model value and n constitutes a number of
benchmark results. The residual standard error (RSE) is pre-
sented as an auxiliary error metric. Its advantage over the RSS
metric is that it is expressed in similar orders of magnitude as
the original data which makes it directly comparable to actual
results. The RSE can be calculated on the basis of the RSS:

RSE =

√
RSS

n− p− 1
(6)

where n is a number of samples (2400 and 4800 for the first
and second modelling round) and p is number of parameters in
each sample (7 and 10, for model without and with operations
component, respectively). The n−p−1 value is called degrees
of freedom and is commonly used metric in statistics.

The FPA [3] was used to optimize model coefficients.
The optimization goal was to minimize the RSS. Execution
parameters include a number of iterations, a number of flowers
(solutions) and a switch probability. Number of iterations
denote how many times a simulated pollination will be per-
formed. Number of solutions defines how many solutions will
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TABLE I
MODEL COEFFICIENT SEARCH RANGES

Coefficient Initial range Refined range
w0 [−100, 100] [−100, 100]
w1 [−100, 100] [−10, 10]
w2 [−100, 100] [−2, 2]
w3 [−100, 100] [−1, 1]
w4 [−100, 100] [−10, 10]
w5 [−100, 100] [−2, 2]
w6 [−100, 100] [−1, 1]
w7 [−100, 100] [−100, 100]
w8 [−100, 100] [−100, 100]
w9 [−100, 100] [−100, 100]

be handled in each iteration. Just like in case of the number
of iterations, the bigger the value is the better performance is.
A switch probability defines a probability of the random long
pollination. This parameter defines a compromise between a
local-optimum protection and a close result space exploration.

For each model coefficient, search range was initially de-
fined as [−100, 100]. Initial results displayed that particular
coefficients tend to converge to specific order of magnitude.
A rule of thumb is that the order of magnitude is reversed
proportional to given coefficient’s degree, for example a ran-
dom term is expressed in unities or at most tens, whereas v3

weight always felt into 10−6. Table I presents refined ranges.
After search range refinements, the model coefficient opti-

mization phase has been performed. Table II presents results
from the first phase for a Cartesian product of three algo-
rithm execution parameters value sets: number of iterations
in {1000, 2000, 3000}, number of solutions in {100, 200} and
switch probability in {0.2, 0.5}. These values where chosen
arbitrarily on the basis of previous tries. Besides these basic
execution parameters, FPA has other parameters that were
not modified, default values are used. Their impact on model
performance has been analysed in [12]. The RSS and RSE
columns present the best (the least), error value achieved in
algorithm executions with given parameter values. The RSS
diff and RSE diff columns present how the error value has
changed after compositional variable insertion to the regres-
sion equation. Difference is calculated as:

d = 100% · v2
v1

− 100, (7)

where v1 and v2 before and after values. A positive number
indicates error growth, and a negative indicates a decrease, so
that the lower value the better.

Table III presents the model performance after coefficients
recalculation with randomly collected data set. For each pa-
rameters combination, a percentage improvement or regression
in relation to performance from the corresponding row from
Table II is presented in brackets in the same cells as RSS
and RSE values. In both tables and both variants, a reversed
dependency of the error from a number of iterations is
visible yet weak. This conforms intuitive predictions that the
more iterations the better, as the FPA algorithm is by design
protected from result degradation. As p is growing, model
accuracy falls down dramatically. For the simpler variant 1 the
best results were obtained with almost all the parameter
combinations, regardless of iterations or solutions number. The

more complex variant 2 required at least 2000 iterations to get
the best result. In most cases, variant 1 is less accurate than
variant 2. This happens despite theoretical risk of disturbances
caused by mutual correlation of three variables. It is likely
that a disturbance introduced by the correlated compositional
variable components into the regression model makes less
damage to the accuracy than a partial lack of information.
A difference between phases 1 and 2 is much higher than
anticipated and requires further investigation, because there
are many possible reasons. More evenly distributed data than
in the 1st phase was expected to increase model accuracy,
but such a low RSE may indicate overfitting to the train data
caused by a lack of a cross validation.

Coefficients obtained with the best solution from table III
were put into equations (3) and (4) resulting with:

t = −4.586E − 8 · v3 + 2.873E − 5 · v2 − 1.873E − 3 · v
+ 4.674E − 9 · c3 + 4.536E − 6 · c2 − 6.034E − 4 · c
+ 0.544 + ǫ (8)

as the model variant 1 and:

t = t(O) + t(v) + t(c) + w0

= −0.301 ·OR − 0.304 ·OWi − 0.286 ·OWd

− 5.004E − 8 · v3 + 2.883E − 5 · v2 − 1.460E − 3 · v
+ 3.513E − 9 · c3 + 5.398E − 6 · c2 − 7.249E − 4 · c
+ 29.800 + ǫ (9)

for the variant 2. Both weights vectors were taken from
3000/200/0.2 executions with RSS = 2478 and RSS =
2179 for variant 1 and 2, respectively.

IV. SUMMARY

This paper presents a mathematical model of a column-
oriented database performance. Mandatory explanatory vari-
ables of the model are a number of columns and a number
of different values present in a database and requests issued
against it. As an optional component, explanatory variables
set includes information about percentage share of different
kinds of database CRUD operations. Data was collected in two
phases. The first stage collected data necessary to assess func-
tion shape for particular factors whereas the second increased
statistical value of the model input data. Number of columns
and values explanatory variables model were assessed as third-
order polynomial, which resulted in regression equation with
7 coefficients. A variant with operation ratios increased a
number of coefficients to 10. Both problems were optimized
with the FPA for minimal RSS. The switch probability pa-
rameter p turned out to have a significant impact on the
model accuracy, making a model generated with p > 0.5
much less accurate, especially with lower iteration counts. The
best results were obtained with p = 0.2. An impact of the
remaining parameters, iteration and solution counts, turned out
to be lower, but still observable.

In the future, the model may benefit from trying out other
metaheuristic algorithms, such as the Krill Herd Algorithm

746 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



TABLE II
THE FPA-OPTIMIZED MODEL PERFORMANCE - 1ST PHASE

Iterations Solutions Switch
probability

Variant 1: without Ox Variant 2: with Ox

RSS RSE RSS RSS diff RSE RSE diff

1000
100 0.2 61 088 5.05 57 168 -6.42% 4.89 -3.21%

0.5 71 530 5.47 119 884 67.60% 7.08 29.55%

200 0.2 61 090 5.05 57 185 -6.39% 4.89 -3.19%
0.5 82 665 5.88 91 973 11.26% 6.21 7.25%

2000
100 0.2 61 088 5.05 57 143 -6.46% 4.89 -3.23%

0.5 61 088 5.05 57 143 -6.46% 4.89 -3.23%

200 0.2 61 088 5.05 57 143 -6.46% 4.89 -3.23%
0.5 61 088 5.05 57 144 -6.46% 4.89 -3.23%

3000
100 0.2 61 088 5.05 57 143 -6.46% 4.89 -3.23%

0.5 61 088 5.05 57 143 -6.46% 4.89 -3.23%

200 0.2 61 088 5.05 57 143 -6.46% 4.89 -3.23%
0.5 61 088 5.05 57 143 -6.46% 4.89 -3.23%

TABLE III
THE FPA-OPTIMIZED MODEL PERFORMANCE - 2ND PHASE

Iterations Solutions Switch
probability

Variant 1: without Ox Variant 2: with Ox

RSS RSE RSS RSS diff RSE RSE diff

1000
100 0.2 2478 (-95.94%) 0.72 (-85.75%) 2321 (-95.94%) -6.34% 0.70 (-85.69%) -2.78%

0.5 7318 (-89.77%) 1.24 (-77.32%) 353 448 (194.82%) 4729% 8.59 (21.33%) 592.74%

200 0.2 2479 (-95.94%) 0.72 (-85.75%) 2630 (-95.40%) 6.09% 0.74 (-84.87%) 2.78%
0.5 12 119 (-85.34%) 1.59 (-72.95%) 816 355 (787.60%) 6636% 13.06 (110.31%) 721.38%

2000
100 0.2 2478 (-95.94%) 0.72 (-85.75%) 2179 (-96.19%) -12.10% 0.67 (-86.30%) -6.94%

0.5 2478 (-95.94%) 0.72 (-85.75%) 2181 (-96.18%) -12.02% 0.67 (-86.30%) -6.94%

200 0.2 2478 (-95.94%) 0.72 (-85.75%) 2179 (-96.19%) -12.10% 0.67 (-86.30%) -6.94%
0.5 2478 (-95.94%) 0.72 (-85.75%) 2192 (-96.16%) -11.54% 0.68 (-86.09%) -5.56%

3000
100 0.2 2478 (-95.94%) 0.72 (-85.75%) 2179 (-96.19%) -12.10% 0.67 (-86.30%) -6.94%

0.5 2478 (-95.94%) 0.72 (-85.75%) 2179 (-96.19%) -12.10% 0.67 (-86.30%) -6.94%

200 0.2 2478 (-95.94%) 0.72 (-85.75%) 2179 (-96.19%) -12.10% 0.67 (-86.30%) -6.94%
0.5 2478 (-95.94%) 0.72 (-85.75%) 2181 (-96.18%) -11.99% 0.67 (-86.30%) -6.94%

[13] [14]. Numeric optimization is also one of the most
typical appliances of evolutionary and genetic algorithms [5].
A compositional value transformation such as Additive/Cen-
tered/Isometric Log ratio Transformation (ALR, CLR, ILR)
[15] should be used against the operations compositional vari-
able. This should improve model accuracy and let to perform
analysis without comparing both model variants. Trying out
different modelling techniques, like non-parametric methods
[8] [9] and other prediction models, such as Radial Basis
Function neural networks [6] [7], may improve accuracy. The
model is intended to be a foundation for a database perfor-
mance optimization, which means it should be as accurate
and sophisticated as possible. However, it needs to maintain
simplicity to be executed with satisfying performance. This
balance between accuracy and execution time is crucial for
the considered application.
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Abstract—The increasing heterogeneity of cloud resources, and
the increasing diversity of services being deployed in cloud envi-
ronments are leading to significant increases in the complexities of
cloud resource management. This paper presents an architecture
to manage heterogeneous resources and to improve service deliv-
ery in cloud environments. A loosely-coupled, hierarchical, self-
adapting management model, deployed across multiple layers,
is used for heterogeneous resource management. Moreover, a
service-specific coalition formation mechanism is employed to
identify appropriate resources to support the process parallelism
associated with high performance services. Finally, a proof-
of-concept of the proposed hierarchical cloud architecture, as
realized in CloudLightning project, is presented.

Index Terms—Hierarchical architecture, heterogeneity, cloud
computing, resource management, coalition formation

I. INTRODUCTION

OVER the last decade, large scale cloud services have
been created by service providers such as Amazon,

Microsoft, Google and Rackspace. In order to meet the
needs of their consumers, cloud service providers have built
data centers at unprecedented scales. In 2013 Steve Ballmer
estimated that Google, Microsoft and Amazon are running
roughly one million servers each [1]. These data centers are
large industrial facilities containing computing infrastructure:
servers, storage arrays and networking equipment. This core
equipment requires supporting infrastructure in the form of
power, cooling and external networking links. Reliable service
delivery depends on the holistic management of all of this
infrastructure as a single integrated entity: the warehouse-scale
computer (WSC) [2].

The WSC design suggests that a hierarchical top-down
model is used to manage large-scale cloud infrastructures.
Meanwhile, the growth in cloud raises the question of how
far we can push the limits of computing and communication

systems, while still being able to support effective policies for
resource management and their implementation mechanisms.
Software running on cloud environments is becoming increas-
ingly complex, consisting of more and more layers. Thus, the
challenge of controlling these large-scale systems is exacer-
bated. Control theory tells us that accurate state information,
and a tight feedback loop, are critical elements for effective
control of a system. In a traditional hierarchical organization,
the quality of state information degrades as it is propagated
from the bottom to the top; only local information about the
state of a server is, by definition, accurate. Moreover, the value
of this information is time sensitive, it must be acted upon
promptly because the state changes rapidly. WSC-like archi-
tectures employ centralized resource management associated
with the upper layers of the hierarchy. These models, based
on monitoring, are costly, since the communication overhead
can be more than two orders of magnitude higher than that
required by decentralized resource management strategies as
illustrated in [3].

The increasing heterogeneity of cloud servers, and the
diversity of services demanded by the cloud user community,
including access to High Performance Computing (HPC),
are some of the reasons why it is imperative to devise
new resource management strategies. These strategies should
aim to significantly increase the average server utilization
and the computational efficiency measured as the amount of
computations per Watt of power, make cloud computing more
appealing and lower the costs for the user community. Finally,
they should simplify the mechanisms for cloud resource man-
agement.

Current cloud infrastructures are mostly homogeneous, cen-
trally managed and made available to the end user through
the three standard delivery models: Infrastructure as a Service
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(IaaS), Platform as a Service (PaaS) and Software as a Service
(SaaS). In the traditional PaaS and SaaS models, the user is
completely unaware of the physical resources being used to
run services. This is also the case for IaaS (if bare metal
offerings are ignored), since the infrastructure offered is most
often virtualized on top of commodity hardware. The drive
towards connecting specialized hardware to the cloud (such
as dedicated HPC machines and servers clustered on dedi-
cated high-speed networks) and towards augmenting servers
with specialized accelerators (such as Graphics Processing
Units - GPUs, Many Integrated Cores - MICs, and Field
Programmable Gate Arrays - FPGAs) has the potential to
shift the operational dynamics of the cloud. By incorporating
diverse hardware, the cloud becomes heterogeneous and an
opportunity is created for offering discriminated services based
on the operational characteristics of these different hardware
types. Thus, the possibility exists for realizing the same service
at different costs and at different performance levels. However,
exploiting different architectures poses significant challenges.
To efficiently access heterogeneous resources, to exploit these
resources to reduce application development effort, to make
optimizations easier and to simplify service deployment, re-
quires a re-evaluation of our approach to service delivery.

In this paper, a hierarchical cloud architecture is proposed
to address heterogeneous resource management and advanced
service delivery. The remainder of the paper is organized as
follows. Section II reviews the related work from the literature,
while Section III introduces the hierarchical cloud architecture
for heterogeneous resource management and service delivery.
A self-organizing self-managing system is presented as a
proof-of-concept of our proposed hierarchical cloud architec-
ture in Section IV, and concluding remarks and future work
are presented in Section V.

II. RELATED WORK

A. Hierarchical frameworks in cloud

Warehouse Scale Computers (WSCs) consist of thousands
of commodity parts including processors, memory, disk, net-
work, servers, etc., which are attached together to form a
warehouse of interconnected machines [4]. The WSC is widely
used as large-scale datacenter by Google, Yahoo, Amazon,
Facebook, Microsoft and Apple [5]–[7].

In a WSC the hierarchical architecture is formed from a
collection of physical machines and interconnects. A server
is composed of a number of processor sockets, local shared
and coherent DRAM, and a number of directly attached disks.
The DRAM and disk resources within a rack are connected
via a first-level rack switch, and all resources in all racks are
connected through a cluster-level switch.

Within the physical hierarchy of a WSC, control theoretic
feedback loop techniques are often used to enable system
stability [8] and effective resource allocation [9], as well as to
improve system performance [10] and power efficiency [11],
[12]. The previous study [8] of using queuing theory with
feedback control theory for performance guarantees in QoS-
aware systems shows that the combined schemes perform

significantly to achieve QoS specifications in highly unpre-
dictable environments. Performance control of a web server
by using classical feedback control theory was studied in [10],
achieving overload protection, performance guarantees, and
service differentiation in the presence of load unpredictability.
Wang et al. [11] proposed a cluster-level control architecture
that coordinates individual power and performance control
loops for virtualized server clusters. The higher layer controller
determines capacity allocation and VM migration within a
cluster, while the lower layer controllers manage the power
level of individual servers.

B. Heterogeneity in cloud

Limitations on power density, heat removal and related
considerations require a different architecture strategy for
improved processor performance by adding identical, general-
purpose cores [13]. Unlike traditional cloud infrastructure built
on an identical processor architecture, heterogeneity assumes
a cloud that makes use of different specialist processors that
can accelerate the completion of specific tasks or can be
turned off when not required, thus maximizing both perfor-
mance and energy efficiency [14]. Another previous study [15]
proposes a resource allocation strategy in a heterogeneous
cluster (integration of core nodes and accelerator nodes) to
realize a scheduling scheme that achieves high performance
and fairness.

Very recently, larger cloud infrastructure providers have
been offering commercial heterogeneous cloud services, e.g.
Amazon Web Services offers a variety of GPU and FPGA
services [16]. Similarly, OpenStack also supports GPU and
FPGA accelerators on provisioned VM instances [17]. As
demand for better processor price and power performance
increases, it is anticipated that larger infrastructure providers
will need to cater for several of these processor types and
specifically for the emerging HPC public cloud market [18].

Currently, many EU-funded projects are attempting to
bring heterogeneous resources into cloud environments. The
Hardware- and Network-Enhanced Software Systems for
Cloud Computing (HARNESS) project [19] brings innovative
and heterogeneous resources (such as FPGAs, GPUs) into
cloud platforms by improving performance, security and cost-
profiles of cloud-hosted applications. Heterogeneous Secure
Multi-level Remote Acceleration Service for Low-Power In-
tegrated System and Devices (RAPID) [20] proposes the
development of an efficient heterogeneous CPU-GPU cloud
computing infrastructure, which can be used to seamlessly
offload CPU-based and GPU-based (using OpenCL API)
tasks of applications running on low-power devices(such as
smartphones, tablets, portable/wearable devices, etc.) to more
powerful devices over a heterogeneous network (HetNet).

Managing different architectures independently and inte-
grating with an existing general purpose cloud architecture can
be very challenging. The adoption of heterogeneous resources
dramatically increase the complexity of an already complex
cloud ecosystem.
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C. Resource management frameworks in cloud

Apache Mesos [21] is a platform for abstracting compute
resources (e.g., CPU, memory, storage) away from machines
(physical or virtual) and sharing commodity clusters between
multiple diverse applications (e.g., Hadoop, Spark and MPI).
Aiming to share clusters efficiently between different appli-
cations, Mesos introduces a two-level scheduling mechanism
called resource offers. Over a series of resource allocation
steps, the Mesos master decides how many resources to offer
each application, while applications decide on which resources
to accept and which computations to run on them.

Google Borg system [22] is a cluster manager running
hundreds of thousands of jobs, from many thousands of
different applications, across a number of clusters each with
up to tens of thousands of machines. The Borg system consists
of a logically centralized controller called the Borgmaster and
an agent process called the Borglet that runs on each machine.

Mesos and Borg share the same fundamental approach
of a centralized resource manager and multiple application
frameworks are supported. Borg and Mesos work With bare-
metal machines and, as such, are not directly concerned
with virtualization. Furthermore, being monolithic schedulers,
scalability is an issue.

Google Omega [23] introduces a new cluster manager
scheduling architecture using shared state and lock-free op-
timistic concurrency control mechanisms.

Kubernetes [24] is an open-source platform for placing
applications in Docker containers onto multiple host nodes,
which runs both physical and virtual resources. The Kuber-
netes architecture is defined by a master server and multiple
minions (nodes). The command line tools connect to the API
endpoint in the master, which manage and orchestrate all the
minions, and Docker hosts that receive the instructions from
the master and run the containers.

Omega and Kubernetes have been developed to support mul-
tiple parallel schedulers and to place applications in Docker
containers separately. However, there are still many outstand-
ing issues with Omega and Kubernetes, such as massive
message passing between the parallel schedulers, many house-
keeping activities within each scheduler, without reference to
server utilization.

D. Self-organization self-management approach

Self-organization is a powerful technique for addressing
complexity and borrows heavily from the natural sciences and
the study of natural systems [25] [26]. It has been applied
successfully in complex engineering projects [27] [28]. In
the computing context, Heylighen and Gershenson [29] define
organizations as structure with function and self-organization
as a functional structure that appears and maintains sponta-
neously. Alan Turing [30] once observed that global order
arises from local interactions. In this context, global order is
achieved through propagation and adaptation. Components in
a self-organizing system are mutually dependent and typically
only interact with nearby components. However, the system
is dynamic and therefore the components can change state to

meet mutually preferable, satisfactory or stable states [29].
As they meet these states, they adapt and achieve fit and
this propagation of fit results in system growth. Structural
complexity is driven by increasing the interchangeability and
individuality of components capable of achieving fit. As more
and more components adapt and become assimilated within
the system, complexity increases to incorporate the individ-
ual characteristics of components. Growth only stops when
resources have been exhausted and self-maintenance is the de
facto purpose of the system. As such, self-organizing systems
are defined by their robustness, flexibility, and adaptivity [31].

Self-management has been posited as a solution to com-
plexity in IT infrastructure development generally and cloud
computing specifically [32] [33]. It has its roots in autonomic
computing. Such systems are designed to react to internal and
external observations without human intervention to overcome
the management complexity of computer systems [34]. As
such, self-managing systems are described in terms of four
aspects of self-management, namely, self-configuration, self-
optimization, self-protection and self-healing [35].

The application of self-organization and self-management
principles to cloud computing is at an early stage. Zhang
et al. [34] posit that cloud computing systems are inherently
self-organizing and while they exhibit autonomic features are
not self-managing as they do not have reducing complexity
as a goal. Marinescu et al. [36] argue that cloud computing
represents a complex system and therefore self-organization is
an appropriate technique to address this complexity. They pro-
pose an auction-driven self-organizing cloud delivery model
based on the tenets of autonomy of individual components,
self-awareness, and intelligent behavior of individual com-
ponents. Extending work on self-manageable cloud services
by Brandic [37] at an individual node level, Puviani and
Frei [33] propose self-management as a solution for managing
complexity in cloud computing at a system level. They propose
using a catalog of adaptation patterns based on requirements,
context and expected behavior. These patterns are further
classified according to the service components and autonomic
managers.

III. HIERARCHICAL CLOUD ARCHITECTURE

An overview of a hierarchical cloud architecture for het-
erogeneous resource management and service delivery in
shown in (see Fig.1). The resource management framework
is composed of a logical hierarchy and is described in Sec-
tion III-A. At the bottom level of this hierarchy a service-
specific coalition formation mechanism is used to support the
process parallelism of high performance services and this is
presented in Section III-B.

A. Hierarchical resource management

Our resource management framework is based on a loosely
coupled, logically hierarchical, decentralized management
model across multiple layers. Each layer can be considered as
a self-contained system/component, which may be influenced
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Fig. 1: Hierarchical cloud architecture for heterogeneous
resource management and service delivery

by its neighboring layers for the purposes of system adaption
and evolution overtime.

1) Cell Manager: At the top of the hierarchy, a Cell
Manager partitions the space of heterogeneous resources into
multiple zones. Each zone is composed of homogeneous hard-
ware types and an associated resource abstraction method. In
the CloudLightning architecture, heterogeneous resources are
managed using various frameworks and platforms which are
widely recognized to be effective and efficient for managing
virtualized, containerized and bare metal resources, respec-
tively [38]. For example, CloudLightning may use OpenStack
Nova [39] to manage virtual machines on commodity servers,
it may use Kubernetes [40], Mesos [41], and/or Docker
Swarm [42] to manage containers on GPUs and MICs, and it
may use OpenStack Ironic [43] to manage bare metal deployed
on FPGAs.

The Cell Manager aims to make an optimal match between
service requests and available resources based on multiple

objectives, such as service level agreements (SLA), quality
of service (QoS), and specific application constraints (e.g.,
high performance computing or high throughput computing).
Fuzzy pattern recognition [44], heuristic algorithms [45], [46]
and evolutionary algorithms [47] are commonly used in multi-
objective optimization for high-level (i.e., coarse-grained) re-
source allocation, which attempt to find an appropriate solution
between system performance (e.g., response time) and user-
oriented constraints (e.g., SLAs). Similarly, liner programming
or dynamic programming can be used to solve VM placement
problems [48]–[50] for low-level (fine-grained) resource place-
ment, focusing on optimizing resource utilization and power
consumption [51].

2) vRack Managers within a zone: Each zone contains
a group of vRack Managers (vRMs), each of which is a
local resource manager sitting at the bottom of the local
resource management hierarchy. Within a zone, vRMs can
interact with each other using shared or distributed state
information. In the shared state approach, vRMs communicate
with each other through a locally centralized mechanism to
decide on the best candidate to host the next service. This
mechanism may use multi-objective optimization algorithms,
and bidding algorithms, for example. In the distributed state
approach, vRMs cooperate with neighbors to relocate/reassign
the management of physical resources between/among dif-
ferent vRMs to maximize utility for each individual vRM
involved. This mechanism may use cooperative game theory
and self-organization approaches, for example.

Our previous work suggested using a market-based combi-
national auction [52] mechanism for delivering an appropriate
set of resources in response to service requests. In this work,
which is an example of the shared state approach, servers of a
WSC bid to host services based on the requirements of those
services. This approach was shown to out-perform traditional
centralized resource management techniques. However, this
study did not take account of resource virtualization, nor were
critical problems like overbidding and temporal fragmentation
addressed in previous studies.

The work presented in Section IV, which is an example of
the distributed state approach, examines a self-organizing and
self-managing system developed to demonstrate how vRMs
compete and cooperate with in order to achieve local goals
while managing virtualized resources.

3) vRack Manager: The layers of the hierarchy between the
Cell manager and the vRMs are designed to guide resource
requests associated with specific services to locations within
the cloud that would be ”most suitable” to host them. This
suitability is determined by the availability of resources and
the selection of those resources to maximize the nonfunctional
behaviors of the cloud. These behaviors include maximizing
service delivery, resource utilization and quality of service and
minimizing power consumption. The resource request guiding
process is implemented using the concept of Perception (see
Section IV-B1).

At the bottom level of the hierarchy, vRMs act as local
resource managers, each managing a set of physical machines

752 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



(PMs). Since the number of these machine is limited and since
their associated state information can be monitored frequently
and accurately, tight feedback control loops can be established,
resulting in efficient resource management. vRMs can make
use of the state-of-the-art cloud techniques (e.g., virtualiza-
tion, and containerization) and can tailor resource allocation
to meet the need of specialized application workloads (see
Section III-B).

B. Service-specific coalition formation

In general, a description of the resources needed to execute
an associated service is created by the Cell Manager and
propagated downward though the hierarchy. This request is
called a resource prescription - since it prescribes the resources
needed to execute a particular service. Some services are
capable of exploiting process parallelism and to facilitate an
efficient execution, it is necessary to identify a number of
independent, co-located, resources that can be used for their
execution. When a prescription associated with such a high-
performance service is received by a vRM, an appropriate
group of physical/virtual resources, known as coalition, are
identified and managed by the associated vRM as a coherent
compound resource dedicated to delivering the associated
service.

There are several strategies for forming coalitions in terms
of the application workload characterization. For example,
an HPC workloads may require an isotropic distribution of
resources for maintaining a balanced execution, since the
efficient execution of an application depends solely on the
slowest component, due to the tightly coupled execution path.
An isotropy preserving strategy in a vRM can be realized by
spreading the required VMs among available servers. An ex-
ample of this strategy is algorithmically given in Algorithm 1.

However, if the application’s internal communication is
intensive, using a single physical server to accommodate all
of the VMs the associated with the resource prescription
may be more appropriate. This strategy can be described by
Algorithm 2.

IV. PROOF-OF-CONCEPT: A SELF-ORGANIZED,
SELF-MANAGED, SYSTEM

Fig. 2 depicts the high level architecture for the proposed
self-organized, self-managed (SOSM) system.

The Gateway is a front-facing component of the SOSM
system, abstracting the inner workings of the back-end com-
ponents and providing a unified access interface to the SOSM
system. The lifecycle of a Blueprint is initiated when a
Blueprint is chosen from the Blueprint Catalog, possibly
augmented with specific constraints, compiled into a set of
Blueprint Requirements and sent via the Gateway to a Cell
Manager. The Cell Manager (CM) identifies one or more
solutions meeting those requirements. It then chooses one of
these solutions and subsequently sends it to the corresponding
vRack Manager Group (vRMG). vRack Managers (vRMs)
in the same Group are capable of self-organizing to meet
specific objectives, such as reducing power consumption. To

Algorithm 1
1: Let C = ∅ be an empty coalition
2: Let Nv be the number of VMs required by a resource

prescription
3: Let Nc be the number of vCPUs per VM
4: Let Nm be the amount of memory per vCPU
5: function CFSYMMETRY(Nv, Nc, Nm)
6: Let Nfree

vCPU be a vector of the free vCPUs per server
arranged in descending order

7: Let I be the set with the indices of servers arranged
with respect to Nfree

vCPU

8: Let Nfree
memory be a vector of the available memory per

server with respect to order of Nfree
vCPU

9: counter = 0
10: while |C| ≤ Nv and counter ≤ Nv do
11: for i← 1 to Nv − |C| do
12: for j ∈ I − C do
13: if

(
Nfree

vCPU

)
j
≥ Nc and

(
Nfree

memory

)
j
≥

NcNm then
14: C = C ∪ {j}
15:

(
Nfree

vCPU

)
j
=

(
Nfree

vCPU

)
j
−Nc

16:
(
Nfree

memory

)
j
=

(
Nfree

memory

)
j
−NcNm

17: counter = counter + 1
18: break
19: if counter = Nv then
20: break
21: Reorder Nfree

vCPU , N
free
memory and I with respect to

free vCPUs
22: if |C| = Nv then
23: return C
24: else
25: C = ∅
26: return C

do this, they take action based on their local knowledge of
underlying resource utilization. vRMs are aware of changes
in the environment including new and disappearing resources
and adapt, on a negotiated basis, with other vRMs within the
same vRMG to meet system objectives.

A. CL-Resource

In pursuit of a service oriented architecture for the hetero-
geneous cloud, the SOSM system attempts to eliminate the
concept of resource from its interactions with users. Instead,
a service interface is created and utilization of all resources
is the sole concern of SOSM system. To simplify the process
of dealing with multiple physical and virtual resources based
on commodity hardware in addition to specialized hardware
resource types, the SOSM system uses a single abstract
concept of resource, known as a CL-Resource. In response to
a service request, the SOSM system identifies a specific CL-
Resource that will be used for the delivery of that service. The
physical realization of a CL-Resource depends on a number
of factors. When dealing with commodity hardware, CL-
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Algorithm 2
1: Let C = ∅ be the an empty coalition
2: Let Nv be the number of VMs required by a resource

prescription
3: Let Nc be the number of vCPUs per VM
4: Let Nm be the amount of memory per vCPU
5: function CFDEPMIN(Nv, Nc, Nm)
6: Let Nfree

vCPU be a vector of the free vCPUs per server
ordered with the servers that are not independent first

7: Let I be the set with the indices of servers arranged
with respect to Nfree

vCPU

8: Let Nfree
memory be a vector of the available memory per

server with respect to the order of Nfree
vCPU

9: for i← 1 to Nv do
10: for j ∈ I do
11: if

(
Nfree

vCPU

)
j
≥ Nc and

(
Nfree

memory

)
j
≥

NcNm then
12: C = C ∪ {j}
13:

(
Nfree

vCPU

)
j
=

(
Nfree

vCPU

)
j
−Nc

14:
(
Nfree

memory

)
j
=

(
Nfree

memory

)
j
−NcNm

15: break
16: Reorder Nfree

vCPU , N
free
memory and I with respect to

free vCPUs
17: if |C| = Nv then
18: return C
19: else
20: C = ∅
21: return C

Resources can be bare metal, virtual machines, or containers.
In addition, these virtual machines or containers may be
created dynamically to suit specific services or they may be
persistent and used to host a number of different services at
different times. In the latter case, the CL-Resource is con-
sidered to be a static virtual resource. Networked commodity
hardware may also be treated a single CL-Resource and either
offered as a bare metal cluster or as a cluster pre-configured
to host distributed applications, for example. Clusters of this
type sitting on a dedicated high speed network constitute
a specialized CL-Resource that may be employed to host
distributed applications having a special requirement for low
latency communications.

Servers with attached accelerators such as GPUs, MICs and
FPGAs typically can not be virtualized due to the specific
nature of the accelerators. As such, the server-accelerator pair
are only offered currently as bare metal by cloud service
providers. In the SOSM system, these server-accelerator pairs
also constitute CL-Resources. In some cases, it may be pos-
sible to virtualize the server and to associate a partition of its
accelerator with that virtualized component. In that case, the
virtual component and the accelerator partition may be seen
as a single CL-Resource. The granularity of a CL-Resource
is thus dependent on what aspect of the underlying physical

Fig. 2: Proof-of-concept: a self-organizing self-managing
(SOSM) system overview

hardware is being exposed to the SOSM system.
An example of this can be seen in Fig. 3 which shows a

MIC-world composed of four server-MIC pairs connected on
a dedicated local network. The complete MIC-world may be
exposed via its local resource manager to the SOSM system
where it is seen as a single CL-Resource capable of running
MIC-world services. In other configurations, the cluster of
servers may be exposed as a networked cluster as described
above. Yet, another option is to present collection of virtual-
ized containers to the SOSM system, each representing a dif-
ferent CL-Resource. This concept of attaching resources to the
SOSM system can be taken to the extreme by connecting spe-
cialized high performance machines, which may be composed
of their own dedicated resource fabric. The characteristics of
the resulting CL-Resources depend on how these machines
are attached to the SOSM system. E.g., if they are attached
in bare metal mode, they can be discovered and used to host
services written explicitly to run on that bare metal hardware.
If they are attached differently, the resulting CL-Resources
may constitute entry points into the queuing systems of the
local resource managers running on those machines.

Thus, CL-Resources can be categorized as follows:
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Fig. 3: CL-Resource Concept

1) Physical hardware as a single CL-Resource. This assumes
that an appropriate management software exists for each
hardware type within the SOSM system. The SOSM
system can then use the corresponding APIs to manage
this hardware resource.

2) Resource Manager (RM) as a single CL-Resource. A
CL-Resource can be a resource manager, exposing the
capacity and availability of its subsystem or cluster to the
SOSM system. However, in this case, the SOSM system
does not manage the subsystem or the cluster behind
the resource manager directly. Instead, the SOSM system
simply passes the appropriate resource prescriptions to
the resource manager according to its real-time available
capacities, and the resource manager takes care of the
subsequent execution independently of the SOSM system.

3) A networked group of physical hardware as a single CL-
Resource. There is benefit in representing hardware re-
sources, of the same type, i.e. T, situated on a low-latency
network, as a single CL-Resource under the control of
the same vRM in the SOSM system. CL-Resources of
this type can be placed under the same vRMG hosting
CL-Resources representing individual physical hardware
of type T. However, the CL-Resources representing the
networked group and those representing the individual
physical hardware, will usually be placed under different
vRMs.

B. Self-organized, self-managed framework

A framework for a self-organized, self-managed, hierarchi-
cal architecture was proposed in [53].

1) Self-management mechanism: The CloudLightning
SOSM system is composed of a number of components
in each level in the hierarchy. Each of these components
manages its own activity and communicates with neighboring
components higher-up and further-down the hierarchy. Thus, a
perception reflecting the ability of a component to accept new
work is passed upwards and an impetus biasing the evolution

of the system is passed downwards, where it becomes part
of a weighted calculation affecting the future behavior of
the system. The activities associated with self-management
include the local calculation of perception and impetus based
on the information received from components higher-up
and lower-down in the hierarchy. These two concepts are
integrated into a single value, known as a Suitability Index.
The goal of each component is to maximize its Suitability
Index such that perception and impetus achieve dynamic
status. In practice, this status can never be achieved since the
arrival of resource requests continually perturb the system.
At lowest-level in the hierarchy, vRMs manage collections
of physical machines under their control. At this level,
perceptions are derived from monitoring information and
impetuses become associated with weighted assessment
functions [53], determining the relative important of these
functions in achieving the global system objectives.

Metrics, Weights, Perception, Impetus and Suitability Index
can be expressed more formally as:

• A metric (m) is a measure of a particular aspect of a
components state.

• A weight (w) is an influencing factor, usually towards a
local goal.

• Suitability Index is a measure of how close a component
is to the desired state, and hence how suitable its operat-
ing characteristics are for contributing to the global goal.

argmax
~w,~m∈IRN

η
(
~I(~w), ~P (~m)

)
(1)

where ~w is an N-dimensional vector of weights corre-
sponding to the Impetus and ~m is an N-dimensional
vector of metrics obtained from the lower levels.

• Perception is a function of the metrics from the imme-
diate lower level in the hierarchy.

~mℓ =
1

Nℓ−1

Nℓ−1∑

i=1

~mℓ−1
i , ℓ > 1 (2)

where Nℓ is the number of components in the ℓ-th level.
For simplicity we choose the Perception of a component
to be a function that averages metrics of its underlying
components. The mean of the metrics of the underlying
level is an approximation of the state of the underlying
resources.

• Impetus is a function of the weights obtained from the
immediate upper level in the hierarchy.

~wℓ =
1

2
(~wℓ+1 + ~w′ℓ), 0 ≤ ℓ < 3, (3)

where ~w′ℓ are the weights in the previous state and ~wℓ+1

are the weights propagated from the upper level. For
simplicity, we choose the Impetus to be the average of
the weights obtained from the upper level with the current
weights of the component. The averaging function is used
to attenuate the influence of upper levels to lower levels
in order for the system to undergo a smoother transition
towards the global goal.
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The ℓ + 1, ℓ and ℓ − 1 represents the Cell Manager, the
vRMGs and vRMs separately. The Cell Manager specifies a
global goal state (e.g., to meet a specific business case), which
can be expressed as weights and applied to the underlying
vRMGs to steer their behavior in a particular direction, repre-
sented as ~wℓ+1 in Eq.3. An analogous process takes place in
each level in the hierarchy.

2) Self-organization mechanism: To achieve local goals and
to accommodate resource requests, it is sometimes necessary
for components in the same level of the hierarchy to cooperate
and to exchange the management role of certain resource.
This self-organizing process is driven specific, reconfigurable,
strategies. Some self-organization strategies include:

• Dominate: the component with the greater suitability
index has precedence and can demand another component
of the same type, but with a lower suitability index, to
transfer some resources.

• Win-Win: components may cooperate to exchange re-
sources to maximize the suitability index of each.

• Least Disruptive: minimize disruption with respect to
management and administration

• Balanced: maximize load-balancing among each cooper-
ating component

• Best Fit: minimize server fragmentation and/or minimize
network latency (this strategy may come from some vRM
specific objectives)

• Any meaningful combination of the above.
An example strategy demonstrating ”Win-Win” shows how

the self-organization works within the SOSM system. The
”Win-Win” strategy is triggered by service request arriving
at a certain vRM, which has the largest Suitability Index,
but lacks the available resources to fulfill this prescription.
However, available resources will be present in the same
Cooperative. Thus, the vRM initiates the procedure of sending
requests to the other vRMs to transfer their resources. If the
available resources, before acquiring the new ones are less
than half of the prescribed, then the vRM will not acquire
them. Instead it initiates the creation of a new vRM which
will manage the available free resources, if any, together with
any newly acquired resources. The aforementioned process can
be described by the following algorithmic procedure:

However, this self-organization strategy can be improved
by acquiring resources, when necessary, by the vRacks with
the maximum Suitability Indices. By using this technique the
suitability index of the vRacks that are required to provide
resources is enhanced, because their management costs are
minimized. Thus, increasing performance and reducing frag-
mentation. This process can be described by the following
algorithmic procedure:

V. CONCLUSION

This paper presented a design for a service oriented archi-
tecture of a heterogeneous cloud. The cloud, once a collection
of commodity hardware, is becoming more and more het-
erogeneous with the addition of hardware of different types.
The trend for hardware vendors to create more and more

Algorithm 3
Let j be the index of the vRack with maximum suitability
index
Let rp be a resource prescription arriving to vRMj

Let pj be the set of free resources belonging to vRMj

function MINADMINCOSTS(rp)
a = ∅
t = ∅
if |pj | < rp then

required = rp− |pj |
for i← 1 to Nv with i 6= j do

send request to acquire free resources from
vRMi

receive pi from vRMi

required = required− |pi|
a = a

⋃{i}
t = t

⋃
pi

if required ≤ 0 then
remove exceeding resources from t
required = 0
break

send request to vRMs in a to acquire resources in t
receive resource handlers from vRMs in a
if |pj | ≥ rp/2 then

return resource handles to Gateway Service
else

create new vRMk with resources pj
⋃

t
return resource handles to Gateway Service

else
return resource handles to Gateway Service

specialized offering, capable of providing faster, more accurate
and more power efficient solutions, looks set to continue. The
increasing demand for this hardware and for access to high-
performance computing is driving Cloud Service Providers
(CSPs) to make evermore exotic IaaS offering available as
bare metal. In this type of transaction, the CSP effectively rents
the hardware to the customer. In this transaction, the financial
interests of both parties are presumably met. However, from a
resource utilization perspective, nothing definitive can be said:
the customer has no incentive to use the resource efficiently so
long as his needs are being met; the CSP no longer has control
over the hardware for the duration of the rental period.

In the CL system, CSPs no longer offer Infrastructure as a
Service. Instead the CSP undertakes to provide software ser-
vices to the customer - effectively executing services on their
behalf. From this perspective, the hardware is hidden from
the customer. The customer no longer is concerned with how
solutions are provided, they specify only what they want done.
Hiding the hardware from the customer gives control back to
the CSP to decide on how best to respond to customer needs
and to balance these needs with its own, such as maximizing
resource utilization. If the cloud is heterogeneous, that is, if it
is composed of hardware of different types, and if the same
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Algorithm 4
Let j be the index of the vRack with maximum suitability
index
Let rp be a resource prescription arriving to vRMj

Let pj be the set of free resources belonging to vRMj

Let s be a vector containing the suitability indices of all
vRMs sorted in descending order
Let Is be a vector containing the indices of vRMs with
respect to vector s
function MAXSUITABILITYINDEX(rp)

a = ∅
t = ∅
if |pj | < rp then

required = rp− |pj |
for k ← 2 to Nv do

i = Is(k)
send request to acquire free resources from

vRMi

receive pi from vRMi

required = required− |pi|
a = a

⋃{i}
t = t

⋃
pi

if required ≤ 0 then
remove exceeding resources from t
required = 0
break

send request to vRMs in a to acquire resources in t
receive resource handlers from vRMs in a
if |pj | ≥ rp/2 then

return resource handles to Gateway Service
else

create new vRMk with resources pj
⋃

t
return resource handles to Gateway Service

else
return resource handles to Gateway Service

service solution is available on a multiplicity of these hardware
type, solutions with different cost/performance characteristics
can potentially be offered to the customer. The complexity
of managing resources in this way in an heterogeneous cloud
environment should not be underestimated. An heterogeneous
cloud at scale embodies many hardware types, each with
different cost/performance/power profiles. This, together with
attempting to satisfy the disparate needs of a large and varied
customer community make the heterogeneous cloud a complex
system. Complex systems cannot be managed effectively using
a central resource manager. They need to employ tools suited
for addressing complex systems. Self-organization and self-
management are such tools and this is the approach taken by
CloudLightning.
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International Conference on Innovative Network
Systems and Applications

MODERN network systems encompass a wide range
of solutions and technologies, including wireless and

wired networks, network systems, services and applications.
This results in numerous active research areas oriented towards
various technical, scientific and social aspects of network
systems and applications. The primary objective of Innovative
Network Systems and Applications (iNetSApp) conference is
to group network-related events and promote synergy between
different fields of network-related research. To stimulate
the cooperation between commercial research community and
academia, the conference is co-organised by Research and De-
velopment Centre Orange Labs Poland and leading universities
from Poland, Slovak Republic and United Arab Emirates.

The conference continues the experience of Frontiers in
Network Applications and Network Systems (FINANS), In-
ternational Conference on Wireless Sensor Networks (WSN),
and International Symposium on Web Services (WSS). As in

the previous years, not only research papers, but also papers
summarising the development of innovative network systems
and applications are welcome.

iNetSApp currently consists of tracks:
• CAP-NGNCS’17—1st International Workshop on Com-

munications Architectures and Protocols for the New
Generation of Networks and Computing Systems

• INSERT’17 - 1st International Conference on Security,
Privacy, and Trust

• IoT-ECAW’17—1st Workshop on Internet of Things—
Enablers, Challenges and Applications

• SoFast-WS’17—6th International Symposium on Fron-
tiers in Network Applications, Network Systems and Web
Services

• WSN’17 - 6th International Conference on Wireless
Sensor Networks





1st International Conference on Security, Privacy,
and Trust

ADMITTEDLY, information security works as a backbone
for protecting both user data and electronic transactions.

Protecting communications and data infrastructures of an in-
creasingly inter-connected world have become vital nowadays.
Security has emerged as an important scientific discipline
whose many multifaceted complexities deserve the attention
and synergy of the computer science, engineering, and infor-
mation systems communities. Information security has some
well-founded technical research directions which encompass
access level (user authentication and authorization), protocol
security, software security, and data cryptography. Moreover,
some other emerging topics related to organizational security
aspects have appeared beyond the long-standing research di-
rections.

The 1st International Conference on Security, Privacy, and
Trust (INSERT’17) focuses on the diversity of the infor-
mation security developments and deployments in order to
highlight the most recent challenges and report the most
recent researches. The conference is an umbrella for all
information security technical aspects, user privacy techniques,
and trust. In addition, it goes beyond the technicalities and
covers some emerging topics like social and organizational
security research directions. INSERT’17 is intended to attract
researchers and practitioners from academia and industry, and
provides an international discussion forum in order to share
their experiences and their ideas concerning emerging aspects
in information security met in different application domains.
This opens doors for highlighting unknown research directions
and tackling modern research challenges. The objectives of the
INSERT’17 can be summarized as follows:

• To review and conclude researches in information secu-
rity and other security domains, focused on the protection
of different kinds of assets and processes, and to identify
approaches that may be useful in the application domains
of information security

• To find synergy between different approaches, allowing
elaborating integrated security solutions, e.g. integrate
different risk-based management system.

• To exchange security-related knowledge and experience
between experts to improve existing methods and tools
and adopt them to new application areas
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• Critical infrastructure protection
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• Pedagogical approaches for information security
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Abstract—Since software plays an ever more important role
in measuring instruments, risk assessments for such instruments
required by European regulations will usually include also a
risk assessment of the software. Although previously introduced
methods still lack efficient means for the representation of
attacker motivation and have no prescribed way of constructing
attack scenarios, attack trees have been used for several years
in similar application scenarios. These trees are here developed
into attack probability trees, specifically tailored to meet the
requirements for software risk assessment. A real-world example
based on taximeters is given to illustrate the application of attack
probability trees approach and their advantages.

I. INTRODUCTION

IN EUROPE certain kinds of measuring instruments, such
as gas meters, electricity meters and taximeters are subject

to requirements established in the European Measuring Instru-
ments Directive (MID) [1]. The MID was originally published
in 2004 with the aim of providing trust in measurements for
both customers and users of measuring instruments by defining
essential requirements that each measuring instrument used
within the common European single market has to fulfill.
These requirements cover everything from climatic operating
conditions, electro-magnetic compliance testing to require-
ments on software and data protection. The entire economic
sector of legally regulated measuring instruments is commonly
referred to as Legal Metrology. In Germany, roughly 137
million such regulated instruments are currently in use and
together are responsible for an annual turnover of around
150 billion Euros. For the entirety of the European Union,
this amounts to more than 500 billion Euros per year. Each
instrument regulated by European or national legislation first
has to pass a conformity assessment before it can legally be
put into use [1]. This conformity assessment is done according
to certain modules, the most common of which is referred to
as Module B and essentially comprises tests of a prototype
instrument and of the associated documentation. In Germany,
one of the conformity assessment bodies tasked with perform-
ing assessment according to Module B is the Physikalisch-
Technische Bundesanstalt (PTB), Germany’s national metrol-
ogy institute. As software plays an ever more important role
in measuring instruments, testing of the software nowadays
constitutes an integral part of the conformity assessment
process. Since April 2016, the documentation submitted by the
manufacturer for Module B also has to include an ”adequate

analysis and assessment of the risks“ [1] associated with the
instrument type. To help manufacturers with this task, PTB has
developed and published a risk assessment procedure based on
ISO/IEC 27005 [2] and ISO/IEC 18045 [3], which also enables
objective comparison between different instruments from dif-
ferent manufacturers [4]. The publication also derives detailed
assets to be protected and their individual security properties
from the legal text of the MID. In line with the definitions
in the ISO/IEC 27005, the method defines the term risk as
a combination of the consequences resulting from threats to
assets and of the probability of occurrence of a threat. Any way
to realize a certain threat to an asset is then usually referred
to as an attack vector. Since the original method primarily
focused on technical aspects of the instrument, PTB also
published an extension to the method [5] that takes attacker
motivation into account. Despite these improvements and even
though the risk assessment method is now actively being used,
it still harbors a number of deficiencies. Among these is the
fact that there is no prescribed way of constructing above-
mentioned attack vectors in a standardized way. In the past, so-
called attack trees have been used to this end in similar fields
of application, such as the design of cryptographic protocols
and access control [6]. A second challenge is the fact that
an efficient way to handle the impact of attacker motivation
during risk assessment is also still missing. Both problems will
be addressed here and a possible solution, based on modified
attack trees, will be described. The remainder of the paper is
structured as follows. Section II gives a brief overview on the
history of attack trees, covers basic principles and describes
other applications. Afterwards, Section III revisits the method
originally described in [4], touches upon its extension to
include attacker motivation and introduces attack probability
trees (AtPT) as a way of constructing and evaluating attacks
in a standardized manner. In the subsequent Section IV a
real-world example from Legal Metrology concerning possibly
manipulated taximeters is used to illustrate the AtPTs and their
uses. Finally, Section V summarizes the paper and details the
planned future work.

II. LITERATURE OVERVIEW

The international standard ISO/IEC 27005 [2] defines three
sub-processes that together form a complete risk assessment,
namely risk identification, risk estimation and risk evaluation.
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The first sub-process includes the identification of assets to be
protected. Assets specifically tailored to Legal Metrology have
been derived in [4] and will briefly be revisited in Section
III. The risk identification phase also requires the definition
or derivation of threats, which may invalidate certain security
properties of an asset. Finding technical realizations of a threat,
also referred to as attack vectors, is part of risk identification
as well. Afterwards, a threat and its associated attack vector
are evaluated with respect to probability of occurrence and
resulting impact in the risk estimation phase.

For illustration purposes a brief example will be given
here: If the integrity of a text document on a PC is to be
protected, the document itself can be thought of the asset
while its security property is integrity. Should such a file
be write-protected due to measures realized in an operating
system, a possible attack vector would be the retrieval of the
administrator’s credentials. With these, an attacker could delete
or modify the file at will, thereby invalidating its integrity. To
estimate the likelihood of such an attack, the password strength
and the accessibility of the computer would, for instance,
need to be taken into account. During risk evaluation, the
estimated risk is either classified as tolerable or intolerable.
In the latter case, countermeasures are selected and the entire
risk assessment process is executed again until the risks are
reduced to an acceptable level. An example for the selection of
suitable countermeasures will be given in Section IV. Details
on different risk assessment methods, which could be applied
to software in measuring instruments, may be found in [4].

In this paper, the focus will be on the identification of
attack vectors and on their efficient graphical and logical rep-
resentation. While attack trees originally served the principal
purpose of illustrating or identifying system vulnerabilities in
a graphical manner easily understood by humans, they also
show a number of mathematical properties which make them
quite suitable for automatic analysis and processing.

A. Foundations of Attack Trees

A very detailed introduction to attack trees and their back-
ground is given by Mauw and Oostdijk in [6]. There, the
authors state that the root node of an attack tree usually
represents an attacker’s target or goal while child nodes are
refinements of such an attack. The leaves of the tree then
represent elementary or atomic attacks that can no longer be
refined. As an example, Fig. 1 shows a very small attack tree
which illustrates ways to manipulate the fare calculated by
a taximeter. If two or more child nodes are connected by
an arc, these refinements are to be seen as connected by an
AND-statement, meaning that both of them have to be fulfilled
before the respective parent node/goal itself can be reached.
All other child nodes are OR-related so that only one of them
needs to be fulfilled to achieve the parent goal. Mauw and
Oostdijk refer to these to relations as ”conjunctive aggrega-
tion“ and ”disjunctive refinements (choice)“, respectively.

In the given example, the fare can either be manipulated
by modifying the parameters of the taximeter itself or by
manipulating the signal coming from the wheel sensor. This

manipulate signal coming from
the distance pulse generator

add different sensor or
intermediary device to the line

modify parameters
of the taximeter

relevant measurement value

locate and access
the pulse line manually

increase legally

Fig. 1. Simple illustration of an attack tree that shows how the calculated
fare/measurement value of a taximeter may be manipulated.

constitutes a simple OR-relationship as both attack vectors
will help to achieve the desired goal. To manipulate the signal
coming from the wheel sensor one could, for instance, obtain
access to the pulse line connecting sensor and taximeter and
then buy and install a pulse multiplier that automatically
doubles the number of pulses transmitted on the line. Only
if both steps have been taken, can the target be reached which
corresponds to an AND-statement. In this context, it is not
necessary for these actions to happen at the same time. AND-
statements can also express a step-wise execution process.

Apart from giving basic definitions relevant to attack trees,
Mauw and Oostdijk also state, that leaf nodes are usually given
a number of predefined characteristics such as possibility,
cost or special tools needed for their execution, also see [7]
for further details. In order to estimate the attributes of the
parent nodes and finally of the root node, rules for combining
information originating from the child nodes are required.
Mauw and Oostdijk also stress the point that these rules
may usually be directly derived from the characteristics of an
attribute. It should be obvious that these rules are generally
used in a bottom-up fashion, requiring no additional loops
or trace-backs. The results of an analysis are then either the
attributes of a root node or a selected sub-tree, where the
selected sub-tree may represent a set of likely attacks or
may contain information not directly reflected by the values
of the attributes but rather by its internal structure. Another
important finding in [6] is the fact that individual nodes do not
necessarily only have to occur once within an attack as they
may have to be used several times. Nodes can subsequently
have several copies whose attributes are linked to each other.

Mauw and Oostdijk then introduce the concept of an attack
suite to represent a set of attacks which can all be used
to achieve a goal without stating their individual branching
structure. By means of this concept they are able to prove
that attack trees with different structures may represent the
same information despite their apparent structural differences.
Nodes can also be connected to a multi-set of nodes, which
Mauw and Oostdijk refer to as a bundle. Execution of all ele-
ments within the bundle will ensure that the goal is achieved.
Cycles within an attack tree are not allowed, which restricts
attack trees to be ”rooted directed acyclic bundle graphs.“

In [6] rules are defined for attack tree transformations. The
first rule is ”associativity of conjunction“, meaning that a
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sub-bundle can be lifted to the parent node if no other sub-
bundles are connected to the parent node and the parent node
is thus identical to the sub-bundle itself. An example for such
a node will later be given and explained in Section IV, Fig.
6. The second rule is the distributivity of ”conjunction over
disjunction“, meaning that a node with two sub-bundles/sub-
trees can be replaced by two copies of the same node with one
bundle/subtree each. Proofs for both rules are also detailed
in [6]. Some additional remarks are targeted at attributes
of attack trees: To calculate the value of an attribute, the
semantics of the tree first need to be determined. Afterwards,
the value of the attribute belonging to the equivalent attack
suite is calculated. One basic assumption, which is going to
be reused here, is that attributes of an attack node can always
be calculated from the attributes of its attack components/child
nodes.

B. Software Risk Assessment and Evaluation Process

In [8] Sadiq, Rahmani, Ahmad and Jung use a concept very
similar to attack trees within their Software Risk Assessment
and Evaluation Process (SREAP). The software fault trees
(SFT) are again derived from a thorough examination and very
detailed modeling of the target system. It is highlighted that
despite attack trees being widely used, there is no standard
way to construct such trees yet. However, once a tree has been
identified, it can recursively be used to construct larger attacks,
which might not have been obvious from the beginning of the
investigation.

To rank certain attacks, Sadiq, Rahmani, Ahmad and Jung
propose a key node safety metric. The metric is split into two
parts, namely the impact of a node in the tree and the collective
effect of the node consisting of the size of the underlying sub-
tree, as well as the depth of the node.

C. Threat Risk Analysis for Cloud Security based on Attack-
Defense Trees

Prior work on attack trees was focused on the description of
envisioned attack profiles without taking defensive strategies
into account. In [9] Wang, Lin, Kuo, Lin and Wang proposed
a new modified version of such tries referred to as Attack-
Defense Trees (ADT) which also incorporates defense con-
cepts. The effectiveness of the proposed method has been
tested according to a set of predefined metrics. The basic
problem to be solved by their method is also referred to as
Threat Risk Analysis (TRA), which describes the process of
identifying realistic defense strategies based on vulnerability
information and attack profiles.

A TRA encompasses both the impact of a realized attack
and a precise description of the attack progression. This makes
it possible to develop fitting defense strategies. Attack trees
generally become very complex when trying to model all
possible attacks at the desired level of detail. According to
Wang, Lin, Kuo, Lin and Wang, stating both attack and defense
strategies at the same time in an ADT is even more complex
and usually beyond the scope of an attack tree. Whereas
attack trees are used to model system weaknesses, protection

trees offer the opportunity to identify protective strategies by
migrating weaknesses. In Section IV it will be shown how
good starting point for such a defense tree may be identified.

According to [9], it was historically assumed that attackers
strategically plan the attacks based on the easiest available
scenario, but this may not always be the case, as an attacker
might not have all information necessary to make an informed
choice. Equations for calculating the probability of occurrence
and other metrics for AND- and OR-connections are also
given. These include probability of success, attack cost, impact
as well as revised attack cost and revised impact for the
countermeasure stage. All metrics in [9] are first calculated
for the leaf nodes and are then propagated up the tree.

Afterwards Wang, Lin, Kuo, Lin and Wang introduce the
concept of ”attack and defense actions“. The first of which
is to understand the vulnerabilities of the system. Information
on vulnerabilities can, for instance, be collected from public
databases. This is identical to the procedure described in [4],
which is again used here. The next action is the collection of
information on recognized attacks, e.g. identifying ways to im-
plement an attack based on known vulnerabilities. Afterwards,
an ADT is constructed by finding as many vulnerabilities
as possible, which can be used to implement the considered
threat. Once the ADT is finished, it is systematically evaluated.
Wang, Lin and Kuo observe, that, while the goal is to
minimize the probability of occurrence of an attack, the rate
of occurrence and the associated impact may not always be
available and thus a certain degree of uncertainty remains. It
is postulated, that attack cost and defense cost are connected
by a transfer function to map one to the other. An example
covering Advanced Persistent Threat attacks called Operation
Aurora is also included in [9].

D. Automated Generation of Attack Trees

As indicated above, currently no method exists that enforces
a harmonized generation of attack trees. In [10] Vigo, Nielson
and Nielson offer a solution to this problem by inferring attack
trees from process algebraic expressions. They explain that
attack trees are used by scientists as they are quantifiable
and by the public since they are easily understandable. In
their implementation, the root again represents a threat to
be realized and internal nodes illustrate the manner in which
attacks need to be combined to achieve a goal. As indicated
above, there may be several attack trees that all describe the
same attack logic. Vigo, Nielson and Nielson overcome this
problem by resorting to the calculus used to describe the
attack process. This is done by translating the attack process
into propositional formulae. Since this step can be done
automatically, it does not suffer from human interpretation
errors.

After the modeling phase, atomic attacks, which constitute
the leaves of a tree, need to be labeled with individual
costs. Following the process-oriented idea, attacks are seen
as interactions between attacker and target in terms of a
communication process in [10]. Finally, the cheapest set of
atomic attacks needed to achieve a goal is calculated. Section
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III will show how a similar process could be realized for
attack trees, specifically tailored for measuring instruments
that follow harmonized technical requirements established by
[11] as an interpretation of the MID.

III. DESCRIPTION OF THE APPROACH

The risk method assessment method, which will be de-
scribed in this section, was originally published in [4], al-
though some changes were adopted later on to reflect the
experience gathered during the application of the method at
PTB over the past two years.

A. Basic description of the risk assessment method

The basic procedure and all associated definitions were
derived from ISO/IEC 27005 [2], where risk is defined as
a combination of impact and probability of occurrence of
a threat. Even though the international standard allows both
quantitative and qualitative assessment of risks, only numeric
representations of probability and impact (and therefore also
risk) are used here. In order to be able to assign specific
values to probability and impact, assets were defined in [4] by
examining and interpreting the essential requirements of the
legal text, i.e. of the Annex I of the MID. The interpretation
led to the definition of a number of assets to be protected with
associated security properties, all of which may be found in
[4].

As only one such asset is going to be used for illus-
tration purposes in Section IV, a single example will be
given here: Essential requirement 8.4 of the Annex II reads,
”Measurement data, software that is critical for measurement
characteristics and metrologically important parameters stored
or transmitted shall be adequately protected against accidental
or intentional corruption.“ [1]. In this simple requirement three
assets are listed, namely measurement data, software critical
for measurement characteristics and metrologically important
parameters. Each of these can be assigned a number of security
properties. Measurement data, for instance, are required to
preserve their authenticity and integrity, i.e. measurement data
should not be changed and an attacker should not be able to
generate false measurement data. An example for a formal
description of a threat could thus be given by the following
sentence: An attacker manages to invalidate the integrity of
measurement data.

To assess such a threat, values for impact and probability
of occurrence are now required. In [4] five different levels
were originally used for impact, but in practice only threats
affecting a single measurement (impact of 1

3 ) and affecting
all future or all past measurements (impact of 1) are actively
differentiated. As the threat itself is only a formal statement
but gives no explicit instructions on how to realize it, a specific
attack vector is needed next. To this end, all possible attack
vectors, which could potentially be used to realize a threat, are
examined in turn and their individual likelihood is checked.
In order to estimate the probability of occurrence of an attack
vector, a method called vulnerability analysis from ISO/IEC
18045 [3] is used.

TABLE I
MAPPING OF THE SO-CALLED TOE RESISTANCE TO THE PROBABILITY

SCORE USED HERE, ORIGINALLY PUBLISHED IN [4].

Sum of Points TOE Resistance Probability Score
0-9 No rating 5
10-13 Basic 4
14-19 Enhanced Basic 3
20-24 Moderate 2
>24 High 1

impact

attack vectors

+ impact

definition + implementation

implemented attack

definition + impact

adverse action Y on asset Z."

calculation of the risk

associated with each attack

risk = impact ∗ likelihood

(1-5) of an attack based on

a point score (1-57)

(ISO/IEC 18045 part 2, B.4.2.2 ff)

"Threat agent X performs

threat

calculation of probability score

threat agents assets to be protected adverse actions

Fig. 2. Flowchart of the basic risk assessment procedure, adopted from [4].

The analysis consists of assigning a point score to the
attack vector in five different categories, namely required time,
expertise and knowledge of the attacked target of evaluation
(TOE) as well as the window of opportunity and special
equipment needed. A time score of 1, for instance is given
if an attack requires more than a day, but less then a week for
its execution. A full example for such a point score in all five
categories will be given in Section IV. Explicit instructions on
how to assign the scores may be found in [3]. In general, a
higher sum score expresses a higher resistance of the TOE to
attacks, i.e. an attack is less likely if its sum score is high. In
line with this notion, the sum score is mapped to a probability
score as given in Table I. Once the probability score has been
calculated it is multiplied with the impact score (between 0
and 1) to form the final risk value. A complete flowchart of
the entire basic method is given in Fig. 2.

B. Description of the extension for attacker motivation

One of the shortcomings of the original method described in
[4] was the inability to take attacker motivation into account.
As a motivated attacker will certainly be willing to invest
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more resources into the execution of an attack, there should
definitely be some sort of correlation between motivation of
an attacker and likelihood of an attack. In [3], it is specifically
stated that attacker motivation will have an influence on the
used resources e.g. equipment, expertise, as both may be
acquired if sufficient monetary funds are available. Other
factors, like the time required for an attack and a possible
window of opportunity however, cannot be influenced.

In [5], the original method was extended by a motivation
score (0 for high motivation and 9 for no motivation), that
acts as a lower limit for the expertise and equipment scores
introduced above. Whenever the initially assigned score for
one of these categories is smaller than the motivation score, its
value is replaced with that of said score. It should be instantly
obvious that the scenario with a highly motivated attacker is
then identical to the originally calculated score as described in
[4] and now it takes on the role of a theoretical upper limit to
the probability of occurrence. A lower level of motivation will
automatically result in a smaller probability, as the sum score
will be increased due to the replacement values for expertise
and equipment. A more in-depth discussion and a complete
example may be found in [5].

C. Attack probability trees

In Section I the two main objectives of this paper were
stated: to design a method that enables a standardized deriva-
tion of attack vectors and also efficiently represents the effect
of attacker motivation on the risk assessment results. To this
end, attack trees as defined by Mauw and Oostdijk in [6] will
be extended here into attack probability trees. These extended
attack trees do not only represent the logical relationship
between parent and child attacks, but are now also labeled with
all the attributes defined in the vulnerability analysis in [3], i.e.
each node has its own score for time, expertise, knowledge,
window of opportunity and equipment. Based on these values,
each node is given a sum score and, subsequently, a probability
score. To fully reflect all variables from the method described
in [4] each node could also be labeled with an impact score.
However, since every node within an AtPT aims at realizing
the same threat with a fixed impact, the impact score can
safely be omitted. The final attribute of the root node thus
only represents the probability of an attack, which can later
be turned into a risk if combined with the respective impact
score.

Nodes may be linked with each other to either form AND-
or OR-statement. As suggested by Mauw and Oostdijk, infor-
mation will enter the AtPT only via the leaves. The attributes
for the parent nodes and finally for the root node can be
calculated in a bottom-up fashion by observing the following
stated rules. The rationale for each rule is also given.

• Time
– AND: Time scores are logarithmic (1 for more than

a day, 2 for a one week to two weeks, 17 for half a
year), therefore the maximum of both scores needs
to be chosen which is a good approximation for the
logarithm of two added time spans.

– OR: The smaller sum-score indicates which time
score is to be chosen.

• Expertise
– AND: If expertise in different areas is required

(HW/SW), the scores are added with a maximum
of 8 in accordance with ISO/IEC 18045. Otherwise,
the maximum is chosen.

– OR: The smaller sum-score indicates which exper-
tise score is to be chosen.

• Knowledge of the TOE
– AND: The maximum of both knowledge scores is

chosen.
– OR: The smaller sum-score indicates which knowl-

edge score is to be chosen.
• Window of opportunity

– AND: A smaller window of opportunity (higher
score) for one node will also affect the other node.
Therefore, the maximum is selected.

– OR: The smaller sum-score indicates which window
of opportunity score is to be chosen.

• Equipment
– AND: If equipment from different areas is required

(HW/SW), the scores are added with a maximum of
9 in accordance with Common Evaluation Method-
ology [3]. Otherwise, the maximum is chosen.

– OR: The smaller sum-score indicates which equip-
ment score is to be chosen.

When the assumed motivation is changed, the most probable
path within the attack tree will also take on a different shape
and a simple evaluation of the attributes of the root node does
not suffice anymore. Previously, every individual attack then
had to be reevaluated individually. With an AtPT in place, the
time required for this can be reduced, since many attacks share
common nodes whose attributes only have to be recalculated
once. This will be illustrated in detail in Section IV. The
rules established above should be applicable to methods apart
from the one examined here, since the attributes are also
used in the vulnerability analysis of the AVA_VAN class in
[3] and in the risk assessment method, which is part of the
ETSI standard [12]. As shown by Mauw and Oostdijk, many
different attack trees may all be interchangeable representa-
tions of each other, therefore, the design of an attack tree
is a very subjective procedure. However, in Legal Metrology
at least, all devices/measuring instruments share some basic
characteristics, due to the fact that most instruments are based
on the same acceptable technical solutions described in [11].
It may, therefore, be possible to construct attack probability
trees in a reproducible manner by applying the following rules.

1) For each user interface of the measuring instrument,
collect all known vulnerabilities that may lead to a
realization of the threat.

2) For each communication interface of the measuring
instrument, collect all known vulnerabilities that may
lead to a realization of the threat.
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Fig. 3. Illustration of the analog signal path connecting a pulse generator at the wheel with a taximeter.
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Fig. 4. Illustration of the digital signal path connecting a pulse generator at the wheel with a taximeter.

3) For each hardware protection mechanism of the mea-
suring instrument, collect all known vulnerabilities that
may lead to a realization of the threat.

4) Logical connections between the vulnerabilities gathered
in steps 1) to 3) are then expressed by means of boolean
expressions, afterwards transformed into the structure
of the AtPT. Single attack vectors requiring no other
support actions, for instance, will always be represented
by direct child nodes of the root node that represents the
examined threat/goal.

As these rules still leave plenty of room for subjective interpre-
tation, a full expansion of the steps into formalized instructions
to construct an attack probability tree will remain an objective
for future work.

IV. EXPERIMENTAL EXAMPLE

In the following Section, the combination of the attack prob-
ability trees introduced in this paper and the risk assessment
method from [4] and [5] will be illustrated with the help of a
real-world example from Legal Metrology:

Taximeters are one kind of measuring instrument subject
to the requirements of the MID widely used all over Europe.
However, the protective measures for such instruments agreed
upon on the European level only affect the taximeter unit
itself, which consists of display, user interface and open
communication interface for a sensor. The signal path between
the distance pulse generator at the wheel (i.e. the sensor itself)
and the taximeter is only subject to national regulations.

Therefore, some countries do not require any protection
for the signal path while others have introduced different
protective mechanisms, each being designed with particular
attack vectors in mind. Before taking a look at some of these
countermeasures, the simple case of an open communication
path between signal generator and taximeter will be discussed.

A. Formal case analysis for taximeters

The general installation of a taximeter in a car can be
described by two very basic configurations, as shown in Fig.
3 and Fig. 4. The first typical installation consists of an
analog pulse generator at the wheel of the taxi whose output
are distance pulses. Each of these pulses represents a fixed
distance traveled. The rate of the pulses is thus proportional to
the speed of the car. These pulses may be filtered and amplified
several times on their way to the taximeter, with additional
electrically decoupling devices being used for safety. Pulse

dividers may be used as well, if the rate expected by the
taximeter does not fit the rate of the wheel sensor. This is
usually the case when a car is fitted with a taximeter that
does not come from the same manufacturer as the car itself.
It is important to note, that the signal in this scenario is fully
analog all along the signal path.

The second typical installation represents a digital signal
path, see Fig. 4. There, too, an analog pulse signal is generated
at the wheel. The signal is, however, converted within the
safety-relevant controller of the anti-blocking system (ABS)
to a digital datagram on the CAN-bus as defined by ISO
11898-1 [13]. The CAN-bus is a well-known bus protocol
widely used by car manufacturers around the world to connect
different digital systems within a vehicle. Attacks on the
analog signal between signal generator and ABS controller
are not considered in this paper, as they would very likely
result in failures of brakes or acceleration control and could
thus not safely be used to influence the calculated taxi fare
or the distance traveled. The remainder of the signal path is
purely digital, but no protective measure are realized, except
for simple checksums, which may be used to test the integrity
of received datagrams.

B. Attack probability tree for the analog signal path

As mentioned in Section III, the only threat investigated
here is an inadmissible increase of the legally relevant mea-
surement value, i.e. the distance traveled or the calculated taxi
fare. The root node (A) as given in Fig. 5 reflects this. Since all
attacks examined here have an impact on all future measuring
values, they are assigned an impact score of 1. Once the sum
score of a node has been calculated its respective probability
score can be identified using Table I. If this score is then
multiplied with the impact score of 1 to calculate the actual
risk, it becomes obvious that probability score and risk are
identical. For other threats, this will of course be different and
the respective tree should be appropriately labeled with the
assigned impact score.

For the purely analog signal path, two known attack vectors
exist: the manual feeding of additional pulses into the pulse
line by means of a needle (node (B) in Fig. 5) and the
installation of a different pulse generator or other intermediary
device into the signal path (node (C) in Fig. 5). As these
two attack vectors are alternatives of one another, they are
linked to the parent node (A) by an OR-connection expressed
by two simple edges. An arc between two or more edges
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Fig. 5. Exemplary attack probability tree for the analog scenario. This also
corresponds to the state of the tree for a highly motivated attacker. Highlighted
nodes form the likeliest sub-tree to the root node after successful execution
of the algorithm.

would represent an AND-connection. Such AND-statements
may be found in the next level of the AtPT. The feeding of
pulses by means of a needle (node (B)) requires both access
to the pulse line (node (E)) and the manual feeding of pulses
itself (node (D)). If a different sensor is to be installed (node
(C)), again access to the pulse line is required (node (E)). In
addition, the installation itself needs to be realized (node (F)).
Again nodes (E) and (F) are linked by an AND-statement.
Interestingly, node (E) plays a role in both attacks and thus
offers the possibility of functioning as a possible entry point
for a countermeasure. To calculate the probability score of the
original threat (A), the leaf nodes (D), (E) and (F) are each
assigned point scores in the aforementioned five categories.
Tables listing all possible scores and an explanation for each
may be found in [3].

The actual values given in Fig. 5 can be explained as fol-
lows: Finding and accessing the pulse line (node (E)) takes less
than a day and is thus given a score of 0 for time. Especially in
cars with a greater number of signals lines connecting arbitrary
devices, finding the right spot to access the correct cable
without the change later being obvious to market surveillance
will require only proficient expertise, which corresponds to
a score of 2. In addition, only restricted knowledge of the
taximeter’s installation is necessary to carry out this step,
resulting in a score of 2 for knowledge. If the attacker is
also the car’s owner, he or she will have unlimited access,
which is expressed by a value of 0 (unlimited) for the window
of opportunity. Also, only standard equipment is necessary
for this step (score of 0). The situation is slightly different
for the actual installation and usage of the needle to feed
additional pulses (node (D)). The expertise and knowledge
score are slightly increased as one has to understand the
internal algorithm of the taximeter to feed the right amount of
pulses while also performing the task without being noticed by

customer/passenger. Finally, the situation is slightly different
if some additional sensor or store-bought intermediary device
is installed (node (F)). Connecting the device correctly will
require a slightly higher level of expertise (score of 4) but no
additional information about the actual taximeter (knowledge
score of 2). As the additional sensor or intermediary device
cannot be considered standard equipment, that score is raised
to a value of 4.

Once the attributes of the leaf nodes have all be initialized,
these values can now propagate up the tree according to the
rules established in Section III. It should be noted that nodes
(B) and (C) both have AND-connections to their respective
child nodes and thus the maximum value for each score is
copied to the next level. At the root node, however, an OR-
relationship between both alternative attack vectors exists.
Here, scenarios (B) and (C) compete with each other. As
(B) has a slightly smaller sum score it is considered more
likely and the root node (A) thus becomes a direct copy of
(B). The most probable attack scenario resulting from the
algorithm is a sub-tree consisting of nodes (A), (B), (D) and
(E), which are highlighted in Fig. 5. The sum score of 9 at
node (A) corresponds to a very high probability score of 5
and, after multiplication with the impact of 1, to a risk value
of 5 which would require changes to the system, before it
can pass conformity assessment. Since no limits are imposed
here on the expertise and knowledge scores, this scenario
corresponds to the case of a highly motivated attacker. For
a detailed explanation see Section III and also reference [5].

C. Attack probability tree for the digital signal path

The AtPT for the digital signal path is given in Fig. 6.
In this scenario, there are three alternative attacks ((D), (E)
and (F) in Fig. 6) that could all be used to realize an illegal
increase of the legally relevant measurement value. Two of
them ((D) and (E)) require access to the field bus of the taxi
first (node B). Once physical access to the field bus has been
established, an attacker could either install an additional signal
source that transmits its own datagrams over the bus (node
(D)) or the attacker could install a so-called car hacking device
(node (E)), which jams the dataflow from other sources before
transmitting its own signal and is thus more difficult to detect.
Nodes (C) and (F) represent an attack on the control unit
which converts accumulated distance pulse counts from the
ABS unit into a physical distance in meters. The conversion
factor for this operation is usually referred to as k. Once the
configuration interface of the control unit has physically been
accessed, k can be changed using equipment available to most
car mechanics.

It should be noted that (F) could also have been split into
two seperate nodes for accessing the port and changing the
configuration, which was avoided here due to space limita-
tions. Again, each leaf node can be assigned point scores
for all of its five attributes. The time required for (D) and
(E) will still be less than a week, corresponding to a value
of 1. In both cases an expert is required to install the new
device or signal source (expertise score of 6). However, the
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Fig. 6. Exemplary attack probability tree for the digital scenario. This also
corresponds to the state of the tree for a highly motivated attacker.

programming of the car hacking device will also require
programming skills, which increases the score to 8 (multiple
expert). In order to be able to add an additional source to
the field bus, sensitive knowledge concerning the addresses
used on the bus and possible manufacturer-specific protocol
extensions is needed (knowledge score of 7 for node (D)). If
a car hacking device is programmed, the exact behavior of
all other devices connected to the bus needs to be known
first, which increases the knowledge score to 11 (critical
knowledge). The window of opportunity is identical to that
of the analog scenario. While specialized equipment (score
of 4) is needed to install a new signal source (node (D)),
multiple bespoke equipment, that cannot be bought legally on
the market (score of 9 for node (E)) is required for car hacking.
The attack on the configuration port as described by nodes (C)
and (F) may take considerably longer (score of 3 for time),
since software for breaking the car’s security mechanisms
(password protection) may be needed. The software, however
does not require expert knowledge to be operated (score of 3)
and only restricted knowledge, available to most mechanics,
is needed to identify the correct port and execute the attack
(score of 3). Again, there may be an unlimited window of
opportunity and the equipment level is comparable to the one
for attack (D).

The algorithm for propagating attributes values is executed
in the same manner as before. At node (B) attacks (D) and
(E) compete with one another as they are linked by an OR-
statement. Since (D) has a smaller sum score and is thus more
likely, its values are propagated to (B). (F) is a simple copy
of (C) and its values are simply copied to the next level. At
the root node the likeliest attack scenario (C) is again selected
according to the sum score. The resulting sub-tree with the
highest probability of occurence (nodes (A), (C) and (F)) is
highlighted in Fig. The score for probability of occurrence can
finally be derived from the sum score of 13 for the root node
(A) and takes on a rather high value of 4. The risk associated
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Fig. 7. Exemplary attack probability tree for the analog scenario for an
attacker with low motivation.

with the threat is also 4, due to the impact score of 1.

D. Effect of attacker motivation

To examine the effect of attacker motivation on an AtPT,
the taximeter example with an analog signal path will be
used again. As mentioned above, the AtPT given in Fig. 5
corresponds to a scenario with a highly motivated attacker
willing to invest virtually limitless amounts of resources. If an
attacker with low or medium motivation is considered instead,
a lower bound for expertise and equipment is imposed. For
medium motivation, this limit takes on a value of 3, see [5]
for details. The effect of a low level of motivation (lower limit
of 6) can be seen in Fig. 7. Again, the attributes of the leaves
constitute the input to the algorithm.

Here, the scores for expertise and equipment are automati-
cally set to a value of 6. Afterwards, the values are propagated
up the tree. Node (B) is thus assigned a sum score of 17 while
node (C) receives a sum score of 16 due to their expertise
value of 8, see expertise rule for AND-statement in Section III.
Compared to the original state of the AtPT, node (C) suddenly
becomes more probable, which shifts the likeliest sub-tree to
the constellation (A), (C), (E), (F). Thus, the properties of
(C) are finally copied to the root node (A). It follows, that
the most probable attack vector does not only depend upon
technical specifications but also on the level of motivation of
an attacker. This finding should play an important role when
designing and selecting countermeasures to attack vectors.

E. Identifying suitable countermeasures

As countermeasures will specifically target one or more
attack vectors, they can directly be linked to one or more
nodes within an AtPT. With the aim of finding the best node
for a countermeasure, inverted sub-trees within an AtPT need
to be found. An inverted tree could be any leaf with more
than one connected node from the preceding level. The bigger
such an inverted tree is, the more parent nodes depend upon
the selected leaf. In Figure 5, both (B) and (C) depend upon
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Fig. 8. Exemplary attack probability tree for the analog scenario after the
implementation of the armored cable as a countermeasure.

node (E) and the biggest inverted sub-tree is constituted by
nodes (E), (B) and (C). A countermeasure specifically targeted
at preventing access to the pulse line (node (E)) will thus have
the biggest impact in this scenario.

One such countermeasure is the installation of so-called
armored cable that will either prevent access to the pulse
line with layers of wire mesh or will stop working if one
of the meshes is cut from the outside. The effect of the
countermeasure on the attack tree is shown in Fig. 8. With
the armored cable in place, the time required to access the
pulse line is raised to at least a week (score of 1 for node
(E)). In addition, expert knowledge (expertise score of 6)
and sensitive details about the protective mechanism of the
armored cable (knowledge score of 7) are needed. While the
window of opportunity remains unchanged, multiple bespoke
equipment is needed to successfully obtain access to the pulse
line without detection (score of 8). Once these attributes have
been propagated up the tree, both nodes (B) and (C) are now
only influenced by node (E), with nodes (D) and (F) having no
significant effect. Subsequently, the root node (A) also takes on
the properties of node (E) and the sum score of 22 expresses
the considerably decreased probability of occurrence, which
results in acceptable probability and risk scores of 2.

V. SUMMARY

In this paper, attack probability trees (AtPT) have been in-
troduced specifically tailored to the risk assessment method for
software in Legal Metrology described in [4] and extended in
[5]. Nevertheless, the rules established here for the propagation
of attributes within the AtPT should be applicable for a number
of other methods ([3], [12]).

A detailed example was discussed to illustrate the bottom-up
approach of the algorithm. In addition, the effect of attacker
motivation on the assessment results was also examined and
it was shown that the most likely attack cannot be identified
by examining technical features alone. Instead, the attacker

motivation will have a significant affect on the sub-tree that
finally defines the properties of the root node. Finally, it was
illustrated how countermeasures may be identified from a
complete AtPT by searching for the biggest inverted tree.

Future work will firstly focus on the definition of strict
rules to derive attack probability trees from the documentation
supplied for conformity assessment, according to Module B
and proving their correctness. For this, a general model of
measuring instruments derived from [11] may be of some use.
Secondly, a formalized method is still needed for identifying
optimal countermeasure entry points, standardizing risk and
probability measurements. This kind of development will
require a sufficient amount of empirical data that could be
tested by means of existing Bayesian strategies. Finally, it will
be investigated how information originating from the field may
be used to validate the risk assessment results.
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

Abstract—This study focuses on multimodal artifact metrics

and  proposes  a  technique  based  on  multimodal  biometric

systems that are a type of biometric identification systems. It is

expected  that  this  technique  can  aid  in  verifying  the

authenticity of each artifact in a more accurate manner and in

increasing the level of difficulty involved in counterfeiting when

compared to those of existing artifact metric techniques. This

technique  will  ensure  that  artifacts  will  possess  specific

characteristics (two or more) that are extracted from different

physical  characteristics.  The  study  created  card-shaped

samples with two physical characteristics (electrical and optical

characteristics)  to  prove  the  feasibility  of  the  proposed

technique. The results indicate that two information features,

namely  sheet  resistance  and  visible  light  image,  which  are

extracted from the above characteristics, are different in each

sample.  This indicates  that  the two information features can

correspond  to  the  characteristic  information  necessary  to

distinguish each sample.

I. INTRODUCTION

A. Background and target  

LTHOUGH the use of artifact metrics is a technique

for verifying the authenticity of the artifacts produced

daily by manufacturers,  its concept  is the same as that  of

biometrics. In artifact metrics, authenticity is verified using

characteristic  information  extracted  from  an  individual

artifact. Similarly, biometrics identifies a person using bio-

information extracted from an individual. 

A

It can be said that the word “artifact metrics” stems from

a word “biometrics.” In biometrics, single modal techniques

(methods  that  use  a  single  type  of  bio-information  to

identify individuals)  have been  prevalent  so far;  however,

multimodal techniques (methods that use multiple types of

bio-information  to  identify  individuals)  have  become

common in recent years in order to identify a person with

high accuracy and strengthen the robustness of the technique

to  impersonation  attacks.  In  fact,  a  technical  report  on

multimodal identification systems was published by ISO [1],

and in India, faces, fingerprints, and iris information are 

This work was supported by the Kurata Memorial Hitach Science and
Technology  Foundation  and  the  JSPS  KAKENHI  Grant  Number
JP16H07178

Fig.  1 An overview of the artifact metrics system.

used  to  identify  individuals  in  the  national  identification

number project [2].

Nowadays,  a  massive  number  of  copied  products  that

mimic  genuine  ones  have  been  distributed.  Hence,

techniques  for  verifying  the  authenticity  of  artifacts  with

high accuracy and making counterfeiting more difficult are

becoming  increasingly  necessary  in  manufacturing

industries. Therefore, in this paper, we propose a technique

that uses “multimodal artifact metrics,” which are based on

multimodal  biometrics.  This  technique  gives  artifacts

multiple  types  of  characteristic  information  with  different

physical  characteristics  and  can  verify  the  authenticity  of

each artifact using this information. 

This paper describes the following contents: In section 2,

we describe our technique’s concept, prerequisites, and the

artifacts targeted in this paper. In section 3, we introduce our

approach.  In  section  4,  we  explain  our  experiments  of

verifying  the  effectiveness  of  our  method  and  show  its

results. Authors describe the considerations for practical use

in section 5 and conclude this paper in section 6.

B. Overview of artifact metrics 

In  this  section,  we  describe  how  characteristic

information  extracted  from  artifacts  is  used  in  artifact

metrics. In artifact metrics, an artifact’s unique characteristic

information  is  extracted  using  sensing  devices.  This

information  is  embedded  in  the  artifact  using  the  simple

methods  of  adding  materials  (fillers)  with  one  physical

characteristic  during  the  manufacturing  process.  The

particles  of  the added fillers  are distributed randomly and

non-uniformly  and  fixed  in  the  artifact.  Their  degree  of
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distribution reflects the characteristic information.  Table 1

shows  the  physical  characteristics  of  fillers  added  in  the

manufacturing  process  and  the  characteristic  information

extracted from them. 

Fig. 1 shows an overview of the system (artifact metric

system) that uses the artifact metrics. Indicated two phases

are almost the same as those of biometrics. In this system,

characteristic  information  is  extracted  from  each  artifact

before it is shipped and the information is stored in a secure

database. To verify the authenticity of an artifact, the system

extracts the characteristic information from it and compares

this information with the registered feature information from

the secure database.

C. Related studies 

In this section, authors introduce related studies in order

to  clarify  our  study’s  position.  Characteristic  information

extracted  from artifacts  can be changed depending  on the

environmental  circumstances  during  extraction  (such  as

temperature, humidity, and position of the artifacts relative

to the sensing devices).  However,  even in such situations,

the  artifact  metric  system  should  be  able  to  verify

authenticity  stably  and  correctly  based  on  the  strong

correlation between the characteristic information registered

in the database and the information features extracted during

verification.

There  is  an  approach  to  increase  the  number  of

characteristic information in order to find strong correlations

between  both  registered  and  extracted  information.  A

method  was  proposed  to  extract  two  characteristic

information from a filler with one physical  feature [3].  In

this method, a filler with an optical feature (glass phosphor

powder) is mixed with paint and glaze and adhered onto the

surface  of  porcelain  in  order  to  bond  the  particles  of  the

filler onto the ceramics during the firing process. There is a

difference between the density of light-emitting ions and the

particle  diameters  that  depends  on  the  observation  points.

The  method  [3]  utilizes  the  difference  between  the

distributions  of  the  light-emitting  spectrum  and  light-

emitting intensity that is caused by this difference and uses

these two distributions as characteristic information. 

II.MULTIMODAL ARTIFACT METRICS 

A. Concept 

The  idea  for  the  technique  proposed  in  this  paper

(multimodal  artifact  metrics)  is  based  on  multimodal

identification in biometrics. However, unlike previous study

[3],  as  described  in  Section  1.3,  this  technique  gives  an

artifact two or more physical characteristics and extracts two

or more types of characteristic information from them. The

main difference between our method and that of [3] (i.e., the

advantage of our method) is that it  is able to increase the

number of  characteristic information that  can be extracted

from the artifact.  This is because the previous study gives

the artifact  only one physical  characteristic so that clearly

fewer number of characteristic information can be extracted 

TABLE I.
PHYSICAL FEATURES AND EXTRACTED CHARACTERISTIC

INFORMATION

Physical

characteristics
Extracted feature information

Optical
characteristics

Particles’  optical  characteristics  (reflection,
transmission, infraction, and fluorescence) and their
degree  of  distribution  reflect  the  characteristic
information, which is extracted by sensors that can
detect light intensity

Magnetic
characteristics

Particles’  magnetic  characteristics  (attraction  and
repulsive  force)  and  their  degree  of  distribution
reflect  the  characteristic  information,  which  is
extracted  by  sensors  that  can  detect  a  change  in
magnetism.

Electrical
characteristics

Particles’  electric  characteristics  (electrical  charge)
and  the  degree  of  distribution  reflect  the
characteristic  information,  which  is  extracted  by
sensors that can detect the quantity of electric charge.

Vibration
characteristics

Particles’ vibration characteristics (sonic waves) and
the  degree  of  distribution  reflect  the  characteristic
information, which is extracted by sensors that can
detect sonic waves.

TABLE II.
CATEGORIZATION OF SYNTHETIC RESIN PRODUCTS 

Type 1

Definition: 
The majority of the artifact is formed of synthetic resin. 

Usage 1: 
Credit     cards  [4]，Cash cards[5]，SIM cards, etc.
Usage 2: 
Prepaid cards[6]，loyalty cards, etc. 
Usage 3: 
Exterior finish of home appliances, hardware token (One-
time password generator, etc.) 

Material: 
PVC is used for Usage 1, PET is used for Usage 2, and ABS
is used for Usage 3. 

Type 2

Definition: 
The surface of the artifact is coated or painted by synthetic 
resin. 

Usage 1: 
Products made of ABS or polycarbonate without a baked
finish  (e.g.,  wrist  watches[7]  and  spectacle  frames  for
eyeglasses). This finish requires more than 150°C. 
Usage 2: 
Products made of aluminum or brass without a baked finish 
(e.g., cast aluminum wheels  [  8]). 

Material: 
Acrylate resin, urethane resin, fluorine resin, or epoxy resin 
is used for coating or painting in both usages. 

from the artifact, whereas our method gives the artifact two

or more physical features.

Our  method  has  two  contributions  to  artifact  metrics

technology.  One  is  the  ability  to  verify  the  authenticity

stably  and  correctly  (as  we  mentioned  in  the  previous

section),  as  our  method  can  find  a  strong  correlation

between  the  characteristic  information  registered  in  a
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database  and  the  feature  information  extracted  from  the

artifact by increasing the number of characteristic informati-

Fig.  2 A cross section of a valuable card.

on  contained  in  artifact.Another  one  is  to  heighten  the

difficulty  of  counterfeiting  for  forgers,  as  the  number  of

characteristic information contained in genuine products is

increased.

B. Application to valuable card made from synthetic resin

Although  we  are  still  investigating  artifacts  that  are

appropriate  for  multimodal  metrics,  we  focus  here  on

artifacts  made  from  synthetic  resin  as  one  application  in

order to verify the applicability of our method.

We have two reasons for focusing on this type of artifact.

One is that such artifacts are common in our daily life. In

general, synthetic resin is easy to form and resists acid and

alkaline corrosion.  Furthermore,  it  is  used to add features

and characteristics to products in order to make them fit for

use. Although it has the reputation of being non-conductive,

flammable,  and non-biodegradable,  new types of synthetic

resin  with  electro-conductive,  flame-retardant,  and

biodegradable features have been developed. It can also be

recycled.

Another reason is the existence of copied synthetic resin

products.  Table  2  categorizes  synthetic  resin  products.

Products  for  which  the existence of  copied products  have

been confirmed are underlined and the reference given. (In

Table 2, products are categorized into two groups, and the

definition, purpose of use, and specific name of the synthetic

resin are indicated.) We predict that security devices (such

as SIM cards and hardware tokens which are categorized in

Type 1) would be copied in the near future. 

Specifically, the present study focuses on valuable cards

composed of synthetic resin (such as credit cards) that are

widely used worldwide. Additionally, a technical approach

is also proposed to provide characteristic information with

respect to the products and to verify the applicability of the

proposed method through experiments.

C. Requirements 

This section lists four requirements that must be satisfied

by  the  technical  approach  in  which  multimodal  artifact

metrics are applied to valuable cards. 

Requirement 1:  Characteristic  information can be formed

on the print surface of valuable cards. 

It  is  desirable  for  the  technical  approach  to  form

characteristic information on the print surface of valuable

cards  such  that  the printing of  card  information  and the

formation of characteristic information can be performed

on  the  same  surface.  This  includes  the  advantages  of

simultaneously  reading  and  extracting  the  two  above-

mentioned pieces of information. As a reference, valuable

cards are formed by four resin layers (two core layers and

two  skin  layers)  [9,  10]  as  shown  in  Fig.  2,  and  the

characters and images printed on the surface of core layer

are protected by a skin layer.

Requirement  2:  Characteristic  information is not  affected

by temperature.

Valuable cards are used in a situation characterized by a

wide  range  of  temperature.  Hence,  it  is  necessary  that

temperature should not affect the characteristic information

formed on the surface of the core layer.

Requirement 3: Valuable cards should be tamper-resistant.

Valuable cards should possess a tamper-resistance function

to  ensure  the  difficulty  involved  in  copying  the

characteristic  information.  With  respect  to  concrete,  the

characteristic information breaks easily if the skin layer is

stripped.

Requirement  4:  Materials  used  to  form  characteristic

information are safe.

Materials used to form valuable cards  (such as synthetic

resin  and  the  paint)  are  associated  with  a  low  risk  of

affecting  human  skin.  Hence,  it  is  necessary  that  the

material  used  to  form  characteristic  information  on  the

surface of core layer should possess the same feature.

D. Preconditions 

We set the prerequisites shown below in order to clarify

our discussion. 

Condition 1:  The goal of this study involved verifying

the  applicability  of  the  proposed  approach  to  apply

multimodal artifact metrics to valuable cards. In the case of

concrete, three objectives are involved: (1) Creating samples

with two characteristic information features  (derived  from

different  physical  characteristics)  on  the  surface  of  resin

plate that is used in a manner similar to a real core layer; (2)

Extracting  two  types  of  characteristic  information  from

samples;  (3)  Confirming  the  differences  in  the  types  of

characteristic information extracted from each sample. 

Condition  2: The  goal  of  this  paper  is  to  determine

whether we can apply multimodal artifact metrics to samples

made of  synthetic  resin  (conductive  polymer).  Hence,  the

implementation  of  multimodal  artifact  metrics  (the

construction of an artifact metric system and its evaluation)

is not within the scope of this paper.
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III. APPROACH

A. Forming characteristic information 

To satisfy four requirements described in section 2.3, it is

necessary  to  form  a  thin  film on  the  surface  of  the  core

layer. In this paper, we use a mixture of conductive polymer

paint and small amount of infrared up-conversion phosphor

powder (hereinafter referred to as IR phosphor powder). The

conductive polymer paint (as shown in Fig. 3) possesses low

electrical  resistance  and  is  used  as  a  material  to  create  a

transparent  electrode.  It  also  possesses  the  three  features,

namely the conductivity is not affected by temperature [11],

there is a low risk of affecting human skin, and it is more

flexible  and  possesses  high  transparency  when  compared

with that of Indium Tin Oxide used as a material for making

transparent electrodes. The transparent electrode formed by

the polymer paint is not broken, and its electrical resistance

(sheet  resistance)  is  not  changed  by  the  bending  force.

However,  it  is  easily  broken  by  a  physical  force  such  as

scratching.  Conversely,  this  leads  to  the  realization  of

tamper-resistance  for  the  characteristic  information.  For

example, as shown in Fig. 4, a tamper-resistance function is

realized  by  sandwiching  the  thin  film  with  a  high-

transparent adhesive allocated to the core as well as the skin

layer. If the skin layer is peeled off, then the characteristic

information included in the thin layer will be broken such

that it is not possible for a counterfeiter to easily analyze the

film.

The  IR  phosphor  powder  (as  shown  in  Fig.  3  with  a

particle  diameter  of  approximately  2–3  µm)  is  a  non-

conductive  substance.  The  optical  characteristics  are  not

affected  by  temperature  and  the  toxicity  is  significantly

lower  than  that  of  other  phosphors  that  emit  visible  light

(e.g.,  quantum  dot  semiconductor  phosphor).  The  IR

phosphor powder emits visible light with a peak wavelength

of  X  by  optical  excitation  with  a  peak  wavelength  of  Y.

Both  peak  wavelengths  can  be  changed  by  adjusting  the

composition of the IR phosphor powders. Additionally, due

to ease  of  handling,  IR phosphor  is  widely  used  for  bio-

imaging, tracking, and simple authentication of products. 

B. Reasons for selecting a thin film to form characteristic 

information 

This section describes  the reasons for  adopting the thin

film instead  of  the  core  layer  as  the  location  to  form

characteristic information. The core layer of valuable cards

is  composed  of  PVC  or  polyvinyl  chloride.  Specifically,

PVC is  a  non-conductive  substance  and  does  not  possess

distinguishing optical and electrical characteristics, and thus

it  is  necessary  to  add  a  filler  with  two  physical

characteristics  in  PVC.  Incidentally,  the  preliminary

experiment indicates that it  is possible to induce electrical

characteristic  in  a non-conductive  synthetic  resin  (epoxy).

However,  it  is  not  appropriate  to  consider  the  extracted

resistance as a type of characteristic information because the

resistance is very high and not stable (with a value between

4.0Ω  and  6.0×1012Ω)  [12].  This  indicates  that  the  same

situation could occur in PVC.

The optical characteristic is also considered. A large part

of  light  irradiated  to the core  layer  reflects  on its  surface

such that it is hard for scattering to occur due to the high

glossiness  of  the  PVC  (as  shown  in  Fig.  5).  Hence,  the

amount of optical characteristic information is low since the

luminescence is observed in a 2-dimensional surface and not

in a 3-dimensional manner even if the IR phosphor powder

is added to PVC. 

Conversely, in the proposed approach, observed electrical

resistance is likely to be low and stable since a major part of

the  thin  film  is  dominated  by  a  conductive  substance.

Additionally,  reproducibility  (this  implies  that  the  same

resistance is observed throughout at the same point) can be

observed if the resistance is stable. Hence, it is possible that

the resistance extracted from the thin film can correspond to

the electrical feature information.

This is followed by examining the optical characteristic.

The glossiness  of  the thin film formed by the conductive

polymer is significantly lower than that of the PVC, and thus

the light irradiated to the thin film scatters on its surface (as

shown in Fig. 5). Hence, the IR phosphor that exists both at

the  surface  and  inside  the  thin  film  is  excited,  and  the

luminescence  of  IR  phosphor  can  be  captured  3-

dimensionally by a camera (this means that the amount of

optical feature information increases). Thus, the thin film is 

 

Fig.  3 Conductive polymer paint (left) and IR up-conversion phosphor
(right).

Fig.  4 Thin film and adhesive layers. 

Fig.  5 Reflection and scattering. 
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Fig.  6 An illustration depicting densities of the bonded molecules. 

Fig.  7  An overview of the eddy current measuring method and its
electrical circuit.

Fig.  8  Photo shooting method.

adopted  as the location for  the formation  of  characteristic

information because of the fore-mentioned reasons. 

C. Forming information features 

This section describes the manner in which the two types

of information features are formed by using a mixture of a

conductive polymer and IR phosphor powder as described in

section  3.1.  The  thin  film  is  formed  when  the  moisture

evaporates after a thin coat of the liquid mixture is painted

on the surface of core layer. Thus, the connections between

the particles of the polymer are variable because they spread

randomly  and  non-uniformly  due  to  the  existence  of  IR

phosphor particles when the thin film is formed (as shown in

Fig. 6). Hence, it is possible to extract electrical resistance as

an information feature because it is reflected by the above

connection.  Furthermore,  the  size  of  each  IR  phosphor

particle  (it  is  reflected  as  light  emission  intensity),  the

degree of reflection, transmission, and inflection of the light,

and the degree of dispersion of the phosphor particles are

also simultaneously determined in the thin film. Hence, they

are reflected as the characteristic information and extracted

as  an  information  feature  by  capturing  images  using  a

camera with optical excitation. The proposed approach that

extracts  two  types  of  characteristic  information  without

contact  is  applied.  Hence,  this  can  avoid  the  risk  of

scratching  the  surface  of  valuable  cards  while  extracting

characteristic information. 

D. Extraction of characteristic information 

First, the extraction method of electrical resistance (sheet

resistance)  is  described.  In  general,  probes  are  used  to

measure electrical resistance of samples and there are two

types of methods of using probes (two-terminals and four-

terminals measuring method). On the other hand, in order to

measure the resistance of thin film (or the sheet resistance),

there is a method not to touch any probes to the samples (it

is called eddy current measuring method). In this method, as

shown in Fig. 7, sample is set between the gap of the probe.

Measuring  procedure  of  the  surface  resistivity  is  shown

below:

(1)  Generate  magnetic  flux  by  adding  high  frequency

between the probe.

(2)  Eddy  current  occurs  in  the  sample  when  sample  is

inserted  between the gap  of  the  probe.  At  this  time,

electrical power loss occurs as the current is consumed

in  the  sample.  The  current  in  the  circuit  is  also

decreased in proportion to the above loss. 

(3) As decreased current value is inversely proportional to

the sample’s resistance, surface resistivity is calculated

by using these values and the thickness of the sample.

The  fore-mentioned  measurement  method  appears  as

appropriate since it is easy to break the thin film composed

of  a  conductive  polymer  when  it  is  subject  to  a  physical

force (e.g., scratching). In the experiment (refer section 4),

the difference between the sheet resistances extracted from

samples is then confirmed.

This is followed by describing the shooting method of the

luminescence  of  the  IR  phosphor  caused  by  an  optical

excitation  by  using  a  camera.  As  shown  in  Fig.  8,  the

photographing  devices  and the sample are set  in the dark

box. This is because the aim includes capturing the visible

light components only from the luminescence by using an

image sensor of the camera. The camera faces the sample,

and  IR  light  is  irradiated  on  the  sample  surface.  The

particles of the IR phosphor emit visible light with a specific

peak  wavelength  by  optical  excitation,  and  the  scene  is

captured  by  using  the  camera.  This  is  followed  by

confirming  the  differences  between  each  image  obtained

from the samples (refer section 4.)

E. Verification of authenticity  

Similar to other techniques proposed for artifact metrics

so far,  authenticity  verification  is  done  by  calculating  the

degree  of  similarity  between  the  information  features

registered  in  a  secure  database  beforehand  and  those

extracted  during  verification.  As  described  in  section  2.4,

the implementation of multimodal artifact metrics is beyond

the scope of this study because the main aim of this study

involves  creating  samples  with two types of  characteristic
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information  derived  from different  physical  characteristics

on  the  surface  of  the resin  plate,  extracting  two different

types  of  information  features  from  the  samples,  and

confirming  the  differences  between  the  extracted

information.  Hence,  in  this  paper,  we  refrain  from

describing how to set the threshold level for calculating the

degree  of  similarity.  However,  if  we  implement  our

technique,  we  should  carefully  calculate  the  degree  of

similarity in order to avoid incorrectly determining genuine

products as copied products and vice versa [3].

IV. EXPERIMENTS

A. Appropriate amount of IR phosphor powder 

Generally, the decrease in moldability and the decline in

strength  can  be  observed  if  there  is  an  increase  in  the

amount  of  fillers  added  to  the  synthetic  resin  [13,  14].

Conversely,  it  is  not  possible  to  extract  sufficient

characteristic information if a low amount of fillers is used.

Hence, to determine the appropriate amount of IR phosphor

powder to be added to the conductive polymer, four types of

mixtures  with different  weight  ratios  of  phosphor  powder

(5%, 10%, 20%, and 40%) are created. The liquid mixture is

then used to confirm whether or not the thin film is formed

on the surface of the resin plate that is used to resemble the

real core layer. 

A polypropylene plate with hydrophilic characteristics is

used. The mixture of liquid spreads in a circle on the surface

of  the  plate  and  corresponds  to  a  thin  film  state  due  to

hydrophilic features of the plate and the gravity following

the  infusion  of  5  ml  of  liquid  by  using  a  syringe.  The

mixture is kept undisturbed for 60 min to evaporate moisture

from the liquid, and a transparent blue thin film is formed

from 5% and 10% mixture liquid. The film does not form

from 20% and  40% mixture  liquid  (as  shown in  Fig.  9).

However, the existence of the IR phosphor powder is clearly

observed. This phenomenon corresponds to that observed in

previous studies [13, 14].

It is desirable for the synthetic resin to possess a smaller

amount of fillers. Hence, it is determined hereinafter that a

5% weight ratio of IR phosphor powder is necessary to form

the mixture  with a conductive  polymer.  There are several

methods to create a thinner film including the spin-coating

method  and  the  dip-coating  method.  However,  these

methods  are  not  used  as  the  aim  of  this  study  involves

verifying the applicability of the proposed approach. 

B. Sample making  

It is necessary for the sample thickness to range between

0.5 mm to 1.5 mm and for the film diameter to exceed the

probe diameter when the sheet resistance of the thin film is

measured. In the experiment, the sheet resistance meter that

includes a probe with a diameter of 14 mm is used, and thus

a  transparent  polypropylene  plate  with  a  thickness  of  0.5

mm is used to resemble the real core and skin layer. The thin

film with a diameter exceeding 14 mm is used on the surface

of the core layer, and the film is sandwiched by the core and

the skin layer. A total of 20 samples are created, and each

sample has a thin film and two polypropylene layers.

C. Extraction of feature information (sheet resistance) 

As  shown  in  Fig.  7,  an  experiment  is  performed  to

confirm  the  differences  in  the  sheet  resistance  between

samples. Fig. 10 shows the sheet resistance extracted from

the central part of the samples. The vertical axis shows the

sheet resistance (ohm/square) and the horizontal axis shows

the  sample  number.  The  results  indicate  that  there  are

differences in the sheet resistance between the samples and

that the same resistance can be extracted from same point

even when there are differences between the insertion angles

of the sample and the probe (this implies that the result is

replicable). 

 

Fig.  9  Formed thin film (Left: 5%, Right: 20%).

Fig. 10  Sheet resistance (Weight percentage 5%).

Fig. 11  Sheet resistance (without IR phosphor powder). 

778 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Fig. 12  Measurement of sheet resistance.

Fig. 13  Sheet resistance (Weight percentage 5%).

Fig. 14  Experimental system.

Fig. 15  Sample images (Weight percentage 5%).

As  a  reference,  Fig.  11  shows  the  sheet  resistance

extracted  from the central  part  of  the samples  without  IR

phosphor powder. The degree of variation in the samples is

less than that  shown in Fig.  10 (where Sample number 1

exhibits  high  sheet  resistance. It  is  assumed  that  the  tiny

solid  pieces  contained  in  the  conductive  polymer  paint

probably  behaved  as  the resistance  and  affected  the eddy

current). 

As shown in Fig. 12, the sheet resistance is measured at

each point when the sample is  moved by 2 mm from the

reference point. Fig. 13 shows the line graph. The vertical

axis  denotes  the  sheet  resistance  (ohm/square),  the

horizontal  axis  denotes  the  distance  from  the  reference

point,  and  each  line  denotes  the  samples.  The  results

indicate the difference in the sheet resistance from different

samples,  and  the same resistance  could  be extracted from

same point on the sample even if there are differences in the

insertion  angle  between  the  sample  and  the  probe  (this

implies  that  the  result  was  replicable).  The  findings  also

reveal that there are differences in sheet resistances within

the same sample albeit extracted from different observation

points. Therefore, it is assumed that the sheet resistance is

potentially a type of characteristic information that can be

used to authenticate valuable cards.

D. Extraction of feature information (visible light images) 

As shown in Fig. 8, another experiment is conducted to

verify  two characteristics.  The first  characteristic  involves

observing  the  visible  light  emission  from  IR  phosphor

contained in samples with peak wavelengths of 548 nm and

554 nm by optical excitation with a peak wavelength of 980

nm.  The  second  characteristic  involves  observing  the

differences in the luminescence states in each sample.  We

made experimental system shown in Fig.  14 and irradiated

IR light (width: approx. 1mm, length: approx. 5mm) at the

center of the surface of samples. Fig. 15 shows six images

obtained from 20 samples (the bottom right corner  shows

the sample number). The luminescence of the IR phosphor

particles is expressed as whitish spots and the differences in

the emission intensities and the degree of the dispersion of

phosphors  can  be  observed  from the  images.  Hence,  it  is

assumed  that  the  visible  light  images  can  potentially

correspond  to  a  type  of  characteristic  information  that  is

used to distinguish valuable cards.

V.CONSIDERATIONS 

This  section  considers  the requirements  that  satisfy  the

proposed  approach  and  the  difficulty  of  counterfeiting

feature  information.  The  section  also  discusses  the

feasibility of the proposed method.

A. Satisfaction of the requirements 

This section describes the manner in which the proposed

approach  satisfies  the  requirements  listed  in  section  2.3.

First, with respect to Requirement 1, the proposed approach

forms  a  thin  film  on  the  surface  of  the  core  layer  and

provides two types of characteristic information with respect

MASAKI FUJIKAWA ET AL.: MULTIMODAL ARTIFACT METRICS FOR VALUABLE RESIN CARD 779



to the film. In the experiment, the thin film is formed on the

surface of the polypropylene plate used to resemble the real

core  layer  and  to  extract  two  types  of  characteristic

information from it. It is possible to perform printing on the

surface of  the polypropylene in a manner similar  to other

types  of  synthetic  resins  such  as  polyethylene,  polyvinyl

chloride,  and  polystyrene.  Hence,  it  is  assume  that  the

approach satisfies Requirement 1.

This  is  followed  by  considering  Requirement  2.  It  is

possible to use both materials (the conductive polymer paint

and  the  IR  phosphor  powder)  adopted  in  the  proposed

approach  across  a  wide  range  of  temperatures  since  the

materials  are  not  affected  by  temperature.  Additionally,

mixing the above materials does not produce any substances

that are susceptible to temperature. Hence, it is assumed that

the approach satisfies Requirement 2. 

With  respect  to  Requirement  3,  although  the  thin  film

composed of the conductive polymer is flexible,  it  breaks

easily  when  subject  to  physical  force  (such  as  light

scrubbing on the surface of the thin film by using a finger).

Therefore, it is assumed that a tamper-resistant feature can

be realized by sandwiching the thin film between the core

and the skin layer with adhesive (see Fig. 4).  Hence, it is

assumed  that  the  proposed  approach  satisfies

Requirement 3.

With  respect  to  Requirement  4,  a  conductive  polymer

does not contain any toxic elements and uses safe solvents

such as water and ethanol. Similarly, the IR phosphor is not

harmful since it is a stable oxide. An example of a stable

oxide  is  lead  glass  in  which  lead  glass  is  not  poisonous

although lead is toxic, and thus it is used as a material to

create fine glass tableware.  Hence,  the synthetic resin and

filler used in the proposed method do not pose any risks to

human skin,  and  it  is  assumed that  the approach  satisfies

Requirement 4. 

B. Difficulty of counterfeiting information features  

This section describes the difficulty of counterfeiting two

types  of  feature  information.  First,  the  sheet  resistance  is

considered.  As  shown  in  Fig.  10  and  Fig.  13,  there  are

differences in the sheet resistances extracted from samples.

Additionally, differences in sheet resistances are observed at

each observation point located in the same sample. A reason

for these differences could be attributed to the dispersion of

the  non-conductive  IR  phosphor  particles  that  are

spontaneously  and  randomly  scattered  in  the  conductive

polymer paint. 

This implies that the density of IR phosphor particle does

not form evenly. To counterfeit a genuine sample to create a

fake sample that has the same sheet resistance as the genuine

sample, the following tasks are necessary: 

(1) Obtaining materials (polypropylene plate, IR phosphor

powder, and conductive polymer paint) used to create a

genuine sample A. 

(2)  To  create  a  thin  film  with  same area,  thickness,  and

density  of  sample  A,  it  is  necessary  to  compose  a

mixture of conductive polymer and IR phosphor powder

and  to  drop  the  mixture  on  the  surface  of  the

polypropylene plate. Next, prior to drying the mixture of

liquid and converting it into a thin film, it is necessary to

move  and  fix  each  IR  phosphor  particle  (with  an

approximate particle diameter of several micrometers) at

the same three-dimensional location wherein the particle

from sample A exists in its thin film.

It  is  relatively  simple  to  perform  Step  (1)  in

manufacturing  of  a  genuine  sample.  However,  to perform

Step  (2),  a  counterfeiter  would  need  to  use  “a  high

resolution  microscope” and “a  technique to move and  fix

each  particle  at  the designated  three-dimensional  location.

Each particle exists in the liquid that  is  gradually cured.”

Hence,  a  high  level  of  difficulty  is  associated  with

counterfeiting.  Additionally,  as  the  size  and  the  shape  of

each particle are spontaneously and randomly determined, it

is extremely difficult to create a fake sample with the same

particles as those contained in genuine sample A.

Next, we consider the visible light images. Each sample

and camera was faced each other and the samples are set on

the optical surface plate, so that the images were shot along

the z-axis. The intensity of the visible light emission has a

relationship with the density  of  the IR phosphor particles,

and  a  higher  density  leads  to  stronger  infrared  light

emission. In addition, there are three possible light paths for

the visible light emitted from the IR phosphor particle (see

Fig.  16,  left).  One is the path  directly  from the center  of

particle,  the  second  one is  the  path  after  inflection  at  the

particle’s boundary, and the last one is the path that does not

come out of the particle because of repeated reflection at the

particle’s  boundary.  It  seems  that  the  sample  might  be

counterfeited  if  counterfeiters  could  gather  particles  with

direct  light  paths,  as  shown  in  Fig.  16,  left  (1)  and

Fig. 16  Light paths (left) and counterfeiting method (right). 

Fig. 17  Inflection, transmission, and reflection at the surface of
particle.
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accumulate them on the z-axis as in Fig. 16, right. However,

as shown in Fig. 17, visible light emitted out of IR phosphor

particle A might have reflection, inflection, and transmission

at particle B’s boundary, so it is hence quite difficult to emit

visible  light  only  along  the  z-axis  as  intended  by

counterfeiters (in fact, counterfeiting is quite difficult as the

shape of the particles is not spherical). Hence, we conclude

that  it  is  difficult  to  counterfeit  samples  with  the  same

visible light images because of the above considerations.

As  previously  mentioned,  the  proposed  approach  can

increase the level of difficulty involved in counterfeiting.

C. Application of the Phase-Only Correlation method 

In  a  biometric  system,  it  is  difficult  to  observe

reproducibility  in  images  involving  scans  of  fingerprints,

iris,  and  retina,  and  differences  (such  as  slight  parallel

translation, rotation movement, and brightness) are observed

between  the  fore-mentioned  images.  Hence,  an  image

matching  technique  termed  as  Phase-Only  Correlation

(POC) is adopted  [15]  to  stably evaluate  the similarity  in

images  despite  the  existence  of  the  fore-mentioned

differences. This system corrects the angle and the position

displacement  and  extracts  common  areas  between  the

registered image and the image obtained in the verification

phase.  This  is  followed  by  calculating  the  degree  of

correlation  degree  and  deriving  the similarity.  The results

indicate  that  the  proposed  algorithm  is  more  robust  than

algorithms  proposed  by  previous  studies  with  respect  to

differences in a photo shooting environment. 

We will conduct an experiment in order  to confirm the

applicability of this method with visible images used in our

approach. In concrete, we change the intensity of excitation

light and the location of samples and shoot visible images

while having optical excitation. We then confirm the degree

of similarity in each sample by using obtained images. 

D. Consideration of forming thin film 

In  the  experiment,  a  liquid  mixture  consisting  of  the

conductive polymer and the IR phosphor powder is dropped

by using a syringe to create a thin film by employing gravity

in  conjunction  with  the  hydrophilic  features  of  the  resin

plate. Although the thickness is low, the film is opaque (as

shown  in  Fig.  9  (left))  as  it  is  much  thicker  than  the

transparent  electrodes  composed  of  conductive  polymer

paint.

To avoid affecting the visibility of characters and images

printed on the surface of the real core layer, it is necessary to

form  a  thin  layer  with  a  thickness  equal  to  that  of  the

transparent electrodes on the entire surface of the real core

layer. This is because the visibility of printed characters and

images  could  be  affected  by  angularities  generated  at  the

boundary between the thin film and the core layer if the thin

film is formed on the part of the surface of the core layer.

In  contrast  to  the  dip-coating  method,  the  spin-coating

method described in section 4.1 has an advantage as it forms

a  thin  film  with  a  small  amount  of  coating  liquid  [16].

Additionally,  other  spin-coating  methods,  such  as  using

conductive  polymer  paint  as  a  coating  liquid  and  its

application to the surface of the synthetic resin plate, were

proposed by extant studies. Therefore, it is assumed that the

proposed approach (forming a thin layer on the surface of

the core layer) is associated with high feasibility. A future

study will  confirm two objectives,  namely  forming a thin

film  on  the  surface  of  the  core  layer  by  using  a  liquid

mixture  and  the  spin-coating  method  and  extracting  two

information features from a thin film without contact. 

VI. CONCLUSION

In this paper, we proposed multimodal artifact metrics in

order  to  authenticate  an  artifact  with  high  accuracy  and

heighten the difficulty  of  counterfeiting.  This technique is

based  on  multimodal  identification  in  biometrics.  This

method can give two or more information features generated

from two or  more  physical  characteristics  into  an  artifact

and  verify  the  authenticity  of  each  artifact  using  the

extracted information.

The  study  focused  on  valuable  cards  composed  of

synthetic resin as artifacts for the application of multimodal

artifact  metrics because the existence of copied cards  was

reported by extant studies. Additionally, an experiment was

conducted  to  confirm  the  applicability  of  the  proposed

approach (forming characteristic information on the surface

of the core layer). In the experiment, a thin film was formed

on the surface of polypropylene plate by using conductive

polymer  paint  and  an  IR  phosphor  powder.  Samples

consisting of a thin film and two polypropylene plates were

composed  in  which  the  thin  film was  sandwiched  by  the

plates.  Two  types  of  information  features,  namely  sheet

resistance and visible images, were extracted from samples

without contact. The result of the experiments indicated that

there  were  differences  in  the  information  extracted  from

each sample, and thus there is a high possibility that this can

be used as feature information.  Furthermore, the proposed

approach satisfied four requirements and demonstrated that

it increased the difficulty of counterfeiting. 

To implement the approach stated in this study, a future

study  will  involve  developing  a  visible  image  matching

algorithm  by  using  a  POC  method  and  confirming  the

feasibility of forming a thin film on the surface of the core

layer.  Thus,  future  studies  will  explore  developing  the

proposed multimodal artifact metrics and related techniques.
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Abstract—There are several reports and white papers which
attempt to precise 5G architectural requirements presenting them
from different points of view, including techno-socio-economic
impacts and technological constraints. Most of them deal with
network slicing aspects as a central point, often strengthening
slices with slice isolation. The goal of this paper is to present and
examine the isolation capabilities and selected approaches for its
realization in network slicing context. As the 5G architecture
is still evolving, the specification of isolated slices operation and
management brings new requirements that need to be addressed,
especially in a context of End-to-End (E2E) security. Thus, an
outline of recent trends in slice isolation and a set of challenges
are proposed, which (if properly addressed) could be a step to
E2E user’s security based on slices isolation.

I. INTRODUCTION

PROGRESS of work on the 5G network architecture can be
characterized as the moment of movement from storming

phase to forming phase. There is still a wide range of projects
related to different areas of the 5G network [1] hence there
are several main approaches to the architecture and implemen-
tation. Many 5G projects deal with network slicing aspects
taking into consideration both technology and business per-
spectives. It is assumed that the ideas will continue to evolve
for some time to give the final result in the foreseeable future.

Idea of isolation in the network is not new however currently
considered technologies give new capabilities that can bring
value in this field. For example isolation considered as security
enabler depends on the quality of isolation mechanisms used in
the various components of the network. In 5G networks there
will be rather a portfolio of isolation technologies available
than single one like virtual private network (VPN). This means
that it will be necessary to integrate and manage a variety
of isolation mechanisms on different levels. Basing on the
assumption that isolation techniques are among important
enablers for security in 5G, an analysis of the isolation capa-
bilities and selected approaches for its realization in network
slicing context are presented. On one hand it is important to
identify native isolation capabilities but on the other hand it
is also necessary to propose improvement of existing con-
cepts and identifying the missing parts. Considering agile
but secure solutions one can notice existence of opposite

poles. At one end there are demanding business requirements,
especially in relation to 5G network, at the other end there
are technical conditions that have to meet the expectations
without breaching security standards. Business perspective has
determined expected network parameters and introduced more
open approach for network management. It forced changes
that have positive impact from the client perspective. Multi-
vendor and multi-tenant network concept based on automation
and elasticity are real way to meet the needs but brings
new challenges at the same time, introducing new potential
vectors of attack. One of the hardest challenges concerns
isolation in relation to Quality of Service (QoS) and Quality
of Experience (QoE). At the same time expected QoS/QoE
should be preserved with proper Quality of Security. If it
fails, users of the network can request a return to the rigid
mechanisms which can cause the collapse of the concept of
programmable, open networks as such. Therefore, realization
of elasticity and agility is strongly connected with isolation
technologies supporting security. Isolation level should be
considered as an important parameter determining service
realization in future networks.

The goal of this paper is to examine the isolation capabilities
and selected approaches for its realization in network slicing
context. As the 5G architecture is still evolving specification
of isolated slices operation and management bring new re-
quirements that need to be addressed. The rest of the paper
is structured as follows. Section 2 provides brief overview of
challenges for 5G networks.. In Section 3 we present known
network slicing concepts, while Section 4 presents more details
about isolation techniques and network slicing management.
Section 5 summarizes known research problems related to
5G software-defined ecosystem and slicing. Section 6 presents
new perspective of designing sliced environment and providing
E2E slices isolation in 5G networks. Finally, in section 7
conclusions and future research plans are presented.

II. SLICING: THE 5G CHALLENGE

The new network concept (5G) will be more focused on
business point of view than previous generations of mobile
networks. Sets of requirements described in [2], [3], [4], [5]
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are very difficult or expensive to be satisfied in the whole
network at the same time. However, it is feasible to provide
some subsets of such requirements and a Network Operator
can configure multiple logical networks with different network
efficiencies and properties. This is the reason for splitting
one physical network into multiple logical networks. Such
a 5G-based virtual environment will provide a platform for
a services with some sets of specific properties (Key Per-
formance Indicators, QoS/QoE parameters, etc.), which can
be used to define new logical networks [6]. Each of these
networks has its own application (voice communication, video
streaming, Internet of Things, e-health, etc.) and its own
properties based on business requirements for each service,
which will be provided over this network [2], [7], [8]. In the
whole set of requirements with high probability exist many
subsets of properties, which cannot be satisfied at the same
time. However, reducing the set of requirements for a logical
network could improve some selected properties critical for
the service provided over this network.

A. The isolated slices

The logical networks described above are a core of the
network slicing concept. In this concept the network and
available resources can be partitioned in many slices, which
are associated with services and sets of requirements. Each
slice can be considered as (at least) one logical network. Net-
work slicing is usually considered together with orchestration
concept, which supports slice management (creating slices,
changing slices’ properties, reconfiguration of slice’s network,
etc.) and provides interfaces (northbound interface, API) for
service providers, other network operators and other allowed
(authorized) users. The purpose for this feature is to make
services and network more agile and adjustable to business
and user’s requirements or current network situation.

B. Security in a sliced network

This new concept with new elements brings new security
questions and problems as these new elements also could
bring new security issues. It is important to define who and
how can use orchestrator and other modules to avoid security
threats like exhaustion of resources or Denial of Service
attack (DoS). The slicing concept itself is a source of security
issues. Systems which support slicing may be exploited by
attackers. Slicing could also use heterogeneous platforms and
solutions: slicing components can be implemented in firmware,
OS kernel level, in the virtualization software systems or even
in regular software. In this wide spectrum of environments,
the slicing components may be provided by different vendors.
Ensuring common level of security for all applications which
build slicing concept in this case can also be difficult.

Adding special properties to slices (isolation, protection,
etc.) might create new attack methods, i.e. by exploiting weak
isolation providing system to reach resources in other slice
with better parameters, lower costs or sensitive data stream.
An attack on these properties could also be a part of more

complex attack scenario (it could be subject to attack in the
Attack Jungle concept [9]).

In slicing for 5G there are some common network services
or functions like Mobility Management or AAA (Authen-
tication, Authorization, Accounting) service [10], which are
shared between more than one slice instance. This concept is
in contrary with isolation property and should be considered
how to solve this problem, especially in 5G, where we have
more shared functions than in wired networks.

C. The major challenge in sliced 5G network

The key problem in 5G networks is implementation of the
5G RAN (Radio Access Network). The solution for some of
problems could be using small cells in the mmWave [11].
Attenuation in this frequencies is bigger than in regular wire-
less networks (2G- 4G), but in some windows the propagation
parameters are good enough to provide small cell with 200
m range [11]. This property naturally isolates traffic between
different cells. Using two types of cells enables architecture,
where part of data is transmitted by macro cells (i.e. data
from C-Plane, what was described in [11]) and rest of them is
transmitted by small cells (i.e. data from U-Plane). In slicing
terms one can look at this as a special meta-slice, which allows
User Equipments (UE) to communicate with RAN and CN
(Core Network).

However, not all new solutions have this positive effect on
isolation level or naturally enable slicing in a network. For
instance, NOMA (Non-Orthogonal Multiple Access) assumes
that more than one UE receives a message on the same
frequency channel, code and time slot [11] and it recognizes
messages depending on the signal power level. In this case
the Base Stations (BS) must consider UEs membership in
slices while frequencies, codes and time slots are assigned to
avoid the isolation violation. Another technology which could
be useful in 5G networks, but which provides new isolation
problems is Cognitive Radio [11].

III. CONCEPTS OF NETWORK SLICING

A. Network Slicing definition

Network slicing is one of the crucial technologies that
enables flexibility, scalability and that improves security as it
allows creation of multiple separated logical networks spanned
over a shared hardware infrastructure. First idea of network
virtualization and slicing was introduced in the paper [12],
where the authors described an overlay network, the Plan-
etLab, which was able to produce slices of the network to
provide environment for simultaneous design and utilization of
different services. Since then this concept has grown consid-
erably and has become the subject of extensive investigations.
In recent studies and designs the network slicing idea is based
on the three-layers model [13]:

• Service Instance Layer,
• Network Slice Instance Layer,
• Resource Layer.
The Service Instance Layer describes the services (e.g. busi-

ness services or end-user services) which should be supported.
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Each service is created as a Service Instance. Usually a service
can be provided by a network operator or 3rd parties, so the
Service Instance can be created by both operator services and
3rd parties services.

A Network Slice Instance is a set of (virtualized) network
functions implemented at resources which enable running
these network functions. It forms a complete instantiated
logical networks to meet certain network characteristics (e.g.
ultra-low-latency, ultra-reliability, etc.) required by the Service
Instance. A network slice instance could be isolated from
another network slice instance in several ways, e.g., full or
partial isolation and logical or physical isolation. To create a
Network Slice Instance, a network operator uses a Network
Slice Blueprint (description of the structure, configuration and
the flows and how to control the network slice instance during
its life cycle). A Network Slice Instance ensures the network
characteristics which are needed by a Service Instance. There-
fore, a Network Slice Instance can be shared with multiple Ser-
vice Instances provided by the network operator. The Network
Slice Instance Layer contains many instance of network slices.

The Resources Layer contains both physical and logical
resources. The Network Slice Instance can consist of Sub-
network Instances, which can be shared with multiple network
slice instances. The Network Slice Instance is defined by a
Network Slice Blueprint. For creating every Network Slice
Instance are required dedicated polices and configurations.

B. Vertical and horizontal slicing

Another slicing concept is described in [14], where the
authors describe two approaches to network slicing: vertical
and horizontal. On the vertical network slicing one network
is sliced into multiple network slices, each designed and op-
timized for particular services or applications. The horizontal
network slicing enables sharing of resources between nodes
and network devices. Both approaches can be implemented in
parallel and they can work together.

C. E2E Network Slicing

The concept of Network Slicing in 5G refers to three areas
[15], [16]: at the air interface, in the RAN and in the CN.

1) Network slicing at the air interface: The idea of Net-
work Slicing of Air Interface refers to proper partitioning
of physical radio resources (PHY layer), mapping them into
logical resources and creating the operations of MAC (Media
Access Control) and higher layers based on the logical PHY
resources.

2) Network slicing in the RAN: The Network Slicing in the
RAN describes an optimal configuration of Control Plane and
User Plane considering the specificity of slice. Besides two
aspects should be investigated:

• The Radio Access Type (RAT) which supports services
provided by a particular slice,

• The proper configuration of RAN capabilities with inter-
faces. It applies also to a correct cell deployment in every
slice based on requirements. Based on factors such as

QoS requirements, traffic load or type of traffic, the RAN
architecture should be properly tailored to each slices.

This is a huge challenge because some goals associated with
5G usage cannot be met at the same time (e.g. low latency
and high reliability usually have an impact on the spectral
efficiency).

3) Network slicing in the CN: Network Slicing in CN is
possible due to two technologies: Network Function Virtual-
ization (NFV) and Software Defined Networking (SDN). The
goal of SDN is to separate the control plane from the data
plane. Moreover, the control plane should be programmable
through APIs in order to bring flexibility in management.
Supporting the SDN-like separation of planes is one of the
main principles of 5G core network architecture, because it
allows, see [17]:

• Data and control resources to be scaled independently,
• Data plane closer to the users’ devices,
• Appropriate choice of the data plane function required

for different slices,
• Decomposition of data plane into smaller functions,
• Possibility of migration to cloud deployments.
The goal of NFV is to virtualize network functions into

software applications that can be run on standard servers or
as virtual machines running on those servers.

IV. NETWORK SLICING: ISOLATION, MANAGEMENT,
SECURITY

A. Isolation and security

One of key expectations of network slicing is resources
isolation. Each slice may be perceived as isolated set of
resources configured through the network environment and
providing defined set of functions. Level and strength of
isolation may vary depending on requirements and usage
scenarios for slicing. At one scenario there may be require-
ment for strict slices isolation, but in another there may be
required some communication between slices. Thus isolation
may be perceived in many different ways and constitute a
set of properties chosen according to implementation needs.
After analysis of 5G network slicing security issues [18] the
following isolation properties may be defined:

• Ring-fencing of each slice operational resources (e.g.
storage, processor, operational memory), so that one slice
cannot exhaust other slice’s resources in any situation,

• Ring-fencing of resources for security protocols inside
slice,

• Not supporting communication between slices (while
ring-fencing resources concerns guarantee of minimal set
of resources, this point concerns lack of information flow
between two separate slices),

• Supporting communication between slices on strictly
defined rules (like the previous point, it can be applied
with complementary technique of ring-fencing of proper
resources: operational and security),

• Cybersecurity assurance in the sense of protection against
hacking one slice to influence another one,
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• Signaling and management isolation to provide secure
communication between slice and orchestrator as well as
secure communication between elements inside slice,

• Reliability assurance of different pieces of physical equip-
ment which used to span a slice,

• Secure communication between multiple network slice
managers,

• Isolation concerning level of emission of information to
slices environment (e.g. side-channel attacks resistance),

• Isolation in hybrid environment including regular network
functions (NF) and virtualized NFs,

• Isolation of slices with one user equipment connected to
multiple slices at a time.

Not all of the properties should be implemented in each
solution. There can be subsets of those properties chosen in
order to meet specific requirements. Isolation may be achieved
by different means, including [19]:

• Language based isolation (type systems, certifying com-
pilers),

• Sandbox based isolation (Instruction Set Architecture,
Application Binary Interface, Access Control List),

• Virtual Machine (VM) based isolation (Process VM,
Hypervisor VM, Hosted VM, Hardware VM),

• Operating System (OS) kernel based isolation,
• Hardware based isolation,
• Physical isolation.

Referring the above techniques of isolation to the slicing layers
and to the network media interfaces it can be noticed that
language-based and sandbox-based techniques are especially
suitable for providing isolation in Service Instance Layer and
Network Slice Instance Layer. The VM-based and OS kernel-
based techniques are applicable at the Network Slice Instance
Layer and the Resource Layer while hardware-based isolation
and physical isolation can help in infrastructure/virtual infras-
tructure sharing among slices, especially at the interface RAN-
CN, which is the hardest one for providing slices isolation.

Isolation enabling means can be grouped using general
categorization presented in the above list. Aside from this
categorization, isolation assurance problem may be considered
on network protocols level. There are several technologies
enabling isolation of network resources, each one with its own
characteristics and limitations. Below there are listed example
slices isolation enabling technologies:

• Tag-based network slices isolation such as MPLS (Multi-
Protocol Label Switching) uses special tags within pack-
ets to determine which slice they belong to,

• VLAN-based network slices isolation uses switch ports to
partition the network on the second layer of OSI model,

• VPN-based network slices isolation uses special protocols
such as IPSec, SSL/TLS (Secure Socket Layer/Transport
Layer Security, DTLS (Datagram Transport Layer Secu-
rity), MPPE (Microsoft Point-to-Point Encryption), SSTP
(Secure Socket Tunneling Protocol), SSH (Secure Shell)
to provide authentication and confidentiality for transmis-
sion within each slice,

• SDN-based network slices isolation provides additional
abstract layer to provide flexibility of slices management
and is considered one of key enablers of 5G slicing [20].

To evaluate each of above technologies as well as other
not listed there is a need to define sets of common desired
isolation properties and measures for those properties. Each
set would represent specific business needs and description
how to satisfy and measure them. A review of known
communication protocols providing isolation on different
security level can be found in [21].

B. SDN for Network Slicing

One of technologies mentioned above is SDN, which is
considered as slicing enabler for Core Networks in 5G. It is
a powerful tool that provides flexible services tailored to fit
business needs. However, as a technology itself it carries also
new attack vectors.

SDN security project [22] defines several areas of potential
vulnerabilities including firmware abuse, eavesdropping, man-
in-the-middle, APIs abuse, resource exhaustion, packet flood-
ing and more. Research [23] presents other attack vectors for
SDN: misconfiguration of access to remotely accessible inter-
faces, malware infection at build time and runtime, and tenant
attacks. As a response to these new threats security assessment
tools are being developed [24], [25]. Such tools and new attack
vectors may be used to define desired isolation properties
and measures. To satisfy properties selected for given slice
configuration there should be chosen suitable technologies
working under certain configuration and assumptions. One
property can be satisfied by different technologies. Choice for
suitable technology should be made according to optimization
criteria for each case.

C. Isolation in wireless domain

In wireless domain there are some techniques for slices
isolation which are dedicated especially for this domain. This
is because of special properties of air interfaces and medium.
According to [8] there are the following strategies for resource
isolation in 3GPP LTE and WiMAX:

• Physical Resource Block (PRB) scheduling,
• Slice scheduling,
• Traffic shaping.

For IEEE 802.11 (WiFi) network there are similar strategies:
• EDCA (Enhanced Distributed Channel Access) control,
• Slice scheduling,
• Traffic shaping.

The following solutions can constitute an example of isolation
techniques usage in wireless domain [8]:

• Virtual Basestation [26] in WiMAX implements slices’
isolation with traffic shaping techniques in downlink,

• CellSlice [27] in WiMAX implements slices’ isolation
with slice scheduling and traffic shaping in uplink and
sustained rate control in downlink,

• The papers [28], [29] describe assigning resources in LTE
with PRB scheduling in downlink,
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• Virtual WiFi [30] describes client virtualization in 802.11
networks using slice scheduling.

D. Management and orchestration

Network management is a fundamental function for
establishment and functioning of the sliced network and for
its security. The management starts with setting up slices and
initiating communication in the sliced environment. Next,
it manages slices and controls data transmission in a stable
network state. Finally, it closes slices, makes accounting for
transmission and cleans after-effects to prevent remainder
attacks. Requirements and future expectations concerning
management in sliced network are the subject of reference
papers, public discussions and research projects, see e.g.
[31], [32], [33]. The papers presenting 5G management and
orchestration, which is this part of management that can be
automated, usually consider the ETSI NFV-MANO [34] as
a reference model. ETSI NFV-MANO pretends to satisfy all
expectations of future virtualized networks, including 5G.
However, since it is very general, it needs additional specifica-
tions and clarifications. Some attempt of doing this is made by
introducing additional standards specifying information flow
at reference points (see [35]) but some of them are still draft
standards, some other are under reconstruction, so the system
is not complete. Since the ETSI NFV-MANO system is very
general, it does not explicitly consider such real network
problems like: multi-tenancy, multi-vendor/multi-domain
network’s infrastructure and, what is the most important
for security, it considers slicing isolation only on a basic
level of performance isolation. Therefore, modifications and
extensions of the management and orchestration system for 5G
and virtualized networks are the subject of extensive studies.

One of possible improvements of ETSI NFV-MANO is
joining it with SDN-like management, see, e.g., [36], [37]. The
systems are compatible because they have plane-based/layered
structure and both of them assume centralized management.
Another extension tries to simplify management in multi-
domain, multi-vendor and multi-tenant systems by introducing
hierarchical management and orchestration structures (see e.g.,
[6], [38], [39], [40]). Such an approach enables application
of the ETSI NFV-MANO system directly for a single domain
or instance and provide a supervision over a number of
management systems. It also enables Virtual Functions and
slice chaining in heterogeneous environment or when a slice
is built over several domains, see e.g.,[41], [42], [43].

Another aspect of MANO in a multi-domain networks was
considered in paper [44]. In such networks each domain can
work under different constraints (legal, technological, security,
etc.). To establish a joint service (slice) over all domains
one must negotiate common conditions for all domains.
This paper proposes using Service-Level Agreement (SLA)
criteria of orchestration. They are considered in frames of
orchestration model which represents a centralized approach
assigned to a network’s owner. However, in some specific
networks (in our case: specific slices), e.g., Internet of Things
systems, it is more suitable to apply a decentralized approach

called a choreography (see e.g., [45]), where decision rules
are negotiated among network elements according to their
own particular interests.

Enhancing slicing property of the expected 5G networks led
to extended ETSI NFV-MANO systems. Some approaches try
to make an order in information flow in MANO (which is a
critical and still unsolved problem) introducing it as a specific
ETSI NFV-MANO service, see [46]. The other paper adds new
orchestration functions dedicated specially for slicing, slicing
in multi-tenant and multi-domain environments (see [47]).

All MANO schemes presented above, both the ETSI NFV-
MANO and extended models, consider the network as a sliced
medium with slices isolation on a level of a performance
isolation, which is natural in 5G slices concept. For a
stronger, secure (cryptographic) isolation, a new orchestration
aspect should be taken into account, which is secure isolated
slice establishment at the slices establishment stage, and
isolation checking at the second, network exploiting stage.
Finally, when the slice is being closed, secure critical data
destruction must be performed to prevent post-dated loose
of isolation. Thus, a new MANO scheme must be proposed,
where isolation establishment at each stage of a slice lifetime
is considered. The scheme must take into account also such
elements as: slice chaining, isolation establishment, and
isolation checking and monitoring.

The analysis of requirements and constraints appearing in
such a complicated environment proves that every MANO
system trying to reflect all aspects of reality would be com-
pletely nonfunctional and too heavy to be implemented and
controlled. Thus, should be considered a single management
and orchestration system or it is better to divide it into
several cooperating and interdependent/hierarchic MANO sub-
systems? This proposal should be further analyzed to outline
frames of each MANO subsystem and to integrate them. Such
an approach restricts the number of required information flow
specifications on MANO interfaces (where not all are defined
yet) and introduces a few information flows between MANO
subsystems to specify.

V. CONCERNED ISSUES IN 5G NETWORKS

5G, as a future generation of telecommunications standards,
faces new issues every day when already posed or identified
tasks are solved. In this section a number of problems which
have been recently identified by prominent research groups
and which stand for actual 5G issues are briefly presented.

On the web page of the IEEE SDN Technical Community
there is a White Paper [48] presenting actual issues inspired
by conditions resulting from techno-economic conditions and
policy constraints and proposing a change of paradigms in the
design and operation of future telecommunications infrastruc-
tures dedicated to 5G networks. The main issues identified in
the paper [48] are:

• Softwarization of the RAN, which is implemented as a
C-RAN concept: the centralized, collaborative, clean and
Cloud Radio Access Network, resulting in new network’s
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architecture, resources allocation, virtualization, SDN-
like solutions, etc.;

• An end-to-end vision for 5G, which should result in
new service capabilities, interfaces, management and
control schemes, access and non-access protocols with
suitable procedures, functions, advanced algorithms and
new classes of virtual or physical resources;

• Application the Open Mobile Edge Cloud (OMEC), a
functional node which will be deployed to provide seam-
less coverage and execute various control plane functions
as well as some of the ”core functions” currently placed
in various nodes of the Evolved Packet Core (EPC);

• New solutions for planning, policy and regulation result-
ing from different trust domains of virtualized functions
and virtualized and non-virtualized infrastructure, which
include:

– The creation of a resilient policy,
– The mapping and application of the policy to real

hardware and software,
– The visualization and enforcement of the policy, typ-

ically through visualization and enforcement tools;
• Provisioning of appropriately secure infrastructure (both,

virtual and non-virtual);
• Management and maintenance of a deployment with

multiple trust domains (which has been described in more
detail in Section 4),

• Application of open source software as strategic for inter-
operability, innovations and research impacts, robustness
and, as a consequence, network reliability and security.

The recent technical report [49] of the 3rd Generation
Partnership Project (3GPP) concentrates on slicing as a crucial
problem for development of 5G networks. It identifies several
detailed key issues to be studied to provide and manage an
isolated sliced environment for future networks. The basic
questions in this area are:

• How to achieve isolation/separation between network
slice instances and which levels and types of isola-
tion/separation will be required?

• How and what type of resource and network function
sharing can be used between network slice instances?

• How to enable a User Equipment (UE) to simultaneously
obtain services from one or more specific network slice
instances of one operator?

• Which operations are crucial with regards to Network
Slicing: network slice creation/composition, modification,
deletion, etc.?

• Which network functions may be included in a specific
network slice instance?

• Which network functions are independent of network
slices?

• The procedure(s) for selection of a particular Network
Slice for a UE;

• How to support Network Slicing Roaming scenarios ?
• How to enable operators to use the network slicing

concept to efficiently support multiple 3rd parties (e.g.

enterprises, service providers, content providers, etc.) that
require similar network characteristics ?

Future networks expectations undergo different trends, vi-
sions and requirements which must be taken into account to
obtain effective, flexible and reliable systems. Among them,
the crucial are: heterogeneity in use cases, need to support
different requirements from vertical markets, multi-vendor and
multi-tenant network models, etc. The method which could
solve essential problems of 5G networks is slicing, in particu-
lar, end-to-end slicing approach. Paper [50] addresses the key
issues of how 5G devices may be enabled to discover, select
and access the most appropriate E2E network slices. Except
of general requirements concerning E2E network slicing, the
authors propose specific solution called Device Triggered
Network Control mechanism. They define steps of the E2E
slice selection and present results of simulations verifying
usability of the mechanism proposed.

Fig. 1. The slice chaining concept, based on [51]

The overview studies related to providing E2E slices and
slice isolation in future 5G networks presented in previous
sections lead to some additional issues that extend the 3GPP
considerations and focus them on E2E isolation approach.
The E2E network slicing refers to a logical decomposition
of the network instance layer including a specific character of
network domain functions such as RAN or CN. In the E2E
approach slicing is associated with a term ”slice chaining”,
which is an equivalent of the service chaining [10]. The service
chaining is a technique for selecting and steering data flows
using different kind service functions. Thus, the main idea
is to choose proper resources of the network to establish
connection with the required SLA level. In 5G approach, the
slice chaining (see Fig.1) is defined as a way to establish one
E2E connection through RAN and CN networks to a particular
service provider. Among many problems associated with the
network slicing from the security point of view, the isolation of
slice chaining is one of the most challenging. A flexible nature
of the network slice should be characterized by a minimal
influence on the services of this slice or other slices. Moreover,
operators should assure the maximum amount of resources
for every slices and their independence. Thus, the isolation of
resources/slices should be provided. In the following Section
6 we present a number of tasks and issues which should be
addressed to provide E2E secure isolation in sliced network
without unreasonable restricting the requirements of a network
business model and network’s technological constraints like:
accountability, sovereignty, performance, interoperability, etc.
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VI. TOWARDS 5G ISOLATED SLICING: NEW CHALLENGES

As a result of the investigations and analyses the following
key challenges are proposed. Considering them should result
in providing an effective sliced network with E2E secure
isolation.
A. Providing standardized methods of design of isolated net-
work slicing: patterns, parameters, technologies

According to high diversity of each operator’s network, the
mechanisms, technologies or configuration used for isolation
of slices are going to be different in each case. In order to
assure the proper quality of design for network slices isolation
there should be developed a framework covering requirements
gathering and analysis. Such normalized approach would help
network operators to take into account the most important
security issues and assure that common goals for network
slicing are properly reached. One of the assumption of 5G is
that slices must provide inter-slice isolation of sensitive data,
approaching that of physically separated networks. To enable
that research in isolation domain should be performed.

5G must enable seamless inter-working of different network
technologies, mobile, fixed as well as satellite, potentially with
different security levels (access control to 5G network) without
exposing the security level of each slices. In context of slicing,
an isolation on a different level is required. One of the crucial
issues is a definition of the isolation parameters. The isolation
of the slices can be considered in at least four areas [52]:

• Isolation of a traffic: All slices using the same network
resources, so the network slices should ensure that data
flow of one slice does not move to another

• Isolation of a bandwidth: All slices allocate some band-
width and should not utilize any bandwidth assigned to
other slices. Thus, it is required to ensure the isolation of
bandwidth on the links and nodes CPU/storage/network
capacity.

• Isolation of a processing: While all virtual slices use the
same physical resources, a proper processing of packet is
required, which will be independent of all other slices.

• Isolation of a storage: Data related to a particular slice
should be stored separately from data used by another slice.

Each area is marked by specific parameters which describe
it. Even with knowledge about areas which should be isolated,
there is nearly no information about parameters that need to
be used to ensure the isolation. Some works associated with
the isolation were done in the SDN idea but still they are
far from being mature. In context of 5G network slicing it is
insufficient, as the isolation in 5G refers not only to SDN, but
also to RAN.

A definition of parameters used in the isolation allows to
create a methodology of their measurement. Based on that
it will be possible to determine their proper values. Finally,
it will be helpful to check the isolation on the different
levels. An unquestioned advantage of this methodology will be
possibility to evaluate if isolation exists or not. The parameters
of isolation have relations with other, so a set of their values
and relations will be a literal proof of isolation existence.

Once a set of properties for slice is determined, proper
technologies should be selected. There is a need to perform
analysis of available slicing enabling technologies and then to
determine potential security risks connected with each of the
technology. On the basis of this risk analysis there should be
proposed countermeasures to minimize the risk. Technology
can be connected with protocols (e.g. OpenFlow as SDN pro-
tocol, routing protocols, cryptographic protocols), architecture
paradigm (e.g. Software Defined Networking), implementa-
tions (e.g. SDN controller implementations, devices’ firmware,
operating systems) and hardware (e.g. used processors, Trusted
Platform Modules, smart cards, USIM chips).

Further step in network slicing isolation design process is
delivering proof of isolation on different levels of assurance.
Once adequate isolation properties and technology are selected
with respect to performed risk analysis, there is a need to
define what kind of assurance a network operator would
provide to his customers. There can be different levels of
assurance from best effort to very strict security requirements,
which would be defined during SLA agreement negotiations.

B. Secure E2E slice and inter-slice access and management

The 5G E2E approach to slicing brings additional complex-
ity for slice and inter-slice access management. Two types of
access procedures can be identified:

• Device selecting and attaching to the appropriate slice,
cf.[50],

• Paring between RAN and CN.
Every entity of 5G network can have different access

possibilities to different resources, due to specific requirements
of every slice. For example, entities in the IoT network can
have access to proper slices of IoT services, but access to e-
health slices should be forbidden or restricted. A management
of this access is very important in the context of proper
slice creation. Lack of it causes security problems such as
unauthorized access, which finally can be a reason of frauds.

Another aspect of this problem is mutual access between
RAN and CN resources. A proper definition of paring func-
tions is crucial when a slice is created: some RAN areas can
establish connection with CN slices and some of them cannot.
A proper management of the access to a particular slice is an
important requirement to achieve a secure E2E path. Perhaps
properly applied C-RAN concept could be a remedy here.

In a sliced network we also should consider services,
which are connecting to ME (Mobile Equipment) via the
slice that is specific for a given service. In such a case ME
must be able to receive traffic from RAN (considering 5G
case), even if a slice instance used by this traffic has not been
used before by this ME. Thus, one expects to have a protocol
(governed by RAN or CN) that allows to attach securely a
ME to the slice instance.

C. Support for method of providing access to common network
functions shared between isolated slices

In network with slice isolation there exists an unsolved prob-
lem of common network services and functions, like Mobility

ZBIGNIEW KOTULSKI ET AL.: ON END-TO-END APPROACH FOR SLICE ISOLATION IN 5G NETWORKS 789



Management and AAA. It can be resolved for some services
by adding a proxy server between an origin service and a user
of services; each proxy should be assigned per slice. Proxies
created for a single service could be connected with each other
(if number of them is relatively small) or managed by part
of management layer (orchestration or choreography). This
solution is suitable for cases without very strict constraints in
the time domain, because in generic form it requires to solve
the readers-writers problem between slices in reference to the
shared service or network function. Some of the operations can
be handled in parallel (the read operations) but it depends on
the context and internal implementation of the specific service.
In other scenarios, the exclusive access to network function is
necessary, it leads to situation where service client must wait
in a queue for free time slot or client’s request must be rejected
by service, when the queue is full.

D. Providing a method of creation new slices without violating
current level of isolation between existing slices (especially in
the 5G RAN)

Adding a new slice to currently established set of slice
instances could cause some problems with satisfying QoS/QoE
and isolation level in all slices. Even if resources are available,
slices can affect each other. In the RAN, one can see this
problem by interleaving communication channels in the fre-
quency domain, which degenerates SNR (signal-to-noise ratio)
and consequently BER (Bit Error Rate), throughput as well as
causes packet loss, jitter, etc. Spread spectrum systems also
have this problem, but in another way: the noise level increases
with number of simultaneous transmissions which leads to
similar problems. In the fibers, we have the FWM (Four-
Wave Mixing) problem: two different wavelengths produce un-
wanted new two wavelengths, which degenerates output signal
from fiber. This effect can be minimized by properly chosen
wavelength, but it limits the number of dynamically created
isolated slices (and there are some other technical problems,
like maximal number of waves handled by an optical terminal
and non-zero distance between wavelength in grid).

Another practical problem is that each medium has some
maximum available ratings like available throughput for all
users, so always exists the maximum number of parallel users
which use specific medium or resource. In the 5G network this
problem is generally more related to RAN than with the CN
and this part should be optimized in order to avoid degradation
of isolation by exhaustion of resources important for slices.

The isolation problem exists in RAN and CN simulta-
neously and should be considered in both part of network.
However, in some scenarios the CN part can be unused (i.e.,
a teleconference inside a single RAN cell), where all UEs are
connected to one specific RAN part and end-to-end scenario
does not need the CN to transport data.

The isolation problem can be considered over E2E approach
(whole slice chain) or only over a single slice from slice
chaining. Isolation in slice chaining should satisfy the rule:
the isolation level of whole slice chain is not greater than
the isolation level of any of slices inside the chain. The

consequence of this rule is that network should first guarantee
properly creation slices inside each slice domain (RAN, CN
and other) and in next step try to look after E2E slices’ isola-
tion. The slices in each domain can be created independently,
but simultaneously creation could create additional problems
with Isolation. The E2E slice could use slices created earlier
if the slices’ parameters are compatible (i.e. provided isolation
level, throughput, availability).

The following solutions also can be considered: monitoring
resources’ utilization level and prevention of creating new
slice instances if new instance harms QoS/QoE or isolation
level; arranging slice instance reconciliation protocol which
allows to change instances’ requirements (maybe for a limited
period of time).

E. Accounting and non-repudiation for slices’ users and op-
erators

While managing slices there is always risk of unexpected
events occurrence. Sometimes they are caused by hardware
of software malfunction but also intended attacks may be
performed involving one or more adversaries. In complex
network environment with multi-vendor, multi-operator and
roaming support it is hard to determine strict areas of
responsibility for given incidents. It is important to deploy
mechanisms able to point out in whose area of responsibility it
is to deal with certain incidents and who is by law responsible
for not holding proper isolation properties according to SLA
(Service Level Agreement).

Accounting is connected with non-repudiation in such a way
that non-repudiation provides evidence which prevents entity
from denying of having performed given actions and thus en-
ables accounting in accordance with those actions. Accounting
and non-repudiation may be performed on different levels,
beginning from single operator level in operator-operator and
operator-customer relationships and finishing on single device
in operator’s network environment.

There are different means to reach non-repudiation using
symmetric and asymmetric cryptography and proper trust
relationships. The most commonly used techniques are based
on Public Key Infrastructure (PKI) with digital certificates, but
they are not always applicable, so there is a need to determine
what kind of techniques can be used to provide accounting
and non-repudiation in network slicing environment in gen-
eral and specifically in 5G. Apart from strict hard security
means like cryptography and security protocols, soft security
methods, like trust relationships, have to be implemented in
comprehensive solution. In PKI as an example, hard security is
realized by asymmetric algorithms like RSA (Rivest-Shamir-
Adleman algorithm) or ECDSA (Elliptic Curve Digital Sig-
nature Algorithm), used for certificate signing, while trust in
certain Certificate Authority is a soft security.

In slicing environment there is a need for gathering and
utilizing evidence for certain actions and situations connected
with users and operators. Further research should be done
to develop architecture and mechanisms providing proper
accounting and non-repudiation.
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F. Design of MANO system suitable for a heterogeneous,
dynamic, multi-vendor and multi-tenant network

Concerning management and orchestration in the
architectural framework for a multi-domain, multi-tenant
isolated sliced environment it has been reached the question
if it should not be divided into several interconnected and
hierarchic MANO subsystems concentrated on specific areas
and periods of network functioning. They could be, e.g.,
for isolated slices establishment and for their usage. It must
also cover security management, including strong isolation
establishment and checking.

The network management system for isolated slices estab-
lishment should cover, as a novel element, slices chaining
(also: services chaining within slices), as well as deciding
which virtual service is exclusively assigned to a specific slice
instance and which is shared. Network management system
for isolated slices usage must concentrate, except for usual
network management, on users assignment to specific slices
and sharing competences among all actors involved: network
providers, service providers and end users. The security man-
agement system is crucial for strong slices isolation and it
must provide mechanisms for strong isolation establishment
and permanent checking if isolation is not weakened or lost.

Another isolation problem which should be addressed in
a context of network management is fulfillment of legal
conditions related to telecommunication networks and network
security. Such conditions can be different for different network
domains (e.g., due to specific national regulations). Require-
ments on a Lawful Interception (LI) are a good example
of such a problem. A solution could be including the legal
conditions into Service Level Agreement requirements specific
for each domain (or a network vendor) and then negotiating a
common SLA for the whole slice. As a result, an operator can
have some access control delivered at slice level with end to
end isolation (ciphering) in a way appropriate for all domains.

G. Unified interface (API) and protocol for access the Or-
chestrator

Services (service providers) and other networks should be
treated in the same way from the Orchestrator’s perspective;
also common interface could be used here. Requests from
other networks should have identified service source so it is
rational to handle this cases in the common way. There should
exists a negotiation protocol between orchestrators from differ-
ent Network Operators which uses some slicing maintenance
policy. The protocol should satisfy following requirements:

• It should be fast enough, to be used during connection
establishment between two or more endpoints,

• It should support energy saving devices in simplified
version of protocol (which could be a part of the entire
protocol),

• The protocol should use authentication mechanisms to
avoid abuse and attacks,

• It should allow to renegotiate currently established slices’
parameters when it is required to satisfy new slice’s set of
requirements (i.e., KPIs, QoS, QoE). The order in which

slices should be included in renegotiation part should be
defined in slicing maintenance policy.

• The protocol should allow to drop incoming API requests
which are not authorized (if the authorization is required).
It also should be resistant to DoS attacks.

• The API should share information about network’s client
only if the client accepted this earlier. Client could be
able to specify which services and networks can have
access to information about him or her.

Sometimes new demands cannot be satisfied, even if the
renegotiation has been used. This kind of situation also should
be handled by maintenance policy. Demands could be queued
in a priority queue; priority should depend on the type of
demand source.

VII. CONCLUSIONS AND NEXT STEPS

In this paper an attempt to reconsider the concept of secure
slicing in a realistic ecosystem of heterogeneous multi-vendor
multi-tenant 5G network has been made. In such a network, in
order to assure E2E isolation on a certain strength level and to
introduce adequate security policy it is necessary to identify
isolation attributes and to create a kind of abstraction layer.
Properly defined attributes are the basis to determine the E2E
level of isolation. It is the way which allows the user to define,
deploy and adapt (if necessary) concrete security policies
accordingly to the expectations and service protection needs.
Consideration of resource description in 5G networks leads to
conclusion that currently there is no common description of
isolation capabilities that could be used for automatic deploy-
ment. In order to define an abstraction for different resources it
is necessary to specify attributes allowing unambiguous defini-
tion and rigorous verification of isolation level in a given slice.
It is important to define expected initial isolation level (e.g.
performance isolation) as well as to design mechanisms for
dynamic isolation improvement for a given service. Dynamic
isolation mechanism should be also able to create isolated
resources with proper capabilities or to address inter-slicing
communication to use virtual resources from a different slice
in the way that will not breach global security policy rules.

To make the general idea presented above applicable in
practice, it has been decided to formulate detailed issues
which cover partial tasks leading to the complete solution.
The tasks set out in this paper as well as the analysis which
precedes it are the result of extensive state-of-the-art studies on
network slicing and network sovereignty and long discussions
held between research groups of Orange Labs and Warsaw
University of Technology last year. Proposed tasks, although
they cover a wide range of issues related to isolated network
slicing, do not cover all important areas for slice isolation.
We deliberately skipped the areas related to communication
hardware-based technologies, concentrating on those solutions
which are management-related and which are expected to be
software-based.

The next steps of the research are: filling the draft frame-
works presented above with hard principles and structural ele-
ments along with their interdependencies, estimating expected
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parameters and verifying experimentally functionality of the
resultant isolated slices model.
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I. INTRODUCTION

THE EXPECTED evolution of quantum computers is caus-
ing the intensive development of cryptographic primitives

called postquantum cryptography. February 6, 2016 was the
day that the National Institute of Standards and Technology
(NIST) offered to start the development of new postquantum
cryptography standards which might be used in governmental
needs. According to documents submitted by NIST, algorithms
based on a discrete logarithmic problem are vulnerable to
quantum attacks. Moreover, elliptical cryptography methods
are considered to be vulnerable. Therefore, we need to replace
the Diffie-Hellman key exchange algorithm in TLS protocol.
Nowadays, offered postquantum key exchange algorithms are
based on lattice theory [4] (LWE, RLWE [2]), which is used
in key exchange algorithms named New hope [1] and Frodo
[3]. These algorithms are being supported by Google as TLS
postquantum update.
We represent the key exchange algorithm based on basic
homomorphic encryption properties and linear algebraic meth-
ods. The main purpose of this algorithm is to ensure secure
messaging. It’s assumed that the one-time pad method will be
used. To use the algorithm in TLS one should change it in
accordance with specification.

II. NOTATION

In this section we will describe the notation that will be
used.
Let Z be a ring of integer numbers. For n ∈ N let’s
call a = (a1, . . . , an) n-dimensional integer vector if ∀i ∈
{1, . . . , n}ai ∈ Z. For n ∈ N let Zn denote the set of all
possible n-dimensional integer vectors. Moreover, it’s assumed
that n-dimensional vectors have the following properties:

1) For each pair x, y ∈ Zn the following is true x + y =
(x1 + y1, . . . , xn + yn).

2) For each x ∈ Zn, α ∈ Z the following is true αx =
(αx1, . . . , αxn).

Moreover, for x, y ∈ Zn let’s call x·y =
n∑

i=1

xiyi a dot product.

Let χ be a probability distribution over Z. Accordingly, x← χ
denotes sampling x ∈ Z according to χ. Moreover, for a, b ∈
Z, a < b let x ← Ua,b denote sampling x uniformly from
{a, a + 1, . . . , b}. Moreover, let x ← Un

a,b denote sampling x
in the following way: x = (x1 ← Ua,b, . . . , xn ← Ua,b).

Definition II.1. Homomorphic encryption Let x ∈ Zn be a
fixed n-dimensional integer vector for some n ∈ N. Moreover,
let’s consider that x has at least 2 coprime components.
For number d ∈ Z and vector x we will call a vector a ∈ Zn

an interpretation if x · a = d.
Therefore we have a mapping Φx : Z → Zn. Easy to notice
that this mapping has the following properties:

1) Φx(a1 + a2) = Φx(a1) + Φx(a2)
2) Φx(αa) = αΦx(a)

This mapping is called homomorphic encryption.

III. KEY EXCHANGE BASED ON HOMOMORPHIC
ENCRYPTION

In this section we represent the key exchange algorithm. We
suppose that 2 users – Alice (server) and Bob (client) decides
to get a common key. Moreover, we suppose that both users
trust each other (Authentication is completed) and both users
know the value of k ∈ N.

0) Alice and Bob, together, choose z, z′ ∈ Z such that
z < z′ and number n ∈ N.

1) Alice chooses the number n ∈ N and the secret vector
x ← Un

z,z′ , the set of vectors a1 ← Un
z,z′ , . . . , ak ←

Un
z,z′ . Then Alice calculates d1 = a1 ·x, . . . , dk = ak ·x.

In addition, Alice chooses the number p ∈ N and finds
the set of vectors s1, . . . , sp ∈ Zn : ∀i ∈ {1, . . . , p}si ·
x = 0. Alice sends a1, . . . , ak, s1, . . . , sp to Bob.

2) Bob chooses the number m ∈ N and the secret vector
y ← Um

z,z′ , the set of vectors b1 ← Um
z,z′ , . . . , bk ←

Um
z,z′ . Then Bob calculates h1 = b1 · y, . . . , hk = bk · y.

In addition, Bob chooses the number q ∈ N and finds the
set of vectors r1, . . . , rq ∈ Zm : ∀i ∈ {1, . . . , q}ri · y =
0. Bob sends b1, . . . , bk, r1, . . . , rq to Alice.

3) Alice calculates v = d1b1 + · · ·+ dkbk + µ1r1 + · · ·+
µqrq , where µ1 ← Uz,z′ , . . . , µq ← Uz,z′ . Alice sends
vector v to Bob.
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4) Bob calculates w = h1a1+· · ·+hkak+λ1s1+· · ·+λpsp,
where λ1 ← Uz,z′ , . . . , λp ← Uz,z′ . Bob sends vector
w to Alice.

5) Alice calculates l = w · x.
6) Bob calculates t = v · y.

Let’s prove that l = t.

l = w · x = (h1a1 + · · ·+ hkak + λ1s1 + · · ·+ λpsp) · x =
(h1a1 · x + · · ·+ hkak · x) + (λ1s1 · x + · · ·+ λpsp · x) =

h1a1 · x + · · ·+ hkak · x = h1d1 + · · ·+ hkdk

t = v · y = (d1b1 + · · ·+ dkbk + µ1r1 + · · ·+ µqrq) · y =
(d1b1 · y + · · ·+ dkbk · y) + (µ1r1 · y + · · ·+ µqrq · y) =

d1b1 · y + · · ·+ dkbk · y = d1h1 + · · ·+ dkhk

l = t. Therefore key exchange is accomplished.

IV. MITM PASSIVE ATTACK

In this section we estimate how successful a Man In The
Middle (MITM) passive attack can be. Passive means that an
adversary can’t edit the data transmitted by Alice and Bob.
An adversary has vectors a1, . . . , ak, b1, . . . , bk,
s1, . . . , sp, r1, . . . , rq . Also, the following system of equations
is known by adversary:

w = (b1 · y)a1 + · · ·+ (bk · y)ak + λ1s1 + · · ·+ λpsp
v = (a1 · x)b1 + · · ·+ (ak · x)bk + µ1r1 + · · ·+ µqrq

s1 · x = 0, . . . , sp · x = 0
r1 · y = 0, . . . , rq · y = 0

Choosing proper values for p, q, k,m, n, users can make the
system underdetermined. Hence the needed solution can’t
be found by adversary. To improve the algorithm users can
substantially increase dimension using sparse vectors.

V. TOY EXAMPLE

In this section we reduce the number of dimensions to
show the way algorithm works.
Let k = 4, n = 3,m = 2, p = 2, q = 2, z = 0, z′ = 7.

0) Alice and Bob chooses z = 0, z′ = 7, k = 4.
1) Alice chooses n = 3, x =

(
2 3 4

)
,

a1 =
(
4 3 7

)
,

a2 =
(
3 0 1

)
,

a3 =
(
3 5 3

)
,

a4 =
(
1 3 7

)
.

d1 = 45, d2 = 10, d3 = 33, d4 = 39.
s1 =

(
−3 2 0

)

s2 =
(
0 −4 3

)
.

2) Bob chooses m = 2, y =
(
1 5

)
,

b1 =
(
6 5

)
,

b2 =
(
6 6

)
,

b3 =
(
5 7

)
,

b4 =
(
5 4

)
.

h1 = 31, h2 = 36, h3 = 40, h4 = 25.
r1 =

(
−5 1

)
,

r2 =
(
10 −2

)
.

TABLE I
PERFORMANCE

Alice Bob
Key size 2290 bits

Time spent on initialization 130 ms 108.5 ms
Time spent on calculation 5.2 ms 5.6 ms

Time spent on data transmission 2.9 ms 2.9 ms
Time spent on key exchange

with preparation 8.1 ms 8.5 ms

Time spent on key exchange
without preparation 138.2 ms 117.1 ms

Amount of transmitted data 19208 bytes 19016 bytes

3) Alice chooses µ1 = 6, µ2 = 5, then calculates v =
45b1+10b2+33b3+39b4+6r1+5r2 =

(
710 668

)
.

4) Bob chooses λ1 = 7, λ2 = 3, then calculates
w = 31a1 + 36a2 + 40a3 + 25a4 + 7s1 + 3s2 =(
356 370 557

)
.

5) Alice calculates x · w = 4050
6) Bob calculates y · v = 4050

VI. IMPLEMENTATION AND PERFORMANCE

We implemented this algorithm using the C++ programming
language. Implementation uses open source long arithmetics
library GNU MP (GMP). The values for k, n,m, p, q are fixed:
k = 60, n = 45,m = 40, p = 30, q = 35. Table 1 represents
the average results of 400 tests being executed on the single
PC with CPU Intel Core i7-640M Processor with 4M Cache,
2.80 GHz. Here what represents each row:

1) Key size – amount of bits required to contain the key in
memory.

2) Time spent on initialization – time taken by Alice to
perform part 1 of algorithm (part 2 for Bob respectively).

3) Time spent on calculation – time taken by Alice to
perform calculations from part 3 and 5 (4 and 6 for
Bob respectively).

4) Time spent on data transmission – this time is a theo-
retical value. We calculated it assuming that both users
have stable Internet connection of 50 Mbps.

5) Time spent on key exchange with preparation – time
taken by user to perform the key exchange assuming
that user already generated the data from part 1-2.

6) Time spent on key exchange without preparation – the
opposite, time taken by user to perform key exchange
with data generation.

7) Amount of transmitted data – size of messages sent by
users.

VII. CONCLUSION

The reviewed algorithm is a promising cryptographic prim-
itive that is believed to be resistant to quantum attacks.
The implementation results are presented in Table 1. The
benchmarking results are measured on Intel Core i7-640M
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with 2 cores running at 2.8 GHz. The implementation details

are shown in GitHub repository1
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Abstract—A mobile ad hoc network (MANET) is a collection
of mobile nodes that do not need to rely on a pre-existing network
infrastructure or centralized administration. Securing MANETs
is a serious concern as current research on MANETs continues
to progress. Each node in a MANET acts as a router, forwarding
data packets for other nodes and exchanging routing information
between nodes. It is this intrinsic nature that introduces the
serious security issues to routing protocols. A black hole attack
is one of the well-known security threats for MANETs. A black
hole is a security attack in w hich a malicious node absorbs
all data packets by sending fake routing information and drops
them without forwarding them. In order to defend against a
black hole attack, in this paper we propose a new threshold-
based black hole attack prevention method. To investigate the
performance of the proposed method, we compared it with
existing methods. Our simulation results show that the proposed
method outperforms existing methods from the standpoints of
black hole node detection rate, throughput, and packet delivery
rate.

I. INTRODUCTION

W ITH the popularity of mobile devices and the devel-
opment of wireless communication technology, mobile

ad hoc networks (MANETs) have recently attracted attention.
MANETs can be constructed by mobile nodes without a pre-
existing network infrastructure or centralized administration
and can be set up at any time and place. MANETs are useful
in a variety of applications, such as emergency communica-
tions at disaster sites and vehicle-to-vehicle communications
for driver assistance and safety. These types of applications
require highly secure communications between mobile nodes
because they handle vital information concerning human life
and safety. However, MANETs are more vulnerable than
conventional networks using fixed infrastructure to attacks
such as data modification, identity spoofing, intentional packet
dropping, and unauthorized packet reception because the third
party nodes act as routers and forward unrelated packets
between source and destination nodes.

A black hole attack is one of the well-known serious
security threats in MANETs [1], [2]. A black hole attack is
a security attack in which a malicious node, called a black
hole node, can absorb all data packets by sending fake routing
information, untruthfully claiming a new or fresher route
to the destination, and then drops them without forwarding
them to the destination. This type of attack significantly
degrades network performance, such as packet delivery rate

and throughput, because of their repeated packet drops and
the routing load due to frequent route reconstructions. AODV
[3], one of the principal routing protocols used in MANETs,
is significantly threatened by a black hole attack because a
black hole node can easily make the source node believe that
the path through the black hole node is the best (shortest)
path by sending a Route REPly (RREP) packet with a highest
sequence number and a small number of hops to the source
node.

In this paper, we propose a method of defense against a
black hole attack in AODV. The proposed method classifies
nodes into two different classes, either normal node or black
hole node, by using a dynamically updated sequence number
threshold. This threshold is calculated from the total number
of active nodes and the time elapsed from the reception of the
last routing control packet. In the proposed method, each node
checks whether the received RREP sequence number is higher
than a dynamically updated threshold value. If it is higher
than the threshold value, then the source node of the RREP
is considered to be a black hole node and is blacklisted. The
proposed method establishes a secure route by excluding the
blacklisted nodes. Blacklists maintained by nodes are checked
and updated by flooding a dummy Route REQuest (RREQ)
packet periodically to avoid misjudgment of black hole nodes.
To investigate the performance of the proposed method, it
was compared with an existing secure AODV protocol. Our
simulation results show that the proposed method outperforms
the existing protocol from the standpoints of black hole node
detection rate, packet delivery rate, and throughput.

The rest of this paper is structured as follows.
We provide a short introduction to the AODV protocol in

Section II and describe the characteristics of a black hole
attack in Section III. In Section IV, we provide a detailed
description of the proposed method. We study the performance
of the proposed method and compare it with the existing
protocol through detailed simulation in Section V. Finally,
Section VI concludes the paper.

II. AODV

The Ad Hoc On-Demand Distance Vector (AODV)
routing[3] is a protocol widely used in MANETs. AODV
establishes a route between the source and destination nodes
only when it is desired by the source node, using RREQ and
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 RREQ ID 

Pkt Type Reserved Hop Count

(a) RREQ

Source IP Address

Destination IP Address

Destination Sequence Number

Lifetime

Pkt Type Reserved Hop Count

(b) RREP

Fig. 1. AODV packet formats.

RREP packets. AODV uses a destination sequence number
(DSN ) to determine an up-to-date path to the destination. A
node updates its path information only if the DSN of the
current packet received is greater than the last DSN stored at
the node. The route discovery process in AODV is as follows:

1) The source node broadcasts a RREQ to its neighbors.
2) The node receiving the RREQ checks whether there is

an entry for the destination node in its routing table. It
rebroadcasts the RREQ only if there is an old entry or
no entry for the destination in its routing table.

3) If the node that received the RREQ is the destination
node or an intermediate node that has a fresh enough
entry for the destination in its routing table, the destina-
tion/intermediate node responds by unicasting a RREP
packet back to the source node.

4) The RREP packet is routed back to the source node
along the reverse path that is set up when the RREQ is
forwarded.

5) A bidirectional path between the source and destination
nodes is established through steps 1–4. If the source
node receives multiple RREP packets via different paths,
it selects a fresher (having a higher DSN ) and shorter
(having a smaller hop count) path from among them as
an optimal route.

Figure 1 shows the packet formats for RREQ and RREP.
Pkt Type indicates the packet type (“1” for RREQ or “2” for
RREP). Hop Count is the number of hops from the source
node to the node currently processing the packet. RREQ
ID is a sequence number uniquely identifying the particular
RREQ originated by a given node. Destination IP Address
and Destination Sequence Number are the IP address of the
destination node and the last known sequence number of
the destination node, respectively. Source IP Address and
Source Sequence Number are the IP address of the node
that originated the RREQ and the current sequence number
associated with the source node, respectively. Lifetime is the
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Hop Count :    1

Fig. 2. Black hole attack in AODV.

time for which nodes receiving the RREP consider the route
to be valid.

III. BLACK HOLE ATTACK

A black hole attack is a kind of denial of service where
a black hole node can absorb all data packets by sending a
fake RREP, untruthfully claiming a new or fresher route to the
destination, and then drops them without forwarding them to
the destination. Upon receiving a RREQ packet, a black hole
node creates a fake RREP packet with a smaller hop count and
a spoofed destination sequence number, which is a relatively
high destination sequence number in order to pretend that it
has a short and fresh route. Once the source node receives
the fake RREP packet from the black hole node, it incorrectly
recognizes the path through the black hole node as a best path
and routes its data packets along that path. Figure 2 shows
an example of a black hole attack in AODV. As shown in
this figure, the destination node D and the black hole node
M receive the RREQ sent from the source node S ( 1©, 2©). D
sends a RREP packet that contains its sequence number back
to S ( 4©). On the other hand, M sends a fake RREP packet
that contains a spoofed (large) destination sequence number
back to S ( 3©). Although S receives both the legitimate RREP
and the fake RREP, it selects the path through D because
of the spoofed sequence number and sends data packets to
M ( 5©). A black hole node absorbs all the data packets and
does not forward them to the destination node; therefore,
packet delivery rate and throughput are significantly degraded.
Additionally, a large amount of control traffic generated by a
retransmission control mechanism of the destination node may
have a negative impact on the entire network.

IV. BLACK HOLE ATTACK PREVENTION METHOD USING
DYNAMIC THRESHOLD

A black hole node advertises a spoofed destination sequence
number to the source node. To prevent a black hole attack,
various methods have been proposed [4], [5], [6], [7], [8],
[9]. Threshold-based methods [7], [8], [9] detect a black hole
node by checking whether the destination sequence number
of the RREP is higher than a threshold value. An important

798 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Receive a  control packet

NoYes Is the source node

 in the graylist?

Reset the graylist membership time Add the source node to the graylist

RREP？

To normal process

Add the source node to the blacklist

Discard the RREP

DSN > TH ?

No

Yes

No

Yes

No

Yes

Is the source node

 in the blacklist?

Fig. 3. Black hole node detection flow chart.

technical issue in threshold-based methods is to calculate an
appropriate threshold to achieve a lower false detection rate
and a higher true detection rate. In this paper, we propose
a new threshold-based method in which the threshold value
is dynamically updated by each intermediate node based on
the total number of active nodes in the network and the
time elapsed after it knows the last sequence number of the
destination node. Additionally, the proposed method rejudges
black hole (blacklisted) nodes periodically by using a dummy
RREQ packet. The proposed method aims to improve the true
detection rate while reducing the false detection rate by using
both a threshold-based detection mechanism and a dummy
RREP–based mechanism.

A. Blacklist construction

Upon receipt of a RREQ or RREP packet from its neigh-
bors, each node adds the source node of the received packet
to its graylist. A graylist entry has four information fields: 1)
node address, 2) RREQ flag, 3) RREP flag, and 4) membership
time. The node address is the address of the source node of the
RREQ/RREP packet. When a node receives a RREQ/RREP
packet and then adds an entry to its graylist, it sets the
RREQ/RREP flag to 1. The membership time is the lifetime of
the graylist membership; the entry is deleted from the graylist
after the membership time has elapsed.

When a node I receives a RREP packet, it also checks
whether the source node of the RREP packet is in its blacklist.
A blacklist entry has two information fields: 1) node address
and 2) membership time. If the source node of the RREP
packet is blacklisted, I drops the received RREP packet.
Otherwise, I checks whether the destination sequence number
DSN is higher than the threshold TH . If DSN > TH , then
the source node is blacklisted; otherwise, I processes the RREP

packet in the normal way. Figure 3 shows the flow chart of
the black hole node detection process.

B. Threshold calculation

In the proposed method, each node calculates TH dynami-
cally based on the total number of active nodes in the network
and the time elapsed after it knows the last sequence number of
the destination node. We performed preliminary experiments
to find appropriate calculation methods for TH . Because
of space constraints, we omit the details of the preliminary
experiments. It was found that a destination sequence number
is approximately proportional to both the total number of
active nodes and time. Based on this observation, we define
the following equation for TH :

TH = (αN + β)t+DSN known (1)

Here, α and β are positive constants to reflect the growth
trend of sequence numbers of active nodes. N is the estimated
number of active nodes in the network. We use the number
of graylist entries as the value for N . DSN known is the last
destination sequence number known to the calculating node. If
the calculating node does not know the destination sequence
number, then DSN known is set to 0. t is the time elapsed after
the calculating node obtains DSN known. If DSN known = 0,
the time elapsed since the AODV protocol was started at the
node is used as the value for t.

C. Black hole node rejudgment

The proposed method uses a blacklist membership time
for each blacklisted node in order so that nodes blacklisted
falsely, i.e., nodes that are not true black hole nodes but have
been mistakenly added to a blacklist, are not blacklisted per-
manently. At every expiration of blacklist membership, each
node rejudges its blacklisted nodes and determines whether to
delete from its blacklist the blacklisted node whose blacklist
membership has expired, or to reset the time. The remaining
time of the blacklist membership is stored as the membership
time filed with the blacklist entry. Each node creates a dummy
RREQ packet destined for a randomly generated address and
broadcasts it whenever a blacklist membership in its blacklist
expires. Only a black hole node will respond to the dummy
RREQ by sending a RREP packet back to the RREQ source
node without checking the destination address of the dummy
RREQ. If the node receives a RREP, it adds the source node
of the RREP to its blacklist. If the source node of the RREP
is already in its blacklist, it resets the blacklist membership
time of the source node. Figure 4 shows the flow chart of the
black hole node rejudgment process.

V. PERFORMANCE EVALUATION

In this section, we describe our investigation of the perfor-
mance of the proposed method by comparing it with that of
an existing method. For our simulations, we used the network
simulator ns-2 [10].
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TABLE I
SIMULATION PARAMETERS.

Parameter Value
Simulation time 200 [s]

Number of nodes 10, 20, 30, 40, 50,
60, 70, 80, 90, 100

Network area 800 ÃŮ 800 [m]
Mobility model Random Waypoint

Transport layer protocol UDP
Application type CBR

Number of black hole nodes 5
Parameters α, β α = 0.002, β = 0.1

Blacklist/Graylist membership time 30 [s]

A. Simulation model

In our simulations, 50% of non–black hole nodes try to
send their data packets to destination nodes randomly selected
from among non–black hole nodes. We assume that black
hole nodes always respond to all received RREQs by sending
fake RREPs with spoofed destination sequence numbers. The
spoofed destination sequence number in a fake RREP is one
and a half times as large as the true destination sequence
number. AODV with/without a black hole attack and SRD-
AODV [9], one of the threshold-based secure AODV protocols,
were used as the targets for comparison. Each simulation was
run 20 times independently, and the results are an average of
the 20 observations. Other simulation assumptions are listed
in Table I.

B. Performance metrics

We evaluated the performance using the following metrics:
1) True detection rate Rt: We evaluate the accuracy of

detection of a black hole node by the true detection rate Rt.
Rt is defined by the following equation:

Rt =
Nblack

NfakeRREP
∗ 100 (2)

Here, NfakeRREP is the total number of fake RREPs received
by non–black hole nodes during the simulation. Nblack is the
total number of blacklist entries (excluding the entries for the
nodes blacklisted falsely) of all non–black hole nodes.
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Fig. 5. True detection rate vs. number of nodes.

2) False detection rate Rf : The inaccuracy of black hole
node detection is evaluated by the false detection rate Rf . Rf

is defined by the following equation:

Rf =
Ndiscard

NRREP
∗ 100 (3)

Here, NRREP is the total number of legitimate RREPs (not
including dummy RREPs and fake RREPs) received by non–
black hole nodes during the simulation. Ndiscard is the total
number of legitimate RREPs discarded by non–black hole
nodes because of their misidentification.

3) Throughput: Throughput is defined by the following
equation.

Throughput =
PktSize ∗ 8 ∗Nrecv

T
(4)

Here, PktSize is the data packet size, Nrecv is the total number
of data packets received by the destination node, and T is the
time elapsed from the time the source node receives the first
RREP to the end of the simulation.

4) Packet delivery rate PDR: PDR is the proportion of
data packets successfully received by the destination out of
all data packets sent by the source node. PDR is defined by
the following equation:

PDR =
Nrecv

Nsent
∗ 100 (5)

Here, Nsent is the total number of data packets sent by the
source node.

C. Simulation results

Figure 5 shows the true detection rate characteristics for
the proposed method and SRD-AODV. As shown in this
figure, the proposed method achieves complete black hole
node detection. In the proposed method, the black hole node
detection mechanism using both a dynamic threshold and
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dummy RREPs contributes to the completeness of the detec-
tion. On the other hand, the Rt for SRD-AODV decreases
with an increase in the number of nodes. When destination
sequence numbers are small, i.e., for a certain period of time
after the simulation starts, spoofed destination numbers are
also small, and so SRD-AODV cannot detect black hole nodes
by using a pre-defined static threshold. SRD-AODV achieves
a higher Rt with a larger number of nodes. The reason is that
the destination sequence numbers increase quickly with the
increase in the number of nodes.

Figure 6 shows the false detection rate characteristics for the
proposed method and SRD-AODV. As shown in this figure,
SRD-AODV achieves a much lower Rf (less than 5%) than
the proposed method. Rf for the proposed method increases
with an increase in the number of nodes. The threshold
value calculated dynamically using equation (1) is likely to
be smaller than the destination sequence numbers when the
number of nodes is large, i.e., when the destination sequence
numbers are likely to be large. As a result, the false detection
rate increases. However, the proposed method was able to
delete all the non–black hole nodes from the blacklists by the
black hole node rejudgment mechanism with dummy RREPs
in our simulations.

Figure 7 shows the throughput performance for the proposed
method, AODV with/without black hole (BH) attack, and
SRD-AODV. In this figure, AODV without BH attack (i.e.,
with no black hole nodes) represents the target performance.
The proposed method achieves better throughput performance
than SRD-AODV and AODV with BH attack. In AODV with
BH attack, only very few packets are received by destination
nodes because of the black hole attacks. Both the proposed
method and SRD-AODV achieve a certain level of throughput
performance because both methods can establish a secure
route by excluding the black hole nodes. The throughput
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performance of the proposed method is less than that of
AODV without BH attack because the dummy RREP traffic
generated by the proposed method causes collision with data
packets. SRD-AODV cannot detect black hole nodes for a
certain period of time after the simulation starts. This results
in the degradation of the overall throughput of SRD-AODV.
The throughput performances of the proposed method, SRD-
AODV, and AODV without BH attack all become worse with
a smaller number of nodes. The reason is that frequent path
breaks due to node mobility occur between the source and
destination nodes when the number of nodes is small.

Figure 8 shows the packet delivery performance for the
proposed method, AODV with/without BH attack, and SRD-
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AODV. Similar to the results shown in Fig. 7, the proposed
method achieves a higher packet delivery rate than SRD-
AODV and AODV with BH attack. The packet delivery rates
of the proposed method, SRD-AODV, and AODV without BH
attack all increase with an increase in the number of nodes.
The reason is that path break probability decreases with the
increase in the number of nodes.

VI. CONCLUSION

In MANETs, all nodes act as routers. This feature is
what leads to the security issues in the routing protocols.
The black hole attack is one of the well-known security
threats in MANETs. In order to defend against a black hole
attack in AODV, we have proposed a prevention method,
which detects a black hole node by using a dynamically
updated sequence number threshold and dummy RREPs. With
simulation experiments, we investigated the effectiveness of
our proposed method by comparing its performance with that
of existing methods. The simulation results show that our
proposed method achieves complete black hole detection and
improves throughput and packet delivery performance.

Issues for further research are to validate the proposed
method on different scenarios with various network sizes and
node mobilities, and to decrease the false detection rate of the
proposed method. The false detection rate can be improved by
optimizing the values of the α and β parameters. Therefore,
we plan to propose a method for optimizing the parameter
values according to network conditions.
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Abstract—Health care systems have started using advanced
technologies, such as Sensor Networks and Internet of Things
(IoT), to make health care solutions affordable and easier to
access. However, elderly patients who are unconvinced about its
dependability hesitate to use the immense facilities provided by
the advanced technology. A remedy to this problem is to make
the health care system dependable and patient-centric so that
patients can be convinced to trust the system. Towards achieving
this goal, this paper defines a multi-faceted design, explains how
the dependability properties can be integrated in it, and briefly
illustrate it in a design pattern for sensors that can be used for
an elderly home monitoring system.

I. INTRODUCTION

W ITHIN the health care sector, elderly health care is
regarded as an emerging sector of concern [1], [2].

Although old age that defines “elderly” does not necessarily
imply “ill health or disability”, the risk associated with both
ill health and disability increase as people grow older. A
significant conclusion by recent reports is that the proportion
of care givers (including income earners) to the elderly with
risky profile will be decreasing, while the cost of giving care to
the elderly will be increasing. Thus, modern advances in tech-
nology should be combined with human wisdom and ethics in
order to create “smart systems” that provide trustworthy health
care for the elderly. In computing literature, trustworthiness
is defined as the system property that denotes the degree of
user confidence that the system will behave as expected [3],
and dependability is defined as “the ability to deliver services
that can justifiably be trusted” [3], [4]. A comparison between
the two terms presented in [3] has concluded that the two
properties are equivalent in their goals and address similar
concerns, and suggests that the terms trustworthiness and
dependability can be used interchangeably.

Electronic Patient Records (EPR) and Sensor Networks may
be regarded as the two significant moves to use advanced
technology in health care. Sensor networked systems, currently
developed by several industries and universities [5], [6], have
immense potential to provide remote patient monitoring and
home care of the elderly whenever and wherever necessary.
Because the elderly will become dependent on these technolo-
gies, it is necessary to convince them that their expectations
are met, in the sense that the services provided to them satisfy
the privacy concerns prescribed by them, their personal data is
secure and safe, and service providers follow ethical principles.
In this paper we explore these issues with particular emphasis
in the design of elderly home care.

II. TRUSTWORTHINESS AND DEPENDABILITY

The most common issues regarding health care needs of
elderly are receiving timely remote care, getting daily personal
care, getting support for loneliness and abuse prevention, and
acquiring basic health care knowledge. These requirements
must be met without compromising their safety, privacy, and
dignity. So health care actors must provide these services in
different contexts in a trustworthy manner and respect medical
ethics. In addition, every patient should be given a mechanism
to state, as part of her EPR, what health information can
be shared or disclosed, with whom and when. Using this
information, the health care actors should act faithfully in
serving the elderly and earn their trust. The system, that
consists of health care actors and other technology enabled
artifacts should be dependable (trustworthy) in the sense it
ensures safety, security, survivability, privacy, availability,
reliability, and accountability for its clients. Following are
some examples of safety policies: (1) Elderly homes should be
well-equipped with smart devices; (2) Only certified medical
devices that are interoperable should be part of Integrated
Clinical Network (ICE); and (3) Care givers should monitor
elders in order to protect them from physical and psychological
abuses. RFID and Sensor network technology may be used to
monitor and prevent unsafe situations in patient care. Security
is a system level property that ensures the implementation
of appropriate methods to protect confidentiality, authenticity,
and integrity of health data of patients, vital research and
administrative data of the institution. Survivability refers to the
capacity of a heath care system to fulfill its mission, in a timely
manner, in the presence of attacks and emergency situations
including failures to its infrastructure. Privacy is a user-centric
issue. Every human actor in the system has the right to define
the information that they (do not) want to share, how they want
to share and in what contexts, and how the information may
be used and by whom. Availability and reliability are factors
arising from system robustness and resilience to external
attacks and internal failures. Accountability is the ability of
the system to trace the history of every action in the system’s
life cycle.

III. EXTENDING ROLE BASED ACCESS CONTROLS WITH
CONTEXT FOR PROTECTING ELDERLY HOME

We conceptualize an elderly health care in three layers. The
lowermost layer is the “Elderly Home” (EH), the middle layer
is the “Cloud” (CC), and the top layer is for “Health Care
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Service Provision” (HCSP). In EH layer, patients and their
caregivers are coordinated and monitored by “trustworthy”
sensory network. The layer CC represents the server where
all medical information from EH layer is received, persisted,
and made available to HCSP layer. The actors in HCSP layer
are Health Care Providers (HP) which includes Physicians
(PH), Emergency Care (EC), Pharmacists (PA), Clinical Staff
(CL), and a variety of actors with administrative roles. The EH
encloses two collections of entities - a collection of elderly
patients (EPs) and a collection of care givers (CGs). In our
system, a care giver needs to have a unique identification. Each
EP also has a unique identity. Both EP and CG have their
own profiles. The profile may include personal information
as well as system-related information. There is a many-to-
many relationship between EP and CG within EH. This means
that a care giver in EH may monitor several patients and a
patient may be monitored by several care givers. Each EP has
a unique Electronic Patient Record (EPR). In addition, each
EP may be monitored by a set of sensors. Dependability of EH
involves protecting its EPR and its associated sensors in EH
layer. To achieve this goal, we use “Contextual Role Based
Access Control” (CRBAC).

Standard bodies in the US have chosen the Role Based
Access Control (RBAC) model [7], [8] to enforce access
control policies in traditional health care IT systems. In
RBAC, roles of subjects and their access rights are prede-
fined. Exceptions are emergency (unanticipated) situations that
threaten patient safety. In such situations, the need arises to
override the predefined set of access rights so as to assure
patient safety. In [9] a Break The Glass (BTG) approach
is used to override predefined access controls in emergency
situations and argued that it has the non-repudiation prop-
erty. Yet, RBAC is not a “privacy-aware” method. As an
example, it is possible for a healthcare actor (playing a role)
to comply with access control policies and retrieve personal
health information of patients at instances “when they may
not be required” for treating the patient and then misuse
the information. Recognizing this flaw, context that includes
“purpose” attribute was introduced [10] into the RBAC model.
This extended model is called “Contextual Role Based Access
Control” (CRBAC). Informally, a context includes information
on “what” (request), “where” (location/spatial), “when” (time,
day, and duration), “why” (purpose), and “who” (role). A
“contextual constraint” is a conjunction of “constraints” where
each constraint is expressed as a 〈 key, value 〉 pair. The
“key” is one of the five parameters: “what”, “who”, “when”,
“where” and “why”. The “value” is a boolean expression. As
an example, consider a care giver c who works in the same
department where a patient with id pid is admitted/registered.
Assume that the care giver requests read and write access to
a sensor with id sid. Somewhere in the records, it should
have been mentioned that this care giver is attending the
patient. If the patient is a physician, the care giver must have
a minimum service record of 5 years. If the care giver is a
nurse, she must be the head nurse of the department. The
contextual constraints for this problem can be stated as fol-

lows: (1) what: readAccess (pid, sid) ∧ writeAccess (pid, sid);
(2) who: ∃c : CareGiver• department(c)=department(pid)
∧ attending(c,pid) ∧ (c.role=‘physician’ ⇒ service(c) ≥
5) ∧ (c.role=‘nurse’ ⇒ headNurse(c,department(c))=‘yes’;
(3) when: time=‘alltime’; (4) where: location=room(pid);
(5) why: purpose=‘monitor’.

IV. SECURE ELDERLY HOME

The three aspects to be protected in EH are (1) EPRs, (2)
Sensor Network, and (3) Care giver actor (CG).

Protecting EPRs: The EPR of a patient is either created
by the patient or by care givers in charge of the patient.
The EPR includes the health status, personal information,
a list of friends and family members authorized to share
patient information, and names of medical staff and care givers
attending the patient. If EPR is prepared by care givers, then
it is legally certified that persons who prepared the EPR will
use it ethically for patient care. The EPR of a patient can be
encrypted and saved in a mobile device associated with the
patient, and care givers of the patient are given access to this
device. It is uploaded to CC, from where physicians and other
health care providers may access it, and may add details on
the services provided to the patient. Here we briefly discuss
the safety, security, and privacy issues of the EPR stored at
patient’s computing platform.

Every patient has a unique mobile unit. The pair
(PID,MID) constitutes the key for encryption in EPR,
where PID refers to the patient identity and MID refers
to the mobile unit identity. This key is also used for authenti-
cating others to access EPR. The authentication rules are set
by the patient, in consultation with the care giver, so that any
desired part of EPR information may be disclosed in a privacy-
preserving manner when CRBAC is used to enforce access to
the information. The mobile unit used by the patient uses RAS
to encrypt EPR information while transmitting to CC. It may
use its own internal (hard-wired) method for encrypting EPR
and store it locally. As a consequence, neither the patient nor
any of her authorized users need to worry about data integrity.
All users, except the patient, will have “read only” access
to disclosed information. Only the patient or her authorized
agent has the right to add, delete or modify the information
in the EPR. It is expected that the agent (relative or care
giver) will be bound by ethical principles while following
the instructions of the patient. To safeguard against threats,
the profile of the agent may be collected in each context of
agent’s access to the mobile unit of the patient, and the history
of access may be audited periodically. Emergency situations
for each patient may be enumerated. For each emergency
context an appropriate access rule should be provided. For
this discussion, an emergency situation is one in which the
authenticated person has the right to access the EPR but may
not have the right to perform a task related to the patient’s
care (e.g., an operation on the patient). The following steps are
followed in emergency situations: When an authorized person
signs in, the system at first denies access because the current
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context is an “emergency” context (not anticipated earlier). It
checks the “history of access” of the person to verify whether
or not any violation of ethics was recorded; if the answer is
“yes”, the system sends a “SOS” message to the supervisory
control through the Cloud and “freezes”. If the answer is “No”,
and the user agrees to “non-repudiation” (recording her access
and reporting to supervisory system), she is given access right
to perform the requested task. In the “Yes” case, the system
remains “frozen” until either a response is received from the
supervisory system or receives biometric data of the current
user; in the former case, the system follows the supervisory
protocol; in the latter case, the system uses the biometric data
for non-repudiation procedure.

Protecting Sensor Network: A variety of sensor types are
used in an EH. Broadly classified, these are (1) bodyware
sensors, and (2) external sensors. Each EP has a unique ID, a
data collection inspector (DCP) and has one or more sensory
devices. The design details of DCP and sensor, described
below, contribute towards dependable EH design.
Sensor: In [11] we have introduced “Health Care Design

Pattern” paradigm, and illustrated the design of Sensor Design
Pattern (SDP). SDP has been designed using three well-known
software design patterns - Abstract Factory pattern, Observer
pattern and Strategy pattern. It contains a sensor hardware
that actually gathers the data, a RF chip to transmit the data
out of the sensor, and a micro controller that coordinates the
activities of the sensor hardware and the RF chip. In addition,
the micro controller also enables a user to store, retrieve
and modify authentication data to protect data access from
the sensor. Using appropriate protocols such IEEE standard
802.15.2.6 - Level 3 which requires both authentication and
encryption, data access from a SDP can be tightened. Though
any amount of details can be stored and processed in the micro
controller, it is preferable to store only minimal necessary
information and to keep processing within the micro controller
to the minimum in order to save battery life of the sensor and
to protect the sensor from adversaries [12]. Typically, for a
sensor used in an elderly home, the following information
is sufficient: patient ID, sensor ID, authentication data to
access the sensor (includes the authorized entities such as
devices, software entities and humans, who can access the
data from the sensor), and a log of transactions where each
log includes the date and time of access as well as the ID
of the entity which accessed the data from the sensor. While
authentication data provides security to the sensor, the list of
authorized entities enables the sensor to protect the privacy
of data collected by the sensor. The authentication details
within the micro controller can be described in the form
of contextual descriptions in which case the SDP will act
as an independent entity by itself. Instead, we suggest that
the authentication details should be kept to the minimum
in the micro controller (to prolong the life of the hardware
in SDP) and more contextual details should be loaded in
DCP (discussed next). System-related information such as
encryption keys and code implementing secure communication

protocol between the sensor and authorized entities will also
be stored in the micro controller.

Data Collection Inspector: The Data Collection Inspector
(DCP) acts as a front end that manages data collection from
various sensors associated with the patient and also enables
data manipulation stored in SDPs. Generally, a mobile device
such as a smart phone or a laptop acts as DCP. It includes
the profile of the patient, the set of all sensors associated
with the patient, the list of other authorized entities who will
use these sensors, and a contextual description for data access
from each sensor. The DCP is responsible to gather data from
each SDP and provide authenticated access to it to the entities
in EH layer and through CC to entities in other layers. It
has built-in mechanisms for data authentication, data integrity,
and data privacy. Another important functionality is that it
periodically transfers log transactions from each SDP to both
local and CC units. Requests for data access from the sensors
associated with an EP should be made through the DCP of
the corresponding EP. Each request must specify the sensor
ID from which data is requested and parameters required for
constructing the contextual description. After validating the
request based on the context, the DCP executes a command
to gather the data or provides a summary of already gathered
data from the particular sensor. The DCP acts as the console
for EP so that the patient may change privacy and security
parameters at any time. Since most patients are not computer
savvy, it is important to design the DCP user interface that is
easy to use and easy to operate. Thus, the DCP user interface
will provide simple dialogs for the five parameters by which
the patient can recognize the meaning of each parameter and
provide the required information for each parameter. A patient
who is unable to use the DCP interface can be substituted by
one of those authorized by her in her EPR. This is achieved
in our design through role delegation.

Care Giver Authentication: An entity with Care Giver (CG)
can monitor a patient’s status through the sensors associated
with the patient, only after an authentication of her credentials.
Each entity in CG role must have been registered in the
patient’s DCP. Every care giver attending a patient must be
a member of the list of care givers included by the patient
in her EPR, which being part of the DCP is controlled by
the patient. Each care giver is given an Access Control Point
(ACP) through which the care giver communicates with the
corresponding DCP of the patient. Like DCP, each ACP
also has a unique ID. When a care giver wants to access
a patient’s status, the care giver makes a request (including
purpose/why) through her corresponding ACP. This request
will be checked against the access control list of the cor-
responding DCP. If matches, the request will be converted
internally into a contextual description and the corresponding
DCP will execute the request. Like the DCP for a patient,
the ACP thus acts as the front end for a care giver. It is
generally installed on a mobile device or a laptop. Therefore,
a care giver has complete control over his/her ACP and can
set up an initial profile. This profile can include the set of
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patients to monitor and hence the corresponding DCPs to
access.

V. CONCLUSION

Elderly health care is a critical sub-sector of health care
infrastructure. From the review of many existing health care
systems and mobile apps that support them [13], [14], [15],
[16] we are convinced that they are focused on providing
information to and aiding medical staff, but not in improv-
ing quality of care. More importantly, these systems do not
guarantee the trustworthiness perspectives. From a user-centric
view of system usability, these systems are not fully embraced
by elderly patients either because their interfaces are com-
plex to learn or because the patients do not have sufficient
knowledge and technical skills to use them. The root of this
problem can be traced to the early stages of designing these
systems, wherein patient-centric modeling decisions have not
been made. In our short exposition in this paper, we have
explained how quality of care can be improved by instituting
a dependable elderly home infrastructure and integrate it with
CC for remote health care service provision. A summary of
results are as follows:
Safety: In an elderly home environment, there are two groups

of people - patients and care givers. A patient’s safety is
ensured by using only certified medical devices which are
operated by only authorized people. While selection and cer-
tification of medical devices is beyond the scope of this paper,
the DCP of the patient protects her from unauthorized people
accessing the sensors. Further, the sensor logs are stored inside
and possibly in the DCP as well. This, to some extent, can be
used to trace attacks by adversaries. Since care givers monitor
the patients remotely using their ACPs, it is guaranteed that
they are free from contamination and infections.
Security: The use of contextual information in authenticating

sensor data access is the biggest advantage of our approach.
Every access to the sensor is protected by the patient’s DCP.
The “who” parameter of the contextual description ensures that
only registered people can access the data, and the “when”
parameter ensures that these people are allowed to access
the data at the time specified in the contextual description.
Thus, the role-based access model along with the contextual
description ensures high security.
Privacy: All sensors are protected by the DCP of the patient.

The patient (or the representative of the patient who is legally
authorized) has ultimate authority of issuing access rights to
the care givers and others. In addition, the patient also has
the ability to change the settings on access rights at any
time by changing the corresponding contextual description.
Therefore, we claim that our model ensures privacy of patient
information.
Availability: The system is considered to be “unavailable”

when any sensor data is not accessible by a role who is
authorized to access. We claim that the sensors and the DCP
can be configured to log sensor data gathering as well as to log
transactions at appropriate time intervals. These can be trans-
ferred to the cloud via EH and can be automatically monitored

to be continuous. If there is a break or gap in the log, the
system must generate an alarm and then the corresponding
role can interfere the sensor network to find out the cause.
Thus, our design is capable of ensuring “availability”.

Accountability: This property is important to identify the
cause and the role when something goes wrong. As stated
earlier, the log transactions will help trace the identity of the
role who accessed and the duration of the access, from which
it should be possible to determine who is accountable and
for what. As we stated earlier, ethical behavior of all roles
including patients are covered by this property.
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Abstract—The Internet of Things (IoT) revolution promises to
make our lives easier by providing cheap and always connected
smart embedded devices, which can interact on the Internet and
create added values for human needs. But all that glitters is
not gold. Indeed, the other side of the coin is that, from a
security perspective, this IoT revolution represents a potential
disaster. This plethora of IoT devices that flooded the market
were very badly protected, thus an easy prey for several families
of malwares that can enslave and incorporate them in very large
botnets. This, eventually, brought back to the top Distributed
Denial of Service (DDoS) attacks, making them more powerful
and easier to achieve than ever. This paper aims at provide
an up-to-date picture of DDoS attacks in the specific subject
of the IoT, studying how these attacks work and considering
the most common families in the IoT context, in terms of their
nature and evolution through the years. It also explores the
additional offensive capabilities that this arsenal of IoT malwares
has available, to mine the security of Internet users and systems.
We think that this up-to-date picture will be a valuable reference
to the scientific community in order to take a first crucial step
to tackle this urgent security issue.

I. INTRODUCTION

THE Internet of Things (IoT) is rapidly and unavoidably
changing our society, affecting the way we live and work.

The IoT mission is to enable everyday objects to communicate
with each other through the Internet, resulting in a figurative
tsunami of connectivity. From a business perspective, IoT is
all about excitement. Firms are rushing the development of
their IoT products in order to commercialise them as soon as
possible, and stay on the crest of the wave. IoT predictions
by several consultancy firms (like Bain, McKinsey, General
Eletric, to mention only a few) clearly show that the IoT
market will become massive in the coming 10 years. For
instance, IHS forecasts that the IoT market will grow from
a base of 15.4 billion devices in 2015 to 30.7 billion devices
in 2020 and 75.4 billion in 20251.

From a security perspective, all this excitement goes to
the detriment of the IoT devices security, causing a potential
disaster. Indeed, security still represents the most overlooked
characteristic when quickness is considered of paramount
importance for business. Moreover, the massive distribution
of such connected devices to the “average security-unsavvy
user”, evokes IoT acronyms like the not-so-funny “Internet
of Troubles”2. More connected and non-secure (or unsecured)

1https://www.ihs.com/Info/0416/internet-of-things.html [May 10th, 2017].
2https://security-online.net/iot-like-internet-troubles [May 10th, 2017].

devices entails more attack vectors and more possibilities for
hackers to target us, access our sensible data and control our
devices. Talking about security and IoT devices, the 2016 is
still remembered as the year of Mirai, namely a powerful
malware that managed to infect hundreds of thousands of
connected devices all over the world through a dictionary
attack (composed of just 50 entries), relying upon the fact
that these devices use default login credentials and that most
of the users never change those credentials. On October 21th
2016, this massive botnet (network of infected devices) was
used to struck what is currently considered the largest Dis-
tributed Denial of Service (DDoS) attack ever seen, reaching
a magnitude of about 1.2 Terabits per second.

Contribution of the Paper. The security disaster in this IoT
tsunami of connectivity has made DDoS attacks more and
more popular among the cyber-criminal community. DDoS
attacks have rapidly evolved in the last few years, becoming
more complex and especially more powerful and effective, as
Mirai showed. Besides, to the best of our knowledge, the last
research work discussing a taxonomy of DDoS attacks has
been conducted in the early 2008 [1], long before the IoT
outburst. Therefore, this paper aims at studying DDoS attacks
with focus on the IoT context. In particular, the contribution
of our analysis is twofold:

1) We start from an up-to-date comprehensive taxonomy of
DDoS attacks based on previous scientific literature and
the latest performed attacks, and we place the emphasis
on IoT devices. The taxonomy is obtained by combining
several surveys in the literature [1]–[13] and by refining
the taxonomy previously proposed in [14].

2) Using the new DDoS taxonomy as foundation of our
study, we provide a detailed analysis of all the DDoS
capable IoT malwares since 2008. The analysis clearly
shows the evolution of these malwares through the
years, as well as the increasing number of new malware
families per year.

The overall aim of the paper is to provide a first comprehensive
reference to the security community, in order to understand the
latest DDoS attacks targeting the IoT domain.

Outline of the Paper. Section II introduces DDoS attacks,
focusing on the key characteristics that make them possible
and so powerful. Sections III and IV present the proposed
taxonomy of DDoS attacks and the analysis of DDoS-capable
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IoT malwares, respectively. Section V analyses the collected
data and draws some remarkable observations. Finally, Section
VI sums up the contribution of the paper.

II. HOW DDOS ATTACKS ARE POSSIBLE?

What makes DDoS attacks possible and extremely powerful
is the intrinsic nature of Internet itself, designed with the aim
of functionality, rather than security. While being utterly ef-
fective, the Internet is inherently vulnerable to several security
issues that can be used to perpetrate a DDoS attack [3], [5]:

• Internet security is extremely interdependent – It does not
matter how well secured the victim system may be, its
vulnerability to DDoS attacks depends on the security of
the rest of the global Internet;

• Internet entities have limited resources – Each Internet
entity (such as hosts, networks, services, etc.) has limited
resources that can be saturated by a given number of
users;

• Many is better than a few – Coordinated and concur-
rent distributed attacks will always be effective, if the
resources of the attacker are greater than the resources of
the victim;

• Intelligence and resources are not collocated – Most of
the intelligence, needed to guarantee services, is located
in end hosts. Nevertheless, the requirement of large
throughput brought to design high bandwidth pathways
in the intermediate network. As a result, attackers can ex-
ploit the abundant resources of the intermediate network
in order to deliver a great number of malicious messages
to the victim;

• Accountability is not enforced – In IP packets, the source
address field is assumed to carry the IP address of the host
that creates the packet. However, this is an assumption
which is not validated or enforced at all, therefore there
is the opportunity to perpetrate an IP source address
spoofing3 attack. This attack provides attackers a power-
ful mechanisms to avoid responsibility for their actions;

• Control is distributed – Internet management is dis-
tributed and each network can work with local policies
defined by its administrators. Consequently, there is no
way to deploy a global security mechanism or policy and
it is often impossible to investigate cross-network traffic
behaviour due to privacy issues.

Notably, a DDoS attack needs to go through the following
phases in order to be struck [3], [5]:

1) Recruitment. The attacker scans for vulnerable machines
(called agents), aiming to use them later in the DDoS
attack against the real victim. In the past this process
was performed manually but nowadays several scanning
tools can be used to do this automatically;

2) Exploitation & Infection. The agent machines are ex-
ploited using the discovered vulnerabilities and the

3IP source address spoofing is a cyber-attack which consists in creating an
IP packet with a false source IP address, hiding the identity of the real sender
or even impersonating another Internet entity.

malicious code is injected. This phase has also been
automated and nowadays several self-propagating tools
can be used for further recruiting new agents;

3) Communication. The attacker uses the handlers or the
IRC channel (depending on the botnet architecture, refer
to subsection III-A for further details) to identify which
agents are up and running, when to schedule the attacks
or when to upgrade the agents;

4) Attack. The attacker commands the onset of the at-
tack and the agent machines start to send malicious
packets. Attack parameters (such as victim, duration,
malicious packets properties, etc.) are tuned in this
phase. Although IP spoofing is not always required for
a successful DDoS attack, attackers usually opt for an
additional anonymity layer, hiding the identity of agent
machines during the attack.

III. DDOS ATTACKS CLASSIFICATION

DDoS attacks can be classified in many ways (Fig. 1). In this
section, we succinctly report a complete taxonomy, obtained
by combining several surveys in the literature [1]–[13].

A. Architecture Model

The architecture of a DDoS attack considers how the
involved actors interact. There are basically four types of
network architectures that can be used to perpetrate a DDoS
attack [1], [9]: Agent-Handler Model, Reflector Model, IRC-
Based Model, Web-Based Model.

1) Agent-Handler Model: This model (Fig. 2a) is composed
by clients, handlers (or masters) and agents (or daemons or
secondary victims) [2]. Clients are used by the attacker to
communicate with the handlers, which are software packages
located somewhere in the Internet, that infect network re-
sources and rely information from the clients to the agents.
The agent is a block of code that runs on a compromised
system and performs the attack against the final victim. The
term agent is used to refer both to the compromised machine
and to the running code. According to the configuration of the
network architecture, the set of agents (referred as a botnet)
can equally interact with a single handler or multiple handlers.

2) Reflector Model: This model (Fig. 2b) is similar to the
Agent-Handler one, but exhibits an additional set of uninfected
machines, called reflectors. The reflectors are induced by the
handlers to send a stream of packets against the victim. Often,
the handlers spoof the victim IP address, in order to solicit the
reflectors to send the replies to the victim. This leads to the
production of a large amount of network traffic addressed to
the target host [1]. The reflectors are often used as amplifiers
by sending the stream of packets to the broadcast address4 of
the reflector network and triggering reply packets from each
host within their LAN. A Reflector can be any host in the
Internet able to respond to IP requests (e.g., a web server that
responds to TCP SYN requests) because the attacker does not

4Broadcast IP address feature: when a sending system specifies a broadcast
IP address as the destination address, the routers replicate the packet and send
it to all the IP addresses within the broadcast address range [2].

808 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Ar
ch

ite
ct

ur
e

Ar
ch

ite
ct

ur
e

Ar
ch

ite
ct

ur
e

Ar
ch

ite
ct

ur
e

Ar
ch

ite
ct

ur
e

Vulnerability

Protocol Level
Protocol Level
Protocol Level

Protocol Level
Protocol Level

Pr
op

ag
at

io
n

P r
op

a g
at

i o
n

P r
op

ag
at

io
n

P r
op

ag
at

io
n

P r
op

ag
at

io
n

Im
pa

ct
Im

pa
ct

Im
pa

ct
Im

pa
ct

Im
pa

ct

Agent Set
Agent Set
Agent Set
Agent Set
Agent Set

Source AddressSource AddressSource AddressSource AddressSource Address

Traffic Distribution

Traffic Distribution

Traffic Distribution

Traffic Distribution

Traffic Distribution

Resources Involved

Resources Involved

Victim
Victim
Victim
Victim
Victim

Ag
en

t-H
an

dl
er

Ag
en

t-H
an

dl
e r

Ag
en

t-H
an

dl
er

Ag
en

t-H
an

dl
er

Ag
en

t-H
an

dl
er

R
ef

le
ct

or
R

ef
le

ct
or

R
ef

le
ct

or
R

ef
le

ct
or

R
ef

le
ct

or

IR
C-

Ba
se

d

IR
C-

Ba
se

d

IR
C-

Ba
se

d

IR
C-

Ba
se

d

IR
C-

Ba
se

d
W

eb
-B

as
ed

W
eb

-B
as

ed

W
eb

-B
as

ed

W
eb

-B
as

ed

W
eb

-B
as

ed

Resource

Resource

Resource

Resource

Network Level

Network Level

Network Level

Network Level

Network Level

Application level
Application level
Application level
Application level
Application level

ManualManualManualManualManual

AutomaticAutomatic
AutomaticAutomatic
AutomaticSemi-Automatic

Semi-Automatic

Semi-Automatic

Semi-Automatic

Semi-Automatic

Random
Random
Random
Random
Random

Hitlist
Hitlist
Hitlist
Hitlist
Hitlist

Signpost

Signpost

Signpost

Signpost

Signpost

Perm
utation

Perm
utation

Perm
utation

Perm
utation

Perm
utation

Local Subnet

Local Subnet

Local Subnet

Local Subnet

Local Subnet

C
entral Source

C
entral Source

C
entral Source

C
entral Source

C
entral SourceB a

ck
-c

ha
i n

in
g

B a
ck

-c
ha

i n
in

g
B a

ck
-c

ha
i n

in
g

B a
ck

-c
ha

i n
in

g
B a

ck
-c

ha
i n

in
g

Au
to

no
m

ou
s

Au
to

no
m

ou
s

Au
to

no
m

ou
s

Au
to

no
m

ou
s

Au
to

no
m

ou
s

Di
sr

up
tiv

e
Di

sr
up

tiv
e

Di
sr

up
tiv

e
Di

sr
up

tiv
e

Di
sr

up
tiv

e

De
gr

ad
ing

De
gr

ad
ing

De
gr

ad
ing

De
gr

ad
ing

De
gr

ad
ingCon

sta
nt

Con
sta

nt

Con
sta

nt

Con
sta

nt

Con
sta

nt

Variable
Constant
Constant
Constant

Constant
Constant

Variable
Variable
Variable
Variable
Variable

ValidValidValidValidValid

SpoofedSpoofedSpoofedSpoofedSpoofed

Non-Isotropic
Non-Isotropic
Non-Isotropic
Non-Isotropic
Non-Isotropic

Isotropic
Isotropic
Isotropic
Isotropic
Isotropic

Symmetric

Symmetric

Symmetric

Symmetric

Symmetric

Asymmetric

Asymmetric

Asymmetric

Asymmetric

Asymmetric

Application

Application

Application

Application

Application

Host
Host
Host
Host
Host

N
etw

ork
N

etw
ork

N
etw

ork
N

etw
ork

N
etw

ork

Infrastructure
Infrastructure
Infrastructure
Infrastructure
Infrastructure

Flo
od

Flo
od

Flo
od

Floo
d

Flo
od

Amplif
ica

tio
n

Amplif
ica

tio
n

Amplific
atio

n

Amplific
ati

on

Amplific
atio

n

Protocol Exploit

Protocol Exploit

Protocol Exploit

Protocol Exploit

Protocol Exploit

Malformed Packet

Malformed Packet

Malformed Packet

Malformed Packet

Malformed Packet

DirectDirect
DirectDirect
Direct

Indirect
Indirect
Indirect
Indirect
Indirect

Re
co

ve
ra

bl
e

R
ec

ov
er

ab
le

R
ec

ov
er

ab
le

Re
co

ve
ra

bl
e

Re
co

ve
ra

bl
e

No
n-

Re
co

ve
ra

bl
e

No
n-

Re
co

ve
ra

bl
e

No
n-

Re
co

ve
ra

bl
e

No
n-

Re
co

ve
ra

bl
e

No
n-

Re
co

ve
ra

bl
e

Inc
rea

ging

Inc
reag

ing

Incre
aging

Incre
aging

Inc
reag

ingFluctu
ating

Fluctu
ating

Fluctu
ating

Fluctu
ating

Fluctu
ating

Spoofing TechniqueSpoofing TechniqueSpoofing TechniqueSpoofing TechniqueSpoofing Technique

Routability
Routability
RoutabilityRoutability
Routability

IP Address

IP Packet Options

Random

Subnet

On Route

Routable

Non-Routable

Fig. 1. DDoS Attacks Taxonomy

need to infect it. DDoS attacks that use this model are also
known as Distributed Reflection Denial of Service (DRDoS)
attacks and they are harder to trace back than the ones based
on the Agent-Handler Model [4], [5], [15], [16].

3) Internet Relay Chat-Based Model: This model (Fig. 2c)
is similar to the Agent-Handler one, with the only difference
that the client connects to the agents relying on an IRC-
based communication channel, instead of the handlers. Internet
Relay Chat (IRC) is a client/server textual protocol, used to
implement a multi-user and multi-channel chat system.

4) Web-Based Model: This model is similar to the IRC-
Based one, but here the communication is HTTP/HTTPS
based. Moreover, the majority of the agents are fully con-
figured and controlled through complex PHP scripts and
encrypted communications, while a number of agents is used
only to report statistics to a controlling Web site [9].

B. Exploited Vulnerability

DDoS attacks can exploit different vulnerabilities to jeop-
ardize their victims. Based on the strategy that is used to
deny services, it is possible to classify them in two different
categories [1]–[4], [7], [10], [13]: Bandwidth Depletion (or
Brute-Force) and Resource Depletion.

1) Bandwidth Depletion (or Brute-Force): In this type of
attacks, a great amount of apparently legitimate packets are
sent to the victim, in order to clog up its communication
resources (e.g., network bandwidth) and also its computational
ones (e.g., CPU time, memory, etc.) preventing them to be
reached by legitimate traffic. These attacks can be further
divided into Flood and Amplification attacks [1], [2], [5],
[6], [10], [13]. In Flood attacks, the botnet directly sends a
large volume of IP traffic to the victim machine to congest
its network resources and prevent access by legitimate users,
while in Amplification attacks the agents use intermediaries
reflectors (Section III-A), exploiting the broadcast IP address
feature with the spoofed address of the victim.

Flood attacks are the most used ones because they are
easy to achieve, yet very effective; well-known examples are
SYN Flood and UDP Flood attacks. On the other hand, DNS
Amplification is a highly popular type of Amplification attack:
based on the principle that tiny DNS requests generate much
bigger reply packets, a whole botnet can impersonate the
target, spoofing its IP address, and send a high number of
requests in its stead. As expected, the target will be hit by a
massive quantity of replies and experience a DoS event.

Another emerging DDoS attack, exhibited recently by Mirai,
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is the so-called Valve Source Engine (VSE) Flood, which is
a particular type of UDP Amplification attack that targets
gaming servers by sending them specific requests (TSource
Engine Query) from many different devices.

2) Resource Depletion: These attacks aim to preventing
the victim to process legitimate requests, by exhausting its
resources, and can be further characterized in Protocol Exploit
and Malformed Packet attacks [1], [2], [5], [6], [10], [13]. In
Protocol Exploit attacks, an implementation bug of a protocol
or a specific feature installed on the victim are exploited in
order to consume its resources, whereas in Malformed Packet
attacks incorrectly formed IP packets are sent from the agents
to the target (e.g., putting the same IP address into both source
and destination fields).

An interesting example of Malformed Packet attack is
the so-called TCP XMAS. This type of attack consists into
manipulating some packets by turning on all the flags (es-
pecially URG, PUSH and FIN flags). It is very unusual and
totally unexpected that this combination of flags appears into
a standard packet, and a lot of time and effort is required,
in order to process it, which can eventually crash the target
system.

C. Protocol Level

DDoS attacks can be distinguished according to the TCP/IP
layer of the protocol used during the attack [9], [17]: Network
Level and Application Level. In Network Level DDoS attacks,
either Network or Transport layer protocols are used to carry
out the attack, while in Application Level DDoS attacks the
victim resources (e.g., CPU, memory, disk/database, etc.) are
exhausted targeting Application layer protocols. Clear exam-
ples of Network Level attacks are SYN Flood, UDP Flood and
TCP Flood attacks, whereas HTTP Flood, DNS Query Flood
and DNS Amplification attacks belong to Application Level
group of attacks.

An interesting example of an Application Level attack is
the DNS Water Torture, which is a DDoS attack that targets
specifically Authoritative DNS servers, which are indirectly
disrupted by sending a huge quantity of random queries to

Open Resolvers, queries that are forwarded to Cache DNS
servers and, finally, to the Authoritative DNS servers. Even
though the intended target is the latter, as a side-effect also
Cache DNS servers face huge slow-downs in their operations.

D. Degree of Automation
Based on the Degree of Automation, DDoS attacks can be

classified into three different categories [1], [3], [5]: Manual,
Semi-automatic and Automatic.

1) Manual: In Manual DDoS attacks, the attacker individ-
ually scans remote devices looking for any vulnerability. Once
a vulnerability is found, the attacker manually breaks into the
machine, installs attack code and then commands the onset of
the attack. Only the early DDoS attacks belong to this category
because today all the attack phases are automated.

2) Semi-automatic: In Semi-automatic DDoS attacks the
recruitment and exploitation & infection of the agents are
automated. The only phases which are still manually per-
formed by the attacker are the communication phase (when
the attacker instructs the botnet with type, start time, duration
and victim of the attack) and the attack phase [18]. Based on
the Communication Mechanism used between attackers and
handlers (see Section III-A), Semi-automatic DDoS attacks
can be done by Direct Communication (if based on the Agent-
Handler Model) or by Indirect Communication (if based on the
IRC-Based Model.

3) Automatic: In these attacks, all the phases are automated
(recruitment, exploitation & infection, attack), thus there is
no need for communication between attacker and botnet.
The start time, type, duration and victim of the attack are
preprogrammed in the attack code. This category is the one
which offers the minimal exposure for the attacker, since he
is only involved in issuing the command that starts the attack.

In both Automatic and Semi-automatic attacks, the recruit-
ment of agent machines is achieved through automatic scan-
ning strategies (Subsection III-E) and propagation techniques
(Subsection III-F). Notably, some DDoS attacks can use a
mixed approach: for instance, the recruitment and the attack
could be automated while the exploitation & infection and the
communication could be performed manually.
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E. Scanning Strategy

During the recruitment phase, the attacker finds as many
vulnerable machines as possible with a network scanning.
Based on the scanning strategy, it is possible to classify DDoS
attacks into five classes [1], [3]: Random Scanning, Hitlist
Scanning, Signpost (or Topological) Scanning, Permutation
Scanning, Local Subnet Scanning.

1) Random Scanning: With this scanning strategy, each
compromised host uses a different seed to probe random
addresses in the IP address space. As an example, Mirai
utilizes a pure Random Scanning approach, randomly looking
for any kind of IoT equipped with default login credentials.

2) Hitlist Scanning: With this scanning strategy, the scan-
ning machine has an external list of possible victims to
probe. Once the attacker detects and infects a new vulnerable
machine, it forwards a portion of the initial hitlist, in order
to have a high propagation speed and no collisions during the
scanning.

3) Signpost Scanning: In DDoS attacks with Signpost
Scanning, some pieces of information on the compromised
machines are used to find new targets. As an example, e-
mail worms could exploit information from address books of
infected machines, a Web-server based worm could spread by
infecting each vulnerable client that access to the server Web
page, and so on.

4) Permutation Scanning: With this strategy, there is first
a brief Hitlist Scanning from which a small initial population
of agents is added to the botnet. Subsequently, all the compro-
mised hosts share a common pseudo-random permutation of
the IP address space and each IP address is mapped to an index
in this permutation. A machine infected during the initial phase
begins scanning through the permutation by using the index
computed from its IP address as a starting point. Whenever it
finds a machine that has already been infected, it chooses a
new random starting point.

5) Local Subnet Scanning: The Local Subnet Scanning can
be added to each of the previously described strategies, to
include a scan for targets located on the same subnet of the
compromised host. This technique allows a single copy of the
scanning program to compromise many vulnerable machines
behind a firewall.

F. Propagation Mechanism

After the recruitment and the exploitation, the agent ma-
chine is infected with the attack code and, based on the
mechanism chosen in this phase, it is possible to classify
DDoS attacks into three different categories [1], [3]: Cen-
tral Source Propagation, Back-chaining Propagation and Au-
tonomous Propagation.

1) Central Source Propagation: With this propagation ap-
proach, the attack code is stored on a central server (or a set
of servers) and downloaded through a file transfer mechanism
(e.g. wget or tftp) as soon as a new agent is compromised.

2) Back-chaining Propagation: Back-chaining enables the
machine that exploited the system to also inoculate the attack
code The infected machine then becomes the source of the

next propagation step. This propagation mechanism is more
durable then the Central Source one because it does not have
a single point of failure.

3) Autonomous Propagation: With this approach there are
no extra files downloaded, but the attack instructions are
directly injected into the target host during the same exploit
phase, reducing the possibility that the attack is discov-
ered [18].

G. Impact on the Victim

Depending on the impact that DDoS attacks have on the
victim, it is possible to classify them into two different
categories [3], [5]: Disruptive and Degrading.

1) Disruptive: This type of attacks try to completely deny
the victim services to its legitimate users. Nowadays, the ma-
jority of attacks belong to this class. Based on the Possibility of
Dynamic Recovery during or after a disruptive DDoS attack, it
is possible to further divide them in Dynamically Recoverable,
when a victim can automatically restore its services as soon
as the attack stops, and Dynamically Non-Recoverable, when
the victim needs human intervention, such as a reboot or even
a reconfiguration [3].

2) Degrading: This type of attacks aim at consuming some
portion of the victim resources without causing a total service
disruption, in order to remain undetected for an extended
amount of time. Nevertheless, the damage inflicted to the
victim could be huge: as an example, an attack that affects 30%
of the victim resources could lead to a DoS for some customers
during high load periods and the average performance of the
service would be worse than expected.

H. Attack Rate

The DDoS attack requires each agent to send a stream of
packets to the victim. The Attack Rate generated by the botnet
makes possible to classify DDoS attacks into two different
categories [1], [3]–[6], [19]: Constant Rate, Variable Rate.

1) Constant Rate: The botnet produces attack packets at
a fixed rate, usually at the highest rate possible. The output
burst is so powerful that the target resources are filled up very
quickly, hence the effects of the attack are quite instant on the
victim.

2) Variable Rate: The attack rate of agent machines varies,
in order to avoid or delay the detection. According to the
Rate Change Mechanism, variable rate DDoS attacks can be
further divided [19] into Increasing rate, where the attack
rate is gradually and constantly increased through time, and
Fluctuating rate where the attack is sporadically relaxed, in
order to reduce detection chances [1], [3], [5].

I. Persistence of Agent Set

This classification is based on the set of agents active at
any time of a DDoS attack. Based on the persistence of the
botnet, it is possible to distinguish two different categories [3]:
Constant Agent Set and Variable Agent Set.
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1) Constant Agent Set: All agents into the botnet act in the
same way, taken into consideration resource constraints: they
all receive the same set of commands and they are all engaged
simultaneously during the attack.

2) Variable Agent Set: The available agents are divided into
several groups and the attacker engages only one group of
agents at a given time. An agent could belong to more than
one group and each group could be engaged again after a
period of inactivity. As a matter of fact, this entails that the
botnet is internally partitioned.

J. Source Address Validity

Source address spoofing plays a critical role in most of
DDoS attacks, because it hinders the prosecution of the
attacker. Based on the Source Address Validity, it is possible
to classify DDoS attacks into [3]: Spoofed Source Address and
Valid Source Address.

1) Spoofed Source Address: This is the most common type
of DDoS attack, where source addresses are spoofed without
any kind of constraint. Moreover, the spoofing technique, that
defines how the attacker chooses the spoofed source address,
makes possible to further divide this DDoS attacks [3] in:

• Random Spoofed Source Address, in which source ad-
dresses are completely random 32-bit numbers [20], [21];

• Subnet Spoofed Source Address, in which source ad-
dresses are chosen within the agent machine subnet;

• On Route Spoofed Source Address, in which the address
is picked from a machine which is on the route (or in a
subnet) between the agent machine and the victim.

Based on the Address Routability, spoofed source address
DDoS attacks can be further divided in Routable Source
Address attacks, which spoof routable source addresses by
taking over the IP address of another machine, and Non-
Routable Source Address that spoof non-routable source ad-
dresses, which could belong to a reserved set of addresses
(such as private IP addresses) or be part of an assigned but
unused address space of a network.

2) Valid Source Address: These type of attacks usually
require interactive exchanges between botnet and victim, hence
a valid source address is needed.

K. Attack Traffic Distribution

The locations used as source of attack packets can be
utilized to classify DDoS attacks into two Attack Traffic
Distribution categories [4], [12]: Isotropic and Non-isotropic.

1) Isotropic: In Isotropic DDoS attacks, the attacker tries
to distribute as much as possible uniformly the origin of its
malicious packets.

2) Non-isotropic: In Non-isotropic DDoS attacks, the traf-
fic origin is more aggregated in specific parts of the Internet
than in others. It means that the victim receives malicious
packets from one or more directions which are partially or
totally aggregated and not uniformly distributed in the whole
Internet.

L. Resources Involved

Based on the amount of Resources Involved in a DDoS
attack, it is possible to classify it into two categories [22]:
Symmetric and Asymmetric.

1) Symmetric: In this case, the resources involved are of
the same type and scale as those denied to the victim. For
instance, in a Network Flooding Attack the attacker uses the
same amount of network bandwidth that the victim is deprived
of.

2) Asymmetric: In this case, the resources required by the
attacker are different from the resources neglected to the
victim, in terms of type and scale (e.g., DNS Amplification
Attack).

M. Victim Type

DDoS attacks can be classified according to the Victim
Type into four classes [3]: Application, Host, Network and
Infrastructure.

1) Application: In attacks of this class, one or more features
of a specific application on the victim host are targeted, with
the aim of preventing legitimate clients to use the application
and possibly clogging up host resources.

2) Host: In this class of attacks, the victim machine is
completely knocked out by disabling or overloading its com-
munication mechanisms (e.g., network interface or network
link). A peculiarity of this type of attacks is that all attack
packets have the destination address of the target host.

3) Network: In this case, the incoming bandwidth of a tar-
get network is consumed with attack packets whose destination
address can be taken from its network address space.

4) Infrastructure: In attacks of this class, the target is any
distributed service that is extremely relevant for either the
global Internet or a sub-network operations. The peculiarity of
these attacks is the simultaneity by which multiple instances
of the target service are attacked.

IV. IOT MALWARES WITH DDOS CAPABILITIES

Nowadays, one of the most popular way to deliver such
DDoS attacks is to target IoT devices. The choice is easily
explained by the high availability of such devices which, as
if it was not enough, are poorly protected by manufacturers
and poorly maintained by owners. Therefore, in order to
understand what problems we are facing and possibly find
a general solution, a thorough analysis of the present situation
is absolutely mandatory. We want to stress out that this
specific topic is inherently an extremely unstable one, with a
considerable number of offspring malwares that borrow lines
of code from deeply divergent families of malwares. Moreover,
source codes have been disclosed only for a portion of the
existing malwares and the largest part of these information
comes from complex reverse engineering jobs which makes
the whole situation even worse, if possible. In this section we
focus only on the DDoS capable IoT malwares, which entails
that we neglect on purpose some other IoT malwares that have
different goals, such as cryptocurrencies mining.
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TABLE I
IOT MALWARE DDOS CAPABILITIES

Malware DDoS

Name Year Source Code Agents CPU Architecture Model Feasible Attacks

Linux.Hydra 2008 Open Source MIPS IRC-Based SYN Flood, UDP Flood
Psyb0t 2009 Reverse Eng. MIPS IRC-Based SYN Flood, UDP Flood, ICMP Flood
Chuck Norris 2010 Reverse Eng. MIPS IRC-Based SYN Flood, UDP Flood, ACK Flood
Tsunami, Kaiten 2010 Reverse Eng. MIPS IRC-Based SYN Flood, UDP Flood, ACK-PUSH Flood, HTTP

Layer 7 Flood, TCP XMAS
Aidra, LightAidra, Zendran 2012 Open Source MIPS, MIPSEL, ARM,

PPC, SuperH
IRC-Based SYN Flood, ACK Flood

Spike, Dofloo, MrBlack,
Wrkatk, Sotdas, AES.DdoS

2014 Reverse Eng. MIPS, ARM Agent-Handler SYN Flood, UDP Flood, ICMP Flood, DNS Query
Flood, HTTP Layer 7 Flood

BASHLITE, Lizkebab, Torlus,
Gafgyt

2014 Open Source MIPS, MIPSEL, ARM,
PPC, SuperH, SPARC

Agent-Handler SYN Flood, UDP Flood, ACK Flood

Elknot, BillGates Botnet 2015 Reverse Eng. MIPS, ARM Agent-Handler SYN Flood, UDP Flood, ICMP Flood, DNS Query
Flood, DNS Amplification, HTTP Layer 7 Flood,
Other TCP Floods

XOR.DdoS 2015 Reverse Eng. MIPS, ARM, PPC,
SuperH

Agent-Handler SYN Flood, ACK Flood, DNS Query Flood, DNS
Amplification, Other TCP Floods

LUABOT 2016 Reverse Eng. ARM Agent-Handler HTTP Layer 7 Flood
Remaiten, KTN-RM 2016 Reverse Eng. ARM, MIPS, PPC,

SuperH
IRC-Based SYN Flood, UDP Flood, ACK Flood, HTTP Layer

7 Flood
NewAidra, Linux.IRCTelnet 2016 Reverse Eng. MIPS, ARM, PPC IRC-Based SYN Flood, ACK Flood, ACK-PUSH Flood, TCP

XMAS, Other TCP Floods
Mirai 2016 Open Source MIPS, MIPSEL, ARM,

PPC, SuperH, SPARC
Agent-Handler SYN Flood, UDP Flood, ACK Flood, VSE Query

Flood, DNS Water Torture, GRE IP Flood, GRE
ETH Flood, HTTP Layer 7 Flood

A. Linux.Hydra

Progenitor of all the IoT malwares, Linux.Hydra appeared
in 2008 as an open source project that specifically aimed to
routing devices based on MIPS architecture. The exploitation
phase relies on a dictionary attack or, in case that the target
device is a D-Link router, on a specific and well-known
authentication vulnerability [23]. Once that the device has
been infected, it becomes part of an IRC-Based network able
to perform only a basic SYN Flood attack. The malware
documentation reports that this malware also enables the
attacker to strike a UDP Flood attack, but online available
sources do not exhibit such capability [24]. All in all, even if
it is quite simple, this malware laid the groundwork for all the
successive MIPS-aiming malwares.

B. Psyb0t

Pretty much similar to Linux.Hydra, this malware appeared
on the wild in the early 2009. Compared to its predecessor,
Psyb0t is able to perform also UDP and ICMP Flood at-
tacks [23]. It targets the same MIPS architecture (therefore,
essentially network appliances) and, even though a direct
comparison cannot be performed since the sources have not
been disclosed, the two malwares show so many common
points that it is safe to assume that Psyb0t is a Linux.Hydra
offspring.

C. Chuck Norris

As soon as the Psyb0t botnet was taken down by its creator,
probably due to a growing interest towards his operations,
another competitor came out in 2010. Called Chuck Norris,
from a string found into the reverse engineered headers, this
malware has a lot of common points with Psyb0t, at a point

that it is probably its direct evolution [23]: the available attacks
are the same, apart from the lacking of ICMP Flood which is
replaced by the capability of carrying out an ACK Flood.

D. Tsunami/Kaiten

Last and strongest offspring of Linux.Hydra, Tsunami is
a fusion of Kaiten-Tsunami DDoS tool and Chuck Norris.
In particular, this malware shares with the latter many traits,
such as the same encription key and some CNC IP addresses.
Tsunami enables the botnet zombies to carry not only tradi-
tional SYN Flood, UDP Flood and ACK-PUSH Flood attacks,
but also some more sophisticated ones like HTTP Layer 7
Flood and TCP XMAS attacks. Interestingly, in 2016 this
malware was sneaked on purpose into the Linux Mint Official
ISO [25], jeopardising a huge quantity of freshly installed
OSes.

E. Aidra/LightAidra/Zendran

Born around 2012, these three malwares exhibit slight vari-
ations of the same source code, small enough to let us group
them under the same family. Compared to the aforementioned
families, the complexity of these malwares is higher: they
are able to compile on a number of different architectures
such as MIPS, ARM and PPC, even though the infection
method relies upon a simple authentication guessing [26]. The
resulting botnet architecture is, once again, IRC-based and the
type of deliverable attacks is still restricted to basic attacks
like SYN Flood and ACK Flood.

F. Spike/Dofloo/MrBlack/Wrkatk/Sotdas/AES.DdoS

After the Linux.Hydra family subsided, a new bunch of
malwares appeared in different times around 2014 [27]. Many
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different malwares (such as Spike, Dofloo, etc.) belong to this
family but they are so similar that it is hard to tell one from
another. What is clear is that, conversely from all the previous
families, the resulting botnet architecture is an Agent-Handler
based one. Moreover, a mechanism of persistence has been
developed by tampering with the /etc/rc.local file, aiming to
survive a device reboot. Another interesting characteristic is
the so-called SendInfo thread that tries to derive the computing
power of the infected host device [28], thus enabling the CNC
server to tune the intensity of DDoS jobs that each bot should
perform.

G. BASHLITE/Lizkebab/Torlus/Gafgyt

Another popular malware on the wild in 2014, BASHLITE
shares similar characteristics with the Spike malware family.
Particularly, the communication protocol is a lightweight ver-
sion of IRC, but it has been so heavily modified that the
resulting botnet architecture is totally non-dependant on IRC
servers, therefore this botnet can be considered an Agent-
Handler and not an IRC-Based one [29]. The variety of
architectures vulnerable to this malware is impressive, as even
SPARC devices can be infected. The DDoS attacks are basilar,
nothing more than traditional SYN, UDP and ACK Flood
attacks.

H. Elknot/BillGates Botnet

This 2015 malware has been mostly used by the chinese
DDoS’ers, to such a point that the whole family has been
dubbed China ELF [30]. Developed to target for the most
part SOHO devices, the vulnerable architectures are MIPS
and ARM; the possible DDoS attacks are quite a number,
included HTTP Layer 7 Flood and some other TCP Flood
attacks. Considering that all the available information are
derived from reverse engineering techniques and, in addition,
copious mutations of this malware has been created, in this
case it is particularly hard to sketch out detailed characteristics.

I. XOR.DDoS

In 2015, during the tide wave of malwares that exploited the
Shellshock vulnerability, XOR.DDoS started to silently infect
many IoT devices all around the world , even though it did
not rely upon the aforementioned vulnerability [31]. Probably
another product of the chinese DDoS community, this malware
is capable of various attacks like SYN Flood, UDP Flood,
DNS Flood and more complex TCP Flood ones. As reported
by Akamai [32], in October 2015 this botnet alone has been
able to hit one of their customers with a DNS Flood of 30
million queries per second, combined with a SYN Flood attack
of 140 Gbps.

J. LUABOT

Spotted in 2016, LUABOT is the first ever malware written
in LUA programming language. In particular, the DDoS in-
struction script is detached from the main routines and this
modular characteristic, highly simplified by the choice of
LUA, in the first stages prevented researchers from understand-
ing its real purpose [33]. So far, the only payload file that has

been identified suggests an HTTP Layer 7 Flood attack, but
we don’t exclude that some other kind of payload scripts are
available for this malware to be run. Much more interestingly,
this malware includes a V7 embedded JavaScript engine to
bypass DDoS protections offered by some enterprises, such
as Cloudfare and Sucuri [34].

K. Remaiten/KTN-RM

Appeared in 2016 alongside the much more famous Mirai,
Remaiten merges the main characteristics of two different
malwares, namely Tsunami and BASHLITE. In particular, the
DDoS attacks are mostly derived from the former malware,
whereas the telnet scanning capabilities are borrowed by the
latter one [35]; unlike BASHLITE, Remaiten botnet archi-
tecture is IRC-Based. Most of the embedded architectures
are vulnerable to Remaiten, which is unsurprising, since
that nowadays it is a common characteristic for all the IoT
malwares to be able to compile on different architectures.

L. NewAidra/Linux.IRCTelnet

NewAidra, also known as Linux.IRCTelnet, is somehow a
nasty combination between Aidra root code, Kaiten IRC-based
protocol, BASHLITE scanning/injection and Mirai dictionary
attack [36]. All the embedded devices based on standard
architectures can be infected by this malware and the variety
of attacks is large: starting from the standard attacks, the
attacker can also choose TCP XMAS and TCP Flood attacks
(as an example, URG Flood attack). At the present moment,
NewAidra is the strongest Mirai competitor in its worldwide
IoT infection crusade.

M. Mirai

Mirai is one of the most predominant malware of the last
years. It has been used to perpetrate some of the largest
DDoS attacks ever known, included the abuse of the French
internet service and hosting provider OVH on 22nd September
2016 [37], [38], the attack to KrebsOnSecurity blog on 30th
September 2016 [37], [39], and the takedown of Dyn DNS
services on 21st October 2016 [37], [40], [41].

The Mirai worm is designed to infect and control IoT
devices (such as home routers, DVRs, CCTV cameras, etc.,
mainly manufactured by XiongMai Technology) using a dic-
tionary attack based on 62 entries. Once exploited, the devices
are reported to a control server in order to be used as part of
a large-scale botnet [42]. Afterwards, the botnet can be used
to perpetrate several types of DDoS attacks exploiting a wide
range of protocols (such as GRE, TCP, UDP, DNS and HTTP).

V. DISCUSSION

By further analysing Table I we can highlight some in-
teresting data. First of all, source codes have been disclosed
only for few malwares and most of them have been analyzed
through reverse engineering techniques, which entails that part
of the available data, such as the relationship between the
different families of malwares, is based on incomplete and
limited information.
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Talking about relationships, Figure 3 shows how the differ-
ent families are supposedly related to each other. Linux.Hydra
was the first IoT DDoS capable malware and its source
code evolved through the years into 3 different malwares. It
seemed that Tsunami would have been Linux.Hydra very last
evolution, but part of its code has also been used to develop
chunks of Remaiten and even NewAidra, which is one of
the most recently appeared malwares. Also, Figure 3 shows
that the older malwares were mostly unrelated to each other,
whereas in the last years we are witnessing a melting pot of
characteristics borrowed from different families, which results
into an increased complexity of detection and classification.

Nowadays we can clearly sense the growing in popularity
of IoT malwares that exhibit DDoS capabilities. Figure 4
shows the yearly progression of such malwares, as reported
in Table I, and clearly confirms this perception. As a matter
of fact, it highlights that 4 new families were born in 2016
alone, which is troubling since the previous record was of only
2 new malwares per year (namely in 2010, 2014 and 2015)
and before 2008 this category of malwares did not even exist.

Another thing that clearly stands out, is that the oldest
malwares were designed to target specific devices that used
MIPS processors, whereas the newest ones are able to target
a much broader variety of devices and architectures, such as
ARM and PPC.

Moreover, looking at the offensive capabilities we can
easily see how the most recent malwares are able to hit the
targets with much more attacks than the past. As an example,
Linux.Hydra was only able to carry out SYN Flood attacks,
but Mirai has been armed with refined attacks like GRE IP
Flood, GRE ETH Flood and even the so-called DNS Water
Torture. Furthermore, almost all the performable DDoS attacks
are ascribable into the Flood attacks category, explainable with
the enormous quantity of vulnerable IoT devices, which can
be easily enslaved with such malwares. As a matter of fact,
the Flood attacks require basic programming skills, few lines
of code (which is relevant with embedded devices) and very
little coordination between the bots.

Last thing, malicious coders take different approaches when
it comes to choose the resulting malware botnet architecture.
Some malwares build an IRC-based architecture and some

N
e

w
 M

a
lw

a
r
e

s

0

1

2

3

4

5

Year

2008 2009 2010 2011 2012 2013 2014 2015 2016

Fig. 4. IoT DDoS Capable Malwares – Year progression, as shown in Table I

others build an Agent-Handler one, therefore we currently
cannot highlight a global favourite approach.

VI. CONCLUSION

The IoT earthquake shook the market and flooded it with a
huge amount of poorly secured devices, that were turned by
malicious attackers in a potential army, ready to be engaged
in highly disruptive activities, mainly DDoS attacks.

Motivated by the increasing number of DDoS attacks that
negatively characterize the IoT revolution and by the lack of
adequate literature on these attacks in the IoT context, in this
paper we have provided an analysis of IoT malwares exposing
DDoS capabilities. As a matter of fact, to the best of our
knowledge previous surveys about DDoS attacks are dated
before the IoT revolution. The analysis is based on an up-
to-date comprehensive taxonomy of DDoS attacks based on
previous scientific literature and the latest performed attacks
to IoT devices. We compared and analyzed the families of
malware that characterized the recent years of the IoT-DDoS
landscape. The aim of the analysis is to provide a first
reference to the scientific community in order to understand
all the latest types of DDoS attacks targeting the IoT domain.
We believe this study represents a key step in order to raise the
awareness of the research community and tackle this security
emergency.
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Abstract—Internet of Things (IoT) has gained substantial
attention recently and plays a significant role in multiple real-
world application deployments. A wide spectrum of such appli-
cations strongly depend on data fusion capabilities in the cloud
from diverse information sources. In fact, various information
sources often provide conflicting and contradictory for the same
object, and thus it is important to fuse and resolve any possible
information conflict before taking crucial decisions. For this
reason, the primary aim of this paper is to provide a new
evidential conflict resolution method that is able to automatically
solve the problem of contradictory information provided by
different sources in IoT applications. This method is based on the
belief functions theory which is a powerful mathematical theory
that can represent and manipulate various types if information
imperfection. The performance of the proposed method was
evaluated through simulation experiments. The results from these
simulations demonstrated that our method outperforms the state-
of-art methods in terms of effectiveness.

I. INTRODUCTION

IN RECENT years, the Internet of Things (IoT) has received
considerable attention among academic researchers as well

as industrial managers. The principal reason behind this con-
sideration is the capabilities that IoT promises to offer. Indeed,
IoT technology promises to revolutionize the way people
live, work and interact with each other, by providing new
opportunities to create a smarter world where all the abundant
physical smart objects surrounding us can connect to the
Internet and collaborate with one another so as to accomplish
a common task with limited human intervention [1].

The greatest strength of the IoT paradigm is indisputably the
high impact it has on people’s everyday life. Its application
covers various domains ranging from transportation, retail,
healthcare, and defense to smart environments such as homes
and cities [1]. All these applications rely on information
pieces collected from many sensors of multiple types and
reliability levels. These sensors collect, generate, and preserve
a variety of information with diverse representations, scales,
and quality. Bringing all the information pieces together opens
opportunities to measure, understand and infer a robust and
complete description of an environment or process of interest,
and further makes it possible to provide intelligent services.

Data fusion plays a central part of IoT [2]. It combines
information pieces collected from multiple sensors to achieve
improved accuracy, enhanced precision, increased availability

and more effective decision support than could be achieved
by the use of a single sensor. Unfortunately, there are several
issues involved in a sensory network that make the data
fusion a difficult task. The majority of these issues arises
from the quality of the information pieces to be fused and
to the reliability degrees of the sensors providing them. In
fact, information pieces produced by sensors are frequently
dirty, which is mainly due to sensor failure, degradation or to
its inherent limitation. Therefore, mechanisms to clean sensor
information and improves the quality of decision-making are
mandatory in IoT applications.

One way to overcome this problem is to eliminate the
probable information conflict before the fusion procedure
by considering the source reliability level. Consequently, all
the information pieces to be merged should be corrected
according to the reliability degree of the sources providing
them. However, in many IoT applications, the information
about the reliability of the sources is unavailable. In such
situation, one should design an effective unsupervised method
that is able to solve any probable information conflict and
estimate the source reliability factors without having any
training datasets. For this reason, we propose in this paper an
unsupervised evidential conflict resolution method (U-ECRM)
that overcome this problem. This method is based on the belief
functions theory which has the merits of representing and
handling various types of information imperfections.

The rest of this paper is structured as follows: Section 2
introduces the belief functions theory. Section 3 formulate
the conflict resolution problem in IoT applications. Section
4 presents the main idea behind the proposed U-ECRM and
details the proposed inference algorithm. The performances
of the proposed method obtained from a synthetic dataset
simulations are presented and discussed in Section 5. Finally,
Section 6 concludes the paper.

II. BASICS OF BELIEF FUNCTIONS THEORY

In the Belief Functions Theory (BFT)[3], the Frame of
Discernment (FoD) Θ = {H1, H2, ..., HN} is a set of N
mutually exclusive and exhaustive hypotheses. The power set
of Θ, denoted by 2Θ, contains all possible unions of the
elements in Θ including Θ itself as well as the empty set.
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The mass function (MF) expresses the degree of belief
committed to a subset A ∈ 2Θ justified by the available
information. The MF is defined as a mapping m : 2Θ → [0, 1]
satisfying the following properties:

m1⊕2(A) =





∑
B,C∈2Θ

B∩C=A

m1(B)∗m2(C)

1−∑
B,C∈2Θ

B∩C=∅
m1(B)∗m2(C) A ∈ 2Θ, A 6= ∅

0 A = ∅
(1)

It is possible to have multiple MF on the same domain Θ
that correspond to different experts’ opinions. Dempster’s Rule
of combination [3] can aggregate these mf. This rule is defined
as follows:

m1⊕2(A) =

{ ∑
B∩C=A m1(B)∗m2(C)

1−∑
B∩C=∅ m1(B)∗m2(C) ∀A ⊆ Θ, A 6= ∅

0 ifA 6= ∅
(2)

In BFT, a decision can be made by choosing the single
hypothesis with the maximum pignistic probability [4] which
is constructed from the MF. It is defined as follows:

BetP (A) =
∑

B⊆Θ,A∩B 6=∅

|A ∩B|
|B| m(B) (3)

In the framework of BFT, a distance measure computes
the dissimilarity between two pieces of evidence. Jousselme
distance [5] has been widely used in this purpose. It is defined
as follows:

d (m1,m2) =
√

1
2 (m1 −m2)

t
D (m1 −m2)

D =

{
1 ifA = B
|A∩B|
|A∪B|∀A,B ∈ 2Θ

(4)

III. PROBLEM FORMULATION

Let us consider a set of M objects (variable) O =
{o1, o1, ..., oM} where each variable oj ∈ O can takes its
unique true value from the exhaustive and mutually exclusive
FoD Ωj =

{
H1,j , H2,j , H3,j , ..., HKj ,j

}
. That is one and only

one hypothesis Ĥj among the set of possible hypotheses Ωj

is the actual value of object oj . Besides, we also consider the
close world assumption, where the complete knowledge about
the definition domain of each object oj is known by everyone
in the fusion system. Thus, the available information about
the actual value of oj is represented by a correct value mass
function CV−MF mΩ

j defined over the FoD Ωj .
To determine the correct values of the objects oj ∈ O, one

can exploit the power of data fusion techniques by aggregating
multiple pieces of information collected from several sources.
To do so, let us now consider a set S = {s1, s2, s3, ... , sN}
of N cognitively independent sources, where each source
si provides pieces of information describing its knowledge
about the actual value of each object oj . These pieces of

information are encoded in the form of MFs mΩ
i,j defined over

the FoD Ωj . The usage of BFT to model and manipulate the
provided pieces of information allows a better exploration of
all available information [3].

In addition to its expressiveness power, the BFT offers a
promising tool to combine several pieces of evidence ob-
tained from multiple sources. The principal aim of using
the combination operator, such as Dempster’s combination
rule, is to reduce the epistemic uncertainty by acquiring and
then merging several credible, yet possibly incomplete, evi-
dence pieces delivered by various cognitively independent and
equally reliable sources. Accordingly, this important operation
can help the fusion system to determine the correct value
among the set of all possible values, and thus leading the
decision maker to make the best possible decision for a given
task.

Unfortunately, sources are seldom of the same quality, and
some of them frequently deliver wrong, biased and contradic-
tory pieces of information for the same real-world object. As
a consequence, combining these incorrect information pieces
with the correct ones using Dempster’s combination rule gen-
erally produces counter-intuitive results, which in turn can lead
the fusion system to make misleading critical decisions. One
possible solution to overcome this problem is to incorporate
the reliability level of each source into the fusion task. In
this way, the system can correct the quality of the provided
information pieces according to their sources reliability level
prior to combination and further usages. One of the most
robust and effective ways to model the reliability level of the
sources is to use our proposed Evidential Source Reliability
Mass Function ESR−MF. In fact, unlike the traditional source
reliability models, the ESR−MF exploits the power of BFT
to model several possible types of the qualitative behavior
of a given source. As a consequence, this model allows a
more general modelization of the source attitude, and thus it
can, along with the evidential correction mechanism, enhance
the performance of the fusion system. In this regard, we
suppose, in this paper, that the reliability level of each source
si is encoded as an ESR−MF mΘ

i defined over the FoD
Θ = {T,D,R}, where the meaning of T is that si has a
trustworthy qualitative behavior, D means that si is defective
and R represents the state where si is considered to have a
random qualitative behavior.

Let mΘ
i represents the ESR−MF of si. This MF can be

defined as a mapping function mΘ
i : 2Θ → [0, 1], such that:




mΘ

i (A) ∈ [0, 1] , ∀A ∈ 2Θ

mΘ
i (∅) = 0

mΘ
i (T ) +mΘ

i (D) +mΘ
i (R) +mΘ

i (T,D,R) = 1
(5)

The support mass assigned to each subset of the FoD Θi

have the following meaning: mΘ
i (T ) represents the support

degree that si is trustworthy. mΘ
i (D) represents the support

degree that si is defective. mΘ
i (R) represents the support

degree that si has a random behavior. mΘ
i (T,D,R) encodes

the percentage of uncertainty about the behavior of si.

820 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



It is important to note that one of the possible ways to
estimate the value of the ESR−MF is to focus the evaluation
on the past contributions of the source. This can be achieved
by evaluating the set of historical information pieces provided
by the source with the actual values contained in the training
dataset. In this way, it is possible to ascertain the historical
behavior of the source, which in turn can be exploited to
estimate its future behavior. This later can be used to correct
the source’s newly provided information pieces, and thus
avoiding information conflict problems with the other sources.
However, in many situations the ESR−MF of the sources
are unknown a priori, and often training datasets are also
unavailable. Therefore, the crucial problem that needs to be
addressed is how to obtain the correct value of each object
and to estimate the sources reliability level when there is no
prior training dataset.

IV. THE PROPOSED UNSUPERVISED EVIDENTIAL METHOD

Due to the fact that the considered problem does not contain
any prior knowledge other than the information pieces that is
delivered by a set of sources, a robust method that is able to
resolve the probable information conflict between the diverse
sources without any supervision needs to be developed, where
both the ESR−MFs and the ESR−MFs can only be estimated
based on the provided pieces of information. To do so, the
ESR−MF estimation and CV−MF determination steps are
tightly related through the following two principles:

1) First, the sources that often deliver correct information
pieces will be assigned higher trustworthiness degrees,
the sources that mainly provide incorrect pieces of infor-
mation will be regarded as defective and the ones that
give a combination of correct and incorrect information
pieces will be considered as random. At the same time,
the estimated qualitative behavior of sources that supply
more relevant information pieces will be considered as
more certain than the ones that provide fewer pertinent
information pieces.

2) Second, the information piece that is supported by trust-
worthy sources will be regarded as correct. Conversely,
the information piece that is mostly supported by de-
fective sources will be considered as wrong, and its
complement is regarded as correct. On opposition to
the two previous cases, the information pieces given by
random or uncertain sources will be ignored and their
support will not be taken into consideration.

This idea presents a chicken-and-egg dilemma. An un-
supervised evidential conflict resolution method (U-ECRM)
can solve this task by operating iteratively to simultaneously
estimate the ESR−MFs and to determine the CV−MFs by
following the above principles.

Following the previously principle, our proposed method is
designed to jointly estimate source reliability and to determine
the correct values. The flowchart of the inference algorithm
is depicted in Figure 1. The basic core of the U-ECRM is an
iterative algorithm, which starts with an initial setting of some
parameters and then iteratively conducts the source weight

update and truth update steps until a stopping condition is
satisfied. Finally, a decision making step on the correct values
of the considered objects is performed.

A. Parameters initialization

For the iterative methods, some parameters must be ini-
tialized in order to start the algorithms. In our U-ECRM,
the CV−MFs are chosen to be the set of parameter to be
initialized. Various techniques can be used to choose the
initial value of these parameters. However, since the iterative
methods are generally sensitive to arbitrary initializations, we
prefer to use one of the majority opinion combination rules
to infer the first guess of each CV−MF. For instance, in the
current setting, each set of the provided information pieces
about a particular object is combined by Murphy combination
rule [6] in order to get a first value for the correct. This rule
first applies a simple arithmetic averaging method, then the
obtained averaged MF is combined with itself N-1 times by
Dempster’s combination rule.

B. Evidential source reliability mass function estimation

To estimate the ESR−MF mΘ
i of each si, two series of

input parameter are needed: the provided MF mΩ
i,j about the

actual value of each object oj , and the objects’ previously
computed CV−MFs mΩ,∗

j∈{1,2,...,M}. Since these two series
of parameters are available in this step of computation, the
ESR−MFs mΘ

i∈{1,2,...,N} can be computed. For each source,
we start by evaluating the correctness degree of each of the
MFs that is provided by this source with respect to the com-
puted CV−MFs of the considered objects. This evaluation step
yields a set of evidence correctness mass functions EC−MFs
mΨ

i,j , which represent how correct and relevant the source’s
information pieces are. The EC−MF mΨ

i,j is defined over the
FoD Ψi,j =

{
C, C̄

}
where C represents the hypothesis that

the provided information mΩ
i,j is correct, whereas C̄ represents

the hypothesis that the provided information mΩ
i,j is incorrect.

Given mΩ
i,j , the EC−MF mΨ

i,j can be computed by com-
paring mΩ

i,j with the CV−MF mΩ,∗
j . This comparison can be

made by equation 6.




mΨ
i,j(C) =

∑

B∈2Ω

mΩ
j (B)

( ∑

B∩A=B

f(|A|)mΩ
i,j(A)

)

mΨ
i,j(C̄) =

∑

B∈2Ω

mΩ
j (B)

( ∑

B∩A=∅
mΩ

i,j(A)

)

mΨ
i,j(C, C̄) = 1−

(
mΨ

i,j(C) +mΨ
i,j(C̄)

)

(6)

where f is a function which distributes the imprecision of
si between the support degree that that the given evidence
is correct mΨ

i,j(C) and the support degree that the provided
information is irrelevant mΨ

i,j(C, C̄). This function can be
defined as follows:

f(|A|) = |Ωj | − |A|
|Ωj | − 1

(7)
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Figure 1. Flowchart of the unsupervised evidential conflict resolution method.

Once the EC−MFd of all objects are obtained, the total
true positive TPi and the total false negative FNi of si are
calculated by means of equation 8 and equation 9 respectively.

TP i =

M∑

j=1

mΨ
i,j (C) (8)

FN i =
M∑

j=1

mΨ
i,j

(
C̄
)

(9)

After computing the TPi and FNi of si, they are used along
with an application-specific user-specified cautious parameter
Ccautious to estimate the qualitative behavior of the source by
using equation 10 or equation 11 depending on the difference
between TPi and FNi.

• Case 1: TPi ≥ FNi:




mΘ
i (T ) = TPi−FNi

TPi+FNi+Ccautious

mΘ
i (D) = 0

mΘ
i (R) = 2FNi

TPi+FNi+Ccautious

mΘ
i (T,D,R) = Ccautious

TPi+FNi+Ccautious

(10)

• Case 2: TPi ≤ FNi:




mΘ
i (T ) = 0

mΘ
i (D) = FNi−TPi

TPi+FNi+Ccautious

mΘ
i (R) = 2TPi

TPi+FNi+Ccautious

mΘ
i (T,D,R) = Ccautious

TPi+FNi+Ccautious

(11)

C. Correct value mass function determination

The CV−MF determination procedure aims at computing
the set of all CV−MFs mΩ,∗

j∈{1,2,...,M} given that the set of
all sources’ provided MFs mΩ

i∈{1,2,...,N},j∈{1,2,...,M} and the
estimated ESR−MFs mΘ

i∈{1,2,...,N} of all sources si∈{1,2,...,N}
are available. For a given object oj , this procedure begins
by correcting the provided MFs mΩ

i∈{1,2,...,N},j according to
their appropriate sources’ ESR−MFs mΘ

i∈{1,2,...,N} by means
of the evidential correction mechanism. This mechanism can
take advantages of the information contained in the ESR−MF
to correct the provided information pieces before further
exploitation. It can be formally defined in equation 12.

Immediately after correcting all the provided information
pieces, these obtained corrected MFs mΩ,∗

i∈{1,2,...,N},j can
be aggregated by Dempster’s rule to produce the combined
CV−MF mΩ,∗

j . Note that the correction step and the aggrega-
tion step must be applied to all objects oj ∈ O. Once done,

the set of all CV−MFs mΩ,∗
j∈{1,2,...,M} is returned as the output

of this procedure, and can be used to either re-estimate the
ESR−MFs or make decision about the correct values.

D. Correct values decision making

The main purpose of the U-ECRM is to resolve the probable
evidence conflict between the sources by estimating and then
incorporating the ESR−MFs into the fusion task. In the current
problem, these decisions can be made from the obtained
CV−MFs mΩ,∗

j∈{1,2,...,M}. To make reasonable decisions in the
U-ECRM, the pignistic transformation BetPj of each CV−MF
mΩ,∗

j is firstly constructed. Then, the decision can be made
based on selecting the hypothesis Ĥj with the largest pignistic
probability.

E. Stopping condition

The iterative process in the proposed U-ECRM is carried
out until the stopping criterion is satisfied. The stopping
condition is defined with regard to the computed CV−MFs
mΩ,∗

j∈{1,2,...,M}. In each iteration, we first compute the Jous-
selme distance between the computed CV−MF of the current
iteration and the computed CV−MF of the previous iteration
of each oj . If the mean of all computed Jousselme distances
of all objects is less than a small positive number ε, then the
convergence criterion is satisfied.

V. EXPERIMENTAL EVALUATION

The performance evaluation of our U-ECRM is tested
and compared with the baseline methods (majority voting,
TruthFinder [7], 2-Estimate [8]) on samples of synthetic
datasets generated by Waguih et al. synthetic datasets gen-
erator [9].

To evaluate the Precision rate of the proposed method,
we chose the following configuration. We first defined the
scale parameters by setting the number of objects to 1,000,
and the number of possible values for each object to 4. We
also chose the uniform distribution for the distribution of
the distinct values per object. In addition, we configured the
source coverage to follow the exponential distributions. More
importantly, we selected 80-pessimistic distributions for the
ground truth distribution. The main reason behind choosing
these distributions for the generated synthetic dataset is their
close similarity to real-world scenarios.

Based on the above setting, we generate 20 synthetic
datasets for each experiment of a specific number of sources.
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



mΩ∗
i,j (A) = mΘ

i (T )m
Ω
i,j (A) +mΘ

i (D)mΩ
i,j

(
Ā
)

∀A ∈ 2Ω/Ω
mΩ∗

i,j (Ω) = mΩ
i,j (Ω) +

[
mΘ

i (R) +mΘ
i (T,D,R)

] ∑
A∈2Ω/Ω

mΩ
i,j (A) (12)
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Figure 2. The precision of the conflict resolution methods on synthetic
datasets with varying in the number of sources.

To reduce the randomness of the dataset generation process,
the evaluation metric of each conflict resolution method is
computed as the average of these 20 generated datasets.

Figure 2 is a bar chart that illustrates the precision rate of
the considered conflict resolution methods on the generated
synthetic datasets. It can be seen from this bar chart that the
proposed U-ECRM overcomes the other methods in terms
of precision rate. It can also be observed that adding more
sources to the fusion task increases the precision rate of our
proposed method and hence it improves the performance of
the fusion task. This is a good property since the number of
sources in real-world applications is generally large. However,
this behavior is not observed with the other methods where
their performance tends to degrade after the number of sources
exceeds 100. This is to be expected because the distribution of
the ground truth is 80-pessimistic. In other words, when the
number of sources increases, the number of unreliable sources
becomes higher and hence the influence of these sources will
decrease the performance of the methods. On the other hand,
the proposed U-ECRM benefits from this situation since it
can identify the defective sources, and then it exploits this
information to improve the performance of the fusion task.

VI. CONCLUSION

In this paper, we focused on the problem of resolving the
information conflict between different sources in the case
where the reliability factors of the sources are unknown
because no training dataset is available to assess their values.
To do so, we proposed in this paper an unsupervised evidential
method that is able to simultaneously estimate the evidential
source reliability mass functions and determining the correct
value mass functions in the case where no training dataset

is available. This method proceeds iteratively over the whole
datasets, and thus it guarantees a general consensus between
all the sources over the entire available information pieces.
In this way, several data fusion problems in multiple IoT ap-
plications can be solved. The primary simulation experiments
have shown that the proposed evidential method outperforms
the state-of-art methods in terms of effectiveness.
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WALID CHERIFI, BOLESŁAW SZAFRAŃSKI: AN UNSUPERVISED EVIDENTIAL CONFLICT RESOLUTION METHOD 823





An Incremental Evidential Conflict Resolution
Method for Data stream Fusion In IoT

Walid Cherifi
Faculty of Cybernetics,

Military University of Technology,
Warsaw, Poland.

Email: walid.cherifi@wat.edu.pl

Bolesław Szafrański
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Abstract—During the last decade, several Internet of Things
(IoT) applications has been developed to facilitate machine-to-
human and machine-to-machine communication with the physi-
cal world by integrating both digital and physical entities through
the internet. However, multiple important challenges need to be
addressed in order to take the full advantage of these applica-
tions. One of the most important of these challenges concerns
the management of IoT data, practically the data generated in
dynamic and volatile environments and then provided in the
form of streaming datasets. To enable reliable IoT applications
in such scenario, it is crucial to develop methods that are able to
automatically resolve any possible data conflict between diverse
information sources in the case where the data is coming in
a streaming fashion. In this paper, an incremental evidential
conflict resolution method (I-ECRM) that is able to overcome
this problem is introduced. The efficiency and effectiveness of
the proposed method have been tested and evaluated through
extensive experiments on synthetic datasets. The obtained results
have shown that our method achieves a nice performance over
different tradeoffs dimensions.

I. INTRODUCTION

ACTIVE research, industry and standardization efforts in
the field of next-generation networking are pushing to-

wards a smart connected world where everyday objects will be
dotted with the ability to sense, act and exchange information
about their surroundings[1, 2]. Combined with today’s Internet
infrastructure, these objects can make a huge difference in our
way of life. Thus, the number of expected applications is only
bounded by imagination with applications on smart grid, smart
cities, smart homes, smart health, industrial automation, and
connected cars to name a few [3].

This new trend is commonly referred to as the future
Internet architecture or simply the Internet of Things (IoT)
[3]. This vision is starting to gain widespread adoption in
today’s world by building upon advances in a multitude of
fields including micro-electromechanical systems, advances in
wired and wireless communication technologies, networking,
machine learning and big data. Many challenges are however
being tackled and/or need to be addressed in order to unleash
the full potential of the IoT applications. One of the most
fundamental of these challenges is related to the quality of
the generated data by the information sources (also known as
things). In fact, due to the variety of the reliability level of the
information sources, different sources can provide different

contradictory information about the same real-world object,
and thus a conflict between the sources’ provided informa-
tion may occur. In this situation, the collected information
pieces about the same real world object need to be corrected
according to their corresponding source reliability level and
then fused in order to reduce uncertainty and obtain a more
coherent, integrated information.

In general, the value of sources reliability degrees can
be either obtained from external sources such as human
experts, learned by using training datasets or constructed as
a function of general agreement and corroboration between
various sources. In this paper, we consider the case when
no training dataset is available to assess the quality of the
information sources. Thus, it is quite challenging to ascertain
the reliability of each information source from the massive
amounts of unlabeled data without knowing whether their
provided information pieces are correct or wrong. Therefore,
one of the main questions exposed in this paper is how to
develop an efficient and effective unsupervised method that
can both learn the sources reliability degree and determine the
credibility degree of each provided information pieces without
relying on manual user interaction, master data, or training
dataset.

With the great evolution of computers technology, low-cost
wireless sensor devices, Web technologies, and their recent
multiple applications provide access to new types of data,
which were not taken into account by the traditional processing
applications. Two particularly interesting features of such data
sets include their large volume and high velocity [4]. In several
IoT applications, the amount of everyday generated data has
grown exponentially during the last few years. This means
that it is impossible to store and manipulate all that data since
even a large scale algorithms exceed the processing capacity
of the current single computing systems. Furthermore, the
batch unsupervised data processing methods cannot handle its
complex structure and size, fulfill very strict constraints as
even simple computational operations are too costly. On the
other hand, this could be seen as an opportunity to try to design
and develop new methods that are able to deal with this new
types of data complexity.

The above-mentioned requirements and challenges are par-
ticularly noticeable in emerging online data-intensive IoT
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applications, on which data are being continuously generated
at a high speed and/or large volume in a streaming format
[5]. Sensor networks, weather forecast, traffic management,
stock price prediction, or social media information analysis
are just a few representatives of such applications where
multiple data sources, such as sensors, human crowd, as well
as web services, working in dynamic environments gener-
ate high rate data stream. Compared to static environments,
streaming data sets arrive at a great speed and their processing
algorithms have to meet tight computational requirements
including limited memory usage, short processing time, and
an online scan of incoming sets. Thus, the batch unsupervised
evidential conflict resolution method cannot be used in such a
scenario, as this technique is based on cost-effective iterative
updates of the sources reliability degrees and information
credibility values, which requires the totality of the data for
the processing. Therefore, it is vital to develop efficient and
effective techniques for data conflict resolution in the data
streams scenario.

In this paper, we tackle this challenging scenario of conflict
resolution problem. This scenario concerns the situation where
the collected information pieces from the different sources
arrive in a streaming fashion, i.e. the sources’ provided infor-
mation pieces are continuously collected by the fusion system
in sequential chunks over a long period of time. In the light
of this challenge, we propose an I-ECRM. This incremental
method is able to resolve any probable conflict among the
information sources and it can update the estimated evidential
source reliability mass functions simultaneously in the case
where the collected information is arriving in a streaming way.

The proposed method is based on the belief functions
theory [6, 7]. This mathematical theory has been recently
recognized to be one of the most effective tools to encode
and manage information imperfection that is abundant in
IoT applications [8]. This is due to its remarkable ability
to represent and manipulate various types of imperfection
(incomplete, imprecise, uncertain, or a combination of them).
In particular, the belief function theory has an appealing tool
that is able to combine multiple imperfect information pieces,
and thus aiming at reducing uncertainty and obtaining more
coherent, integrated information.

The rest of this paper is organized as follows. First, we
briefly introduce the basic notions of the belief functions
theory. After that, we motivate in Section 3 the need for a
new incremental method for the evidential conflict resolution
problem in the context of data streams. We then formalize
the problem in Section 4. In Section 5, we introduce our I-
ECRM. Next, we provide in Section 6 preliminary simulation
results about the effectiveness and efficiency of the proposed
incremental method via experimental evaluation over synthetic
datasets. Finally, we conclude the paper Section 7.

II. BELIEF FUNCTIONS THEORY

The belief functions theory, also known as Dempster Shafer
theory or evidence theory, is considered as one of the most
widespread mathematical frameworks for data fusion. It was

first introduced by Dempster in the 1960s [6] and later devel-
oped and improved by Shafer in the 1970s [7]. Some more
recent advances in this theory were introduced later in the
Transferable Belief Model (TBM) proposed by Smets [9]. The
belief functions theory is also considered as a generalization
of probability theory [10]. It provides an attractive, powerful
and efficient mathematical framework to encode and aggregate
a wide spectrum of imperfect information.

A. Basic notations

In the framework of belief functions, a problem domain is
represented by a finite non empty set Θ = {H1, H2, ..., HN}
of N mutually exclusive and exhaustive hypotheses (events)
representing the possible solutions of the considered task that
we attend to determine its real value H . 2Θ represents the
power set composed of all the possible subsets of Θ. The
basic belief assignment (bba), also known as mass function,
is a function m mapping from 2Θ to [0, 1] and verifies the
following conditions:





m(∅) = 0
m(A) ≥ 0 , ∀A ∈ 2Θ∑m(A)=1

A∈2Θ

(1)

m(A) is the support degree that is assigned exactly to a
proposition A and to no smaller subset. The mass functions m
assigned to all the subsets of Θ are summed to unity and there
is no belief left to the empty set. A mass function assigned
exactly to Θ is referred to as the degree of global ignorance,
denoted by m(Θ), and a mass function assigned exactly to a
smaller subset of Θ except for any singleton proposition or
Θ is referred to as the degree of local ignorance. If there is
no local or global ignorance, a mass function will reduce to a
classical probability function.

Besides the mass function, there are two other important
functions to encode pieces of evidence: the belief function Bel
and the plausibility function Pl [7]. These functions represent
differently the same piece of information as the mass function.
They are especially used to facilitate the manipulation and
reasoning within the framework of belief functions. They are
formally defined as follows:

{
Bel : 2Θ → [0, 1]

A 7→∑
B∈2Θ

B⊆A

m(B) (2)

{
Pl : 2Θ → [0, 1]

A 7→∑
B∈2Θ

A∩B 6=∅
m(B) (3)

Bel(A) represents all masses assigned exactly to A and
its smaller subsets, and Pl(A) represents all possible masses
that could be assigned to A and its smaller subsets. Note that
Bel(A) and Pl(A) can be interpreted as the lower and upper
bounds of the real probability P (A).
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B. Discounting operation

In several real-world situations, the information sources
are not considered equally fully reliable. In this case, it is
reasonable to discount each unreliable source s by a reliability
factor α ∈ [0, 1]. Following the classical discounting method
[7], a new discounted mass function mα is obtained from
the initial mass function m provided by the partially reliable
source s as follows:

{
mα(A) = α×m(A) forA 6= Θ
mα(Θ) = (1− α) + α×m(Θ)

(4)

The discounting operation is mostly applied to model a
situation where a source s delivers a mass function m, and the
reliability of s is quantified by α. If the information source
s is totally reliable (i.e. α = 1 ), then m is left unchanged
and it is considered as an acceptable piece of evidence. On
the other hand, if the source s is completely unreliable, the
mass function m is converted into the vacuous mass function
(i.e. mα(Θ) = 1 ), and thus this piece of evidence cannot be
taken into consideration. In practice, the discounting operation
can be used efficiently if one has an accurate estimation of the
reliability value of the considered information source.

C. Combination of mass functions

The kernel of belief functions theory is Dempster’s rule
of combination that was originally adopted as the sole . this
rule is the normalized conjunctive operation which aims to
aggregate various mass functions from multiple independent
information sources defined within the same frame of discern-
ment. Given two mass functions m1 and m2 derived from
two independent information sources s1 and s2, the combined
mass function by Dempster’ rule, denoted by m1⊕2(A) =
m1(A)⊕m2(A), is defined by the following equation:

m1⊕2(A) =





∑
B,C∈2Θ

B∩C=A

m1(B)∗m2(C)

1−∑
B,C∈2Θ

B∩C=∅
m1(B)∗m2(C) A ∈ 2Θ, A 6= ∅

0 A = ∅
(5)

where the denominator represents the conflict coefficient,
reflecting the degree of conflict between the two mass func-
tions m1 and m2.

It is worth noting that this rule is widely used by the belief
functions’ community. This is due to its interesting mathe-
matical properties. Indeed, Dempster’s rule of combination is
inherently commutative and associative, meaning that it can be
used to aggregate several pieces of information in any order
without changing the final results. This fact makes Demp-
ster’s rule very attractive from an engineering implementation
perspective. In addition to these two properties, Dempster’s
rule is Non-idempotent i.e. the combination of two similar
independent mass functions gives generally another more
precise combined mass function. This is due to the fact that
aggregating these two independent mass function may increase
the total amount of information. Moreover, the vacuous mass

function, that support the total ignorance, can be easily proved
to be the neutral element for Dempster’s rule for any mass
function m defined over a frame of discernment Θ. This
property is reasonable since the total ignorant evidence should
not affect the fusion outcome since it doesn’t provide any
useful information that can be valuable to make a difference
between the components of the power set 2Θ.

D. Decision making

In addition to the combination operation, one of the main
goal of using the belief functions theory is to make preeminent
decisions by selecting the hypothesis that best fits the solution
of the fusion problem under consideration. Therefore, the
ultimate step in this framework is to make a decision about
the studied task based on the reasoning results.

In order to make a reasonable decision, it is usually
preferable to use a well-defined probability function. Prob-
abilistic transformation is a great tool to map mass functions
to probabilities. A classical transformation is the pignistic
transformation [9], defined formally as follows:

BetP (A) =
∑

B⊆Θ,A∩B 6=∅

|A ∩B|
|B| m(B) (6)

where |B| is the number of elements in subset B. BetP
transfers uniformly the positive mass of each nonspecific
element onto the singletons involved in that element according
to the cardinal number of the proposition. Once the pignistic
probability BetP is computed, the decision can be made
based on selecting the hypothesis Ĥj with the largest pignistic
probability.

III. DATA STREAM FUSION IN IOT

A streaming datasets can be considered as a set of po-
tentially unlimited, ordered sequence of information pieces
that are continuously coming at a fast speed, in such a way
that it is impossible to permanently store and keep the entire
information in memory or an external data repository [11]. In
general, data streams have the following important properties:

• Data streams are sequences of information pieces, ordered
by arrival time or another ordered property which can
be, for instance, the generation time. This fact makes
information pieces in data streams arrive for processing
over time instead of being available a priori.

• Since data streams are produced continually and have
unlimited or at least unknown length. Thus, their volume
is considered as extremely huge.

• The arriving rate of data streams is very high with respect
to the processing power of the fusion system.

• The qualitative behavior of the sources providing stream-
ing datasets are susceptibility to change, and hence the
quality of the provided information pieces may change
over time.

Due to the above properties, processing methods that deal
with streaming dataset should differ from the batch methods
that need to process the whole complete dataset at once.
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Table I
DIFFERENCES BETWEEN BATCH AND STREAM DATA PROCESSING

METHODS [12].

Batch Stream
Number of passes Multiple Single
Processing time Unlimited Restricted
Memory usage Unlimited Restricted
Type of result Accurate Approximate
Distributed No Yes

The main dissimilarities include the sequential nature of the
arriving information pieces, immense volumes, processing
speed constraints, and the fact that the information pieces
in the streaming dataset can generally be accessed only one
time compared with the batch methods, where multiple access
to the complete static dataset is possible. A summary of
the differences between batch and stream data processing is
presented in Table I.

In [13], the Unsupervised Evidential Conflict Resolution
Method (U-ECRM) was developed to resolve the evidential
conflict among the diverse sources by simultaneously esti-
mating the evidential source reliability mass functions and
determining the correct value of each considered objects.
Unfortunately, this method cannot be directly applied to data
streams due to the fact that this iterative method was specially
designed to deal with static datasets. This fact makes the
unsupervised evidential conflict resolution method do multiple
passes through the entire dataset in order to resolve the
conflict. Thus, this batch evidential method is impractical in
the case where the dataset is in the form of a continuous flow
of data streams. More importantly, the behavior of the informa-
tion source can change over time. Thus, this evolving behavior
needs to be captured and the evidential source reliability values
have to be adjusted according to these changes. Furthermore,
the method needs to take into account the problem of resource
allocation when dealing with unbounded streaming datasets,
which is mainly due to the massive volume and rapid speed
of data streams. Accordingly, how to achieve greatest results
under different resource constraints becomes a challenging
task. The principal goal of this task is to decrease the resource
allocation as compared to the batch iterative method and
maximize the effectiveness of the method’s outputs.

As a consequence, the applications that need to process data
streams require a novel method that can do intelligent data
processing and real-time analysis of the massive quantity of
the generated streaming datasets in reasonable processing time
and restricted memory space.

IV. PROBLEM FORMULATION

Suppose we have a set of N sources S =
{s1, s2, s3, ... , sN} where the reliability level of each
information source si is encoded as an evidential source
reliability mass function mΘ

i defined over the frame of
discernment Θ = {T,D,R}. Here T means that the source

is trustworthy, D means that the source is defective and R
means that the source is Random.

Each information source si provides information pieces
in the form of mass functions mΩ,T=t

i,j . These pieces of
information are continuously delivered in a streaming way i.e.
the information pieces arrive in a sequential sets of information
D =

{
DT=0, DT=1, ..., DT=t, ...

}
, where each set DT=t

contains a number of the sources’ delivered information pieces
DT=t =

{
mΩ,T=t

i∈{1,2,...,N},j∈{1,2,...,Mt}

}
about the actual val-

ues of a specific set of objects OT=t = {ot1, ot2, ot3, ... , otMt}
where each variable otj ∈ Ot can takes its unique true value
Ĥt

j from the exhaustive and mutually exclusive frame of

discernment Ωt
j =

{
Ht

1,j , H
t
2,j , H

t
3,j , ..., H

t
Kj ,j

}
. It is worth

noting that different sets of objects in different time t can
contain different objects. In other words, the two objects ot−1

1

and ot1 may not represent the same object. This meaning can
be the same as if we consider the same object o1 but its correct
value change over time. For instance, if we suppose that the
object o1 represents the weather prediction of a specific city,
the actual value of this object is different and independent
from one day to another.

Due to several reasons, the information pieces that are
provided by different sources about the same object can be
conflicting. As a consequence, the main objective in this paper
is to find a robust solution to this problem. This can be done
by designing a method that is able to resolve the probable
conflict between the information sources by determining the
correct value of each object otj in a specific time t. Moreover,
this method should resolve the conflict and determine the
correct value of each object with a single scan of the streaming
dataset, short processing time, and use a limited memory
space. Furthermore, the method should capture any changes
in the behavior of the information sources, and thus adjusting
the evidential source reliability mass function of each source
according to its new state.

To achieve this objective, we adjust, in this paper, our
proposed U-ECRM [13] so that the evidential source reliability
mass functions and the correct values determination can be
learned incrementally. This incremental method can also be
used in the case of datasets with a gigantic volume that can
only permit one single sequential pass through the whole
datasets.

In fact, incremental methods have been used by several
researcher to deal with computational problems that need to
process streaming datasets [11, 14]. This kind of methods aims
at analyzing and processing the newly arriving information
pieces sequentially in such a way that the obtained results are
as accurate, or approximately as accurate, as a traditional batch
method that uses the entire dataset at once. A well-developed
incremental method that is able to deal with data streaming
scenarios should have the following important practical merits
[15]

• Use an incremental data access: The method should
process chunks of information pieces at a time, rather
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than require the entire set of information pieces at the
beginning of the processing.

• Consider a single pass nature: The method needs to
handle and to process the newly arrived information
pieces at once in the arriving order. This is due to the
fact that the incoming information pieces cannot be kept
permanently in memory, and thus the method should
make only one pass through the available dataset.

• Proceed in real time fashion: the method should treat
each information piece that belongs to the streaming
datasets in real time fashion i.e. the newly arrived infor-
mation pieces should be processed in an approximately
short time once they are arrived. This processing time
should be shorter than or at least equal to the data stream
incoming rate, otherwise some important information
pieces may be lost without treating and analyzing them.

• Use bounded storage space: since the streaming datasets
is considered as an unlimited set of information pieces
that are continuously arriving, it is impossible to store
the entire streaming datasets in memory. As a conse-
quence, the incremental method that deals with data
streams should exploit a limited memory space to store a
summary of the predicted model as well as the recently
arrived information pieces.

• Be ready to predict at any time: the method should
produce the best possible result at any point of time
regardless the number of the past information pieces that
are used to predict the model’s parameters. Particularly,
the results obtained from the incremental method should
be as accurate as possible compared with the results
achieved by the traditional batch methods that use the
entire dataset up to a specific time t.

An incremental method with the above-stated capabilities
can effectively process and deal with large streaming dataset
without the need of re-executing the method from scratch
after the arrival of a new set of information pieces. Such
incremental methods can be built by scaling up traditional
batch methods. This can be achieved by modifying the batch
methods and tailored them to fit the data stream setting. In
the next section, we introduce our proposed I-ECRM that is
designed specifically to handle data streams or a static dataset
with a massive volume.

V. THE PROPOSED INCREMENTAL EVIDENTIAL METHOD

The key idea behind the proposed I-ECRM is to determine
the correct value Ĥt

j of each considered object otj in the
time-stamp t based on the evidential source reliability mass
functions mΘ,t−1

i that are learned from the past interactions
of the sources. Once done, the evidential source reliability
mass functions mΘ,t

i at time t should be updated according to
the newly determined correct values without the need to re-
execute the method on the complete dataset from scratch every
time a new chunk of the streaming dataset is collected by the
fusion system. Applying this idea in the U-ECRM [13], we
modify the evidential source reliability mass functions update

and the correct value mass functions determination steps to
conduct I-ECRM.

Figure 1 presents the main concepts and the key idea in
the architecture of the proposed I-ECRM. Specifically, a set of
information sources continuously generate and provide chunks
of streaming datasets to the fusion system. For each new ar-
rived chunk of the streaming datasets at the time-stamp T = t,
the incremental method first uses the evidential source reliabil-
ity mass functions mΘ,T=t−1

i∈{1,2,...,N} learned from the previously
processed chunks of information to correct the sources’ pro-
vided information pieces. After that, the incremental method
combines the sources’ corrected information pieces by using
Dempster’s combination rule in order to obtain the correct
value mass function mΩ,T=t

j of each object otj . Once done,
the evidential source reliability mass functions mΘ,T=t

i∈{1,2,...,N}
can be updated based on the difference between the computed
correct value mass functions mΩ,T=t

j∈{1,2,...,Mt} and the sources’
provided information pieces mΩ,T=t

i∈{1,2,...,N},j∈{1,2,...,Mt}.
The detailed description of the I-ECRM is summarized in

Algorithm 1. This algorithm starts with an initialization step
where it first uses Murphy aggregation method [16] to combine
and fuse the information pieces of the first chunk DT=0 of
the streaming dataset. This can be done by computing the
pignistic probability BetPT=0

j for each object oT=0
j and then

selecting the hypothesis ĤT=0
j that has the maximum pignistic

probability.

ĤT=0
j = argmax

HT=0
l,j ∈ΩT=0

j

(
BetPT=0

j

(
HT=0

l,j

))
(7)

Next, the initial evidential source reliability mass function
mΘ,T=0

i of each source can be estimated. To do so, the
algorithm begins by evaluating the correctness degree of each
of the mass functions that is provided by this source with
regard to available information about the correct values. This
evaluation step produces a set of evidence correctness mass
functions mΨ,T=0

i,j , which encode how correct and relevant the
source’s information pieces are. The evidence correctness mass
function mΨ,T=0

i,j is defined over the frame of discernment
Ψi,j =

{
C, C̄

}
where C encodes the hypothesis that the

provided information mΩ,T=0
i,j is correct, whereas C̄ represents

the hypothesis that the provided information mΩ
i,j is incorrect.

In order to compute mΨ,T=0
i,j , we use equation 8.





mΨ,T=0
i,j (C) =

∑

B∈2Ω,T=0

mΩ,T=0
j (B)

( ∑

B∩A=B

f(|A|)mΩ,T=0
i,j (A)

)

mΨ,T=0
i,j (C̄) =

∑

B∈2Ω,T=0

mΩ,T=0
j (B)

( ∑

B∩A=∅
mΩ,T=0

i,j (A)

)

mΨ,T=0
i,j (C, C̄) = 1−

(
mΨ,T=0

i,j (C) +mΨ,T=0
i,j (C̄)

)

(8)
where f is a function which distributes the imprecision of
the source si between the support degree that that the given
evidence is correct mΨ,T=0

i,j (C) and the support degree that
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Figure 1. Conceptual view of the incremental evidential conflict resolution method for streaming datasets.

the provided information is irrelevant mΨ,T=0
i,j (C, C̄). This

function can be defined as follows:

f(|A|) = |Ωj | − |A|
|Ωj | − 1

(9)

Function f is, in reality, based on the uniform distribution of
the correct identification of wrong hypotheses. In fact, one
can reason about the wrong hypothesis that was correctly
mentioned. Indeed, if source si supports proposition A i.e.
the actual value Ĥl,j belongs to subset A, this can also mean
that source si claims that the complement set of A does not
contain the correct value. In other words, the piece of evidence
provided by source si was (in somehow) correct concerning
the identification of some wrong hypotheses. Therefore, one
can give a proportion of mΩ,T=0

i,j (A) to the mass function
supporting the correctness of the provided information i.e.
mΨ,T=0

i,j (C). Whereas the rest of the proportion should be
allocated to proposition

{
C, C̄

}
, where the meaning is that the

provided piece of evidence is irrelevant and does not contain
any useful information.

After obtaining the evidence correctness mass functions of
all objects, the total true positive TPT=0

i and the total false
negative FNT=0

i of the source si are calculated by means of
equation 10 and equation 11 respectively.

TPT=0
i =

M∑

j=1

mΨ,T=0
i,j (C) (10)

FNT=0
i =

M∑

j=1

mΨ,T=0
i,j

(
C̄
)

(11)

After that, the algorithm uses the TPT=0
i and FNT=0

i along
with an application-specific user-specified cautious parameter
Ccautious to estimate the reliability of the source by using

equation 12 or equation 13 depending on the difference
between TPT=0

i and FNT=0
i .

- Case 1: TPT=0
i ≥ FNT=0

i :




mΘ,T=0
i (T ) =

TPT=0
i −FNT=0

i

TPT=0
i +FNT=0

i +Ccautious

mΘ,T=0
i (D) = 0

mΘ,T=0
i (R) =

2FNT=0
i

TPT=0
i +FNT=0

i +Ccautious

mΘ,T=0
i (T,D,R) = Ccautious

TPT=0
i +FNT=0

i +Ccautious

(12)

- Case 2: TPT=0
i ≤ FNT=0

i :




mΘ,T=0
i (T ) = 0

mΘ,T=0
i (D) =

FNT=0
i −TPT=0

i

TPT=0
i +FNT=0

i +Ccautious

mΘ,T=0
i (R) =

2TPT=0
i

TPT=0
i +FNT=0

i +Ccautious

mΘ,T=0
i (T,D,R) = Ccautious

TPT=0
i +FNT=0

i +Ccautious

(13)

At this point, the incremental method is ready to incremen-
tally process the newly arriving streaming chunks. For each
newly arrived chunk DT=t of the streaming dataset at time
t, the algorithm uses the previously learned evidential source
reliability mass functions mΘ,T=t−1

i∈{1,2,...,N} to compute the correct
values mass function mΩ,T=t

j for each object oj of the chunk
DT=t. For each object oT=t

j , the algorithm starts by correct-
ing the provided mass functions mΩ,T=t

i∈{1,2,...,N},j according to
their appropriate sources’ evidential source reliability mass
functions mΘ,T=t−1

i∈{1,2,...,N} by means of the evidential correction
mechanism. This mechanism can be formally defined in equa-
tion 14.

Once correcting all the provided information pieces about
the actual value of the considered object oj , these corrected
mass functions mΩ∗,T=t

i∈{1,2,...,N},j can be aggregated by Demp-
ster’s combination rule so as to produce the combined correct
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


mΩ∗,T=t

i,j (A) = mΘ,T=t−1
i (T )mΩ,T=t

i,j (A) +mΘ,T=t−1
i (D)mΩ,T=t

i,j

(
Ā
)

∀A ∈ 2Ω,T=t/Ω

mΩ∗,T=t
i,j (Ω) = mΩ,T=t

i,j (Ω) +
[
mΘ,T=t−1

i (R) +mΘ,T=t−1
i (T,D,R)

] ∑
A∈2Ω/Ω

mΩ,T=t
i,j (A) (14)

value mass function mΩ∗,T=t
j . Immediately after that, the algo-

rithm selects the correct values Ĥj∈{1,2,...,Mt} by choosing the
hypothesis ĤT=t

j that has the maximum pignistic probability.

ĤT=t
j = argmax

HT=t
l,j ∈ΩT=t

j

(
BetPT=t

j

(
HT=t

l,j

))
(15)

After that, the values of the evidential source reliability
mass functions can be updated according to the estimated
correct values ĤT=t

j∈{1,2,...,Mt} of the current chunk DT=t. To
do so, the algorithm begins by computing the true positive
value TP∆t

i and the false negative value FN∆t
i of each source

over the current streaming chunk DT=t. These two important
values can be obtained by means of equation 16 and equation
17 respectively.

TP i
∆t =

M∑

j=1

mΨ,∆t
i,j (C) (16)

FN i
∆t =

M∑

j=1

mΨ,∆t
i,j

(
C̄
)

(17)

where mΨ,∆t
i,j is the evidence correctness mass function of

each provided information piece mΩ,T=t
i,j with regard to the

obtained correct value ĤT=t
j .

In order to control the effect of possible changing behav-
iors of the information sources, the I-ECRM uses a decay
parameter λ ∈ [0, 1] that determines the impact of historical
interaction on the current evidential source reliability mass
function mΘ,T=t

i . Intuitively, the recent interactions of the
sources mΩ,T=t

i∈{1,2,...,N},j∈{1,2,...,Mt} should play a more impor-
tant role in the estimation of mΘ,T=t

i∈{1,2,...,N} than the historical
interaction when T < t. In other words, the key idea of the use
of the decay parameter is to scale the past information about
the behaviors of the sources by a constant factor λ, i.e. each
time a new chunk of the streaming dataset is arrived, the past
learned total true positive values TPT=t−1

i∈{1,2,...,N} and the total
false negative values FNT=t−1

i∈{1,2,...,N} are scaled down by the
factor λ. Qualitatively, this means that the smaller the decay
parameter λ is, the less impact from historical interactions in
the estimation of the current evidential reliability values and
hence it will make the model respond quickly to any behavioral
changes. As a result, the newly computed TPT=t

i∈{1,2,...,N} and
FNT=t

i∈{1,2,...,N} can be obtained as follows:

{
TPT=t

i∈{1,2,...,N} = λ · TPT=t−1
i∈{1,2,...,N} + TP∆t

i∈{1,2,...,N}
FNT=t

i∈{1,2,...,N} = λ · FNT=t−1
i∈{1,2,...,N} + FN∆t

i∈{1,2,...,N}
(18)

Once the TPT=t
i and FNT=t

i are computed, the method
can estimate the mΘ,T=t

i∈{1,2,...,N} by means of equation 19 or

equation 20 depending on the difference between the values of
TPT=t

i and FNT=t
i . These newly estimated evidential source

reliability mass function mΘ,T=t
i∈{1,2,...,N} can be further used to

resolve the conflict of the newly arriving chunk DT=t+1 at
time T = t+ 1.

- Case 1: TPT=t
i ≥ FNT=t

i :




mΘ,T=t
i (T ) =

TPT=t
i −FNT=t

i

TPT=t
i +FNT=t

i +Ccautious

mΘ,T=t
i (D) = 0

mΘ,T=t
i (R) =

2FNT=t
i

TPT=t
i +FNT=t

i +Ccautious

mΘ,T=t
i (T,D,R) = Ccautious

TPT=t
i +FNT=t

i +Ccautious

(19)

- Case 2: TPT=t
i ≤ FNT=t

i :




mΘ,T=t
i (T ) = 0

mΘ,T=t
i (D) =

FNT=t
i −TPT=t

i

TPT=t
i +FNT=t

i +Ccautious

mΘ,T=t
i (R) =

2TPT=t
i

TPT=t
i +FNT=t

i +Ccautious

mΘ,T=t
i (T,D,R) = Ccautious

TPT=t
i +FNT=t

i +Ccautious

(20)

We now show how the I-ECRM can effectively address the
computational requirements of processing and dealing with
data streams introduced in Section 6.2. First, the I-ECRM
makes a single scan (one-pass) through the streaming datasets
since it is obvious that the proposed incremental method
process the provided information pieces only once. Second,
the I-ECRM uses a limited memory space to process the
whole data streams because it only exploits a size of memory
space equivalent to the size of the evidential source reliability
mass functions as well as only one chunk of the provided
information pieces at any time t in the stream. Third, the I-
ECRM processes the streaming datasets in short time since the
algorithm computes and then reports the objects’ correct values
online, which is in effect much shorter than the computation
time of the batch unsupervised evidential conflict resolution
method. Finally, the proposed incremental method can capture
and handle any changes in the behavior of the sources. This
is ensured by the decay parameter which allows the fusion
system to gradually forget about the sources’ old interactions
and mainly focus focus on the current interactions.

VI. EXPERIMENTAL EVALUATION

In this section, we report and analyze the initial experimen-
tal results of the proposed I-ECRM on some instances of syn-
thetic datasets. The obtained experimental results demonstrate
that our proposed incremental evidential method can achieve
a good efficiency-effectiveness trade-off. We first introduce
the overall experiment settings in subsection VI-A, and then
we present and discuss the experimental results in subsection
VI-B.
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Algorithm 1: Incremental Evidential Conflict Resolution
Method I-ECRM

Input : Streaming dataset
{
DT=0, DT=1, ..., DT=t, ...

}

where: DT=t =
{
mΩ,T=t

i∈{1,2,...,N},j∈{1,2,...,Mt}

}
.

A cautious parameter Ccautious.
A decay parameter λ.

Output: The set of all ĤT=t
j∈{1,2,...,Mt} representing the

correct values of objects oT=t
j∈{1,2,...,Mt}.

1 begin
2 // Init of parameter using DT=0:

3 Compute mΩ,T=0
j∈{1,2,...,M0} by means of Murphy method

[16].
4 Find ĤT=0

j∈{1,2,...,M0} by means eq 7.
5 Compute mΘ,T=0

i∈{1,2,...,N} by means of eq 12 or eq 13.

6 while new streaming dataset DT=t>0 is arriving do
7 // Correct value mass function

computation:

8 Compute mΩ,T=t
j∈{1,2,...,Mt}

9 // Correct values decision making:

10 Find ĤT=t
j∈{1,2,...,Mt} by means of eq 15.

11 // Evidential source reliability
updating

12 foreach source si in the set of all sources S do
13 // 1. Compute TP∆t

i and FN∆t
i :

14 foreach object otj in the set of all objects Ot

do
15 Compute mΨ,∆t

i,j of mΩ,T=t
i,j with regard

to the categorical mass function
mΩ,T=t

j (Ĥj) = 1 by means of equation
8.

16 end

17 TPi
∆t =

M∑
j=1

mΨ
i,j (C)

18 FNi
∆t =

M∑
j=1

mΨ
i,j

(
C̄
)

19 // 2. Compute TPT=t
i and FNT=t

i :
20 TPT=t

i = λ · TPT=t−1
i + TP∆t

i

21 FNT=t
i = λ · FNT=t−1

i + FN∆t
i

22 // 3. Compute the reliability

mΘ,T=t
i :

23 if TPT=t
i ≥ FNT=t

i then
24 Estimate mΘ,T=t

i using equation 19.
25 else
26 Estimate mΘ,T=t

i using equation 20.
27 end
28 end
29 end
30 end

A. Experimental setting

1) Datasets: In order to show the benefit of the I-ECRM
over the unsupervised conflict resolution method, we use the
synthetic dataset generator developed by Waguih et al. [17]
to produce some instances of synthetic datasets. This dataset
generator was developed in order to generate and simulate a
wide range of real-world situations where the behaviors of
the information sources can be controlled and configured in
terms of a set of parameters such as coverage, reliability level,
conflicting information, to name a few.

2) Methods in comparison: We evaluate the performance of
the I-ECRM with regard to the batch unsupervised evidential
conflict resolution method (U-ECRM) and the native voting
method where the correct value is the one which is supported
by the majority of the sources.

3) Evaluation metric: we use the following metrics to
evaluate the performance of the proposed methods:

Precision rate: We use the precision rate to evaluate the
effectiveness of the proposed methods. A highest precision
rate implies a better and a more effective method.

CPU time: We use the CPU time to evaluate the time effi-
ciency of the proposed evidential conflict resolution method. A
shorter CPU time implies a faster and a more efficient method.

Space usage: We use the memory space occupation of the
proposed methods to evaluate the space efficiency. A smaller
memory space occupation implies a more space efficient
method.

4) Environment: To ensure the implementation of our
method, we have developed our incremental evidential conflict
resolution Matlab R2010a. We have further conducted our
experiments on PC 8GB RAM, Intel(R) core (TM) i2CPU
2.30GHz, and windows 10 installed.

B. Experimental results

We begin by setting the scale parameters of our considered
scenario as follows: we set the number of sources to 60,
and the number of possible values for each object to 4. We
also select the uniform distribution for the distribution of the
distinct values per object. In addition, we configure the source
coverage to follow the exponential distributions. Furthermore,
we select 80-pessimistic distributions for the ground truth
distribution. As for the number of objects, we change this
parameter from 1,000 to 10,000 objects with increments of
1000 objects. The key idea behind varying this parameter is
to evaluate the effect of changing the number of object in
the effectiveness and the efficiency of the proposed conflict
resolution methods.

Based on the above setting, we generate 20 synthetic
datasets for each experiment of a specific number of sources.
In order to reduce the randomness of the dataset generation
process, the evaluation metrics of each considered conflict
resolution method is computed as the average of these 20
generated datasets included in the dataset of the same number
of objects.

To simulate the scenario of streaming dataset, we consider
that every time t a chunk containing the information pieces
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Figure 2. The evaluation of the precision of the considered method with
regard to the number of objects.

about 50 objects are arriving to the fusion system. In this case,
we should process each time 50 objects by the considered
conflict resolution methods.

We first start by comparing the effectiveness of the I-
ECRM with regard to the batch unsupervised evidential con-
flict resolution method and the trivial voting method. Then,
we provide the time and space efficiency analysis of the
considered methods.

Effectiveness results: Figure 2 plots the precision of the
considered conflict resolution methods on the synthetic dataset.
As can be seen in Figure 2, the precision of the considered
methods quickly increase in the beginning when more objects
are involved. However, these precision values become on
average approximately constant after the number of objects is
greater than 1000. Also, it can be observed that the unsuper-
vised evidential conflict resolution method is the most effective
method, followed by the I-ECRM. This latter method performs
only slightly worse than the former one. In the opposite, the
voting method is the less effective method. This is due to the
fact that this trivial method does not consider the reliability of
the source while determining the correct value of each object.

Time efficiency results: Figure 3 plots the CPU time of
the considered conflict resolution methods on the considered
synthetic dataset. The results obtained from Figure 3 show
that the voting method is the most time efficient, followed
by the I-ECRM. When processing 10,000 objects, the vot-
ing and incremental methods take around 0.7 seconds and
5.5 seconds respectively. The unsupervised evidential conflict
resolution method is the less time efficient as it needs to
make several iterations over the entire datasets. Its CPU time
increases quickly as more objects are involved, which exceeds
1,000 seconds when processing 6000 objects. Accordingly,
the unsupervised evidential conflict resolution method is not
appropriate for processing and analyzing streaming datasets or
datasets with massive volumes.

It is worth mentioning that when new chunks of information
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Figure 3. The evaluation of the processing CPU time efficiency of the
considered conflict resolution methods with regard to the number of objects.

pieces arrive over time, the voting and I-ECRM need only
to process these new coming chunks. Therefore, Their CPU
time relies only on the size of the chunk to be processed. On
the other hand, the supervised evidential conflict resolution
method needs to process the entire dataset each time a new
chunk arrives. Thus, its CPU time depends on the size whole
dataset.

Space efficiency results: Figure 4 plots the memory space
used by the considered conflict resolution methods to process
the synthetic dataset. As can be seen from Figure 4, the
voting method has the lowest memory consumption, as it is
a method that processes each time only one object and its
corresponding provided information pieces. Thus the voting
method is considered as the most space efficient. The second
most space efficient method is the I-ECRM. This incremental
method cache only the newly arrived chunk of information
pieces each time. Moreover, it needs to cache additional
information concerning the evidential source reliability mass
functions (the model parameters). Finally, the worst space
efficient method is the supervised evidential conflict resolution
method which is the most space consuming. This is due to the
fact that this method needs to cache the complete streaming
dataset in memory (the old as well as the newly arrived
streaming chunks).

VII. CONCLUSION

In this paper, we addressed the challenging problem of
resolving information conflict in the case where the sources’
provided information pieces are continuously arriving at the
fusion system in the form of streaming datasets. This problem
is very important because recent years have witnessed a
huge range of online IoT applications that need to process
data streams. To deal with this problem, we proposed and
developed an incremental evidential conflict resolution method
that is able to resolve the evidential conflict among sources
by jointly and incrementally estimating the evidential source
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Figure 4. The evaluation of the processing memory space efficiency of the
considered conflict resolution methods with regards to the number of the
objects.

reliability mass function of each information source and dis-
covering the correct value of each object among the set of
all possible values. This incremental method works under the
constraints of a single scan of the streaming data, real-time
processing fashion, and a limited memory space usage. The
proposed method was empirically evaluated by using synthetic
datasets in order to verify its efficiency and effectiveness. The
obtained results show that the proposed incremental evidential
method has a nice efficiency-effectiveness trade-off.
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Abstract—Triage on the battlefield is a very challenging task.
Life of the wounded soldiers depends on the efficiency of this
process and there is still lack of supporting solutions. This
paper presents a new approach for using Internet of Military
Things in combat triage. We propose an ontological approach to
evaluate soldiers’ health state and information framework which
allows first responders and commanders to query the sensor
network for needed information. Some simulation experiments
were conducted, which results show that the proposed method can
be applied in highly distributed and heterogeneous environment
of the smart devices on the battlefield.

I. INTRODUCTION

TRIAGE of casualties is important part of the modern
military operations. It is a proven method of provid-

ing medical care in situations where available resources are
not sufficient. It is also a process which gives commanders
information about troops ability to accomplish the mission.
In this paper we propose a method for supporting combat
triage process using devices connected into Internet of Military
Things. Its goal is to monitor and provide information about
soldiers health status for commanders and medical support
like field medics. An important feature of this method is that
it is information-centric, so user can define information need
and the role of the smart devices is to fulfil this need. All
processing of the raw data is done in distributed environment
of the sensors network. Using this method triage process can
be conducted with different types of sensors which monitor
different vital signs of soldiers, and user does not need to be
an medical expert to analyse readings.

II. COMBAT TRIAGE

In a healthcare triage is a process of categorizing criticality
of patient’s condition [1]. The person responsible for triage
performs a brief, focused assessment and assigns the patient
a triage acuity level, which is a proxy measure of how long
an individual patient can safely wait for a medical screening
examination and treatment [2]. Such process is conducted
especially when the demand for medical care overwhelms the
available resources. In such cases first responders perform
triage of casualties to ensure that they receive treatment in
ordered way, depending on their health status.

Civilian and combat triage has a lot in common. Both of
them refer to crisis situations and use similar methods. For
instance, in the USA, The National Association of Emergency
Medical Technician’s (NAEMT) adopts a military Tactical
Combat Casualty Care (TCCC) course to train civilian Emer-
gency Medical Services (EMS) [3]. However there are some
factors which make differences between civilian and combat
triage. According to TCCC [4], those are:

• Hostile fire,
• Darkness,
• Environmental extremes,
• Different wounding epidemiology,
• Limited equipment,
• Need for tactical maneuver,
• Long delays to hospital care,
• Different medic training and experience.

All those factors cause that the combat triage, in many cases, is
more challenging than civilian one. Especially first responders,
medics and patients themselves are under constant threat. It is
also worth pointing out that during combat operations, the
patient is only part of the mission, where in civilian setting
patient is the mission. That is why the combat triage has, in
fact, three goals [4]:

1) Treat the casualty.
2) Prevent further casualties.
3) Complete the mission.
NATO’s AJP-4.10(A) standard [5] defines situation in which

triage should be conducted as a Mass Casualty (MASCAL)
situation in which an excessive disparity exists between the
casualty load and the medical capacities locally available for
its management. In such situation principle of treatment may,
mainly at the onset of the medical response, change from one
based on the individual needs of each patient to one based on
the greatest good for the greatest number. That is why NATO
standard defines following triage priorities:

1) Immediate Treatment (Group T1). To consist of those
requiring emergency care and life-saving surgery. These
procedures should not be time-consuming and should
concern only those patients with high chances of sur-
vival.

2) Delayed Treatment (Group T2). To consist of those in
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need of surgery, but whose general condition permits
delay in surgical treatment without unduly endangering
life.

3) Minimal Treatment (Group T3). To consist of those with
relatively minor injuries who can effectively care for
themselves or who can be helped by untrained personnel.

4) Expectant Treatment (Group T4). This group comprises
of patients who have received serious and often multiple
injuries, and whose treatment would be time-consuming
and complicated, with a low chance of survival. If fully
treated they make heavy demands on medical manpower
and supplies. Until the MASCAL situation is under con-
trol, they will receive appropriate supportive treatment.
The extent of treatment will depend on available supplies
and manpower and may involve the use of large doses
of narcotic analgesics. For these patients every effort
should be devoted to their comfort, and the possibility
of survival with even alarming injuries.

Triage and especially its combat version is a very chal-
lenging task, where proper diagnosis and classification of
patients are crucial. All decisions must be taken within a
very short time and with maximum certainty. Triage is also a
continuous process, which means that even when all casualties
are prioritized, they need to be monitored constantly, because
they state may change. All these challenges cause that there
is a great need for triage support.

A. Information framework

In the presented method a user, which might be commander
or field medic or any other person involved in triage process,
can define information need which should be fulfilled by the
smart sensors. Depending on the situation on the battlefield,
number of commanded soldiers, combat intensity and mission
goals such need might be different. That is why we propose
flexible approach in which responses of the system are not
predefined, but rather network of devices works as a kind
of information search engine, however restricted to the triage
domain.

To describe an information need we use the infon theory
proposed by Keith Devlin [6]. Infons are items of information.
In its basic form it can be understood as a fact that some
objects a1, ..., an are in some relation R. It is formally defined
as follows:

σ =≪ R, a1, ..., an, i ≫ (1)

where R is an n-place relation and a1, ..., an are objects
appropriate for R. Element i is called infon polarity and
takes value 1 if objects a1, ..., an are in fact in relation R
and 0 otherwise. Infon description can be extended by adding
elements which describe spatial l and temporal t location:

σ =≪ R, a1, ..., an, l, t, i ≫ . (2)

Having that it is possible to indicate that given objects are in
relation R at location l and/or time t.

Infons are atomic items of information which are used to
build more complex sentences called situations [7]. According

to the Devlin’s theory, situations are natural source of infor-
mation about the world. Only in particular situation one can
state that given infon is factual. To denote that some infon
σ is an item of information that is true of situation sit the
following notion is used:

sit |= σ (3)

It should be read as "sit supports σ ". Situation sit in this
case is not a part of the real world. We call it an abstract
situation which is a mathematical construct. Of course there is
an intuitive sense in which to every real situation corresponds
an abstract one. Abstract situation in such context is a set of
infons:

{σ | sit |= σ} (4)

The construct of abstract situation gives a framework to
describe situations in a formal manner on a desired level
of complexity. For every real situation it possible to define
more ore less sophisticated description using infons. Situations
may be "static", which means that they involve one spatial
and temporal location (or a number of contemporary spatial
locations) or they may be "dynamic" which means that they
are spread over a time sequence of locations.

As long as abstract situation is just a mathematical con-
struct, some restrictions should be imposed. The most impor-
tant is the coherence. An abstract situation sit is said to be
coherent if it satisfies the following three conditions:

1) for no R, a1, ..., an is the case that:

sit |=≪ R, a1, ..., an, 1 ≫
sit |=≪ R, a1, ..., an, 0 ≫;

2) if for some a, b it is the case that:

sit |=≪ same, a, b, 1 ≫
then a = b;

3) for no a is it a case that:

sit |=≪ same, a, a, 0 ≫ .

From this point we can say that the need for information can
be formally described by an abstract situation using presented
notation of infons. To make such description as flexible as
possible it is important to introduce parameters into infons.
Each infon can be parametrized using one of the basic types:

• TIM : the type of temporal location;
• LOC : the type of a spatial location;
• IND : the type of an individual;
• REL : the type of an relation;
• POL : the type of polarity (i. e. the ’truth values’ 0 and

1).
Those types of parameters correspond to the cognitive abilities
of the smart devices which allow them to individualize unifor-
mities of the world at the basic level. For each object x there
is at least one type such that x is of that type. For example,
if t is temporal location, then t is of type TIM . Having that
it is possible to construct more generic infons like:

σ =≪ atPosition,
·
p, l, 1 ≫ (5)
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which ’says’ that some individual
·
p : IND is at some position

l. Naturally there is need for some mechanism, which assigns
values for parameters. From mathematical point of view such
role play anchors. Formally an anchor for set A of parameters
is a function defined on A which assigns to each parameter
Tn in A an object of type T . For previously presented infon
we can write:

σ =≪ atPosition, f(
·
p), l, 1 ≫ (6)

where f(
·
p) return an individual which, in fact, is at position

l. In presented method the devices connected into IoT act like
anchors, so their responsibility is to populate parametric infons
with data relevant to the situation which they observe. In other
words, they need to answer whether given abstract situation is
actual or not. Abstract situation sit is considered actual if:

• sit is coherent situation,
• whenever sit |=≪ R, a1, ..., an, 1 ≫ then in the real

world it is really the case that a1, ..., an stand in relation
R,

• whenever sit |=≪ R, a1, ..., an, 0 ≫ then a1, ..., an
really do not stand in the relation R.

By using presented framework it is possible to build differ-
ent information needs. Some examples, in terms of triage, are
shown below:

1) Is Soldier1 in condition immediate?
• Information need:

sit′ |=≪ immediate, Soldier1,
·
x ≫

• Response:
sit |=≪ immediate, Soldier1, 1 ≫

2) What is the state of Soldier1?
• Information need:

sit′ |=≪ ·
r, Soldier1, 1 ≫

• Response:
sit |=≪ deleyed, Soldier1, 1 ≫

3) Which soldiers are in state minimal treatement?
• Information need:

sit′ |=≪ minimal,
·
h, 1 ≫

• Response:
sit |=≪ minimal, Soldier1, 1 ≫
∧ ≪ minimal, Soldier2, 1 ≫
∧ ≪ minimal, Soldier5, 1 ≫

Important in this approach is that, the user does not need
to know what kind of sensors are used for soldiers health
state monitoring. Devices are responsible for analysing the
need, identifying which object/properties are important and
answering the question. It means that devices must have some
cognitive capabilities and understand (at least in terms of given
domain) what they observe. We propose an ontology as a
method for handling device’s knowledge.

B. IoT triage ontology

In order to perform classification with the system we have
designed a problem solving ontology which represents some
of the domain concepts of sensor and medical domains. The

Fig. 1. Sensor Data processing path deliver seven stage combat triage
evaluation proces classyfying given batlespace object

utilization of ontology model forms terminology and model
constraints on which a triage knowledge base is formulated.
In presented system, the knowledge base utilizes Description
Logic and First Order logic [8] reasoning techniques delivered
by the Pellet reasoner [9]. Knowledge base supported by
the reasoning mechanisms deliver model consistency check
of instance base (data) ensuring valid relations between data
instances, performing classification tasks for instance data and
executing rules to infer new facts in the knowledge base. These
tasks have been used as tools solving the problem of classi-
fying health state of an individual based on the sensor data
measuring stimuli. Implemented in otology concept definitions
as well as rules perform data classification tasks evaluating
sensor data introduced within the system. The evaluation
process takes preliminary data package and confronts the data
with "evaluation rules" which analyse specific characteristics
of data (discrete or continuous in nature), in order to aggregate
and produce information about the inspected (monitored)
object. In order to perform the analysis rules contain evaluation
or decision predicates. The predicates determine if calculated
characteristic contains useful information in context of eval-
uated object and the environment, e.g. photopletysmography
sensor data containing photopletysmogram can be processed
to evaluate heart rate, which depending on the object’s age,
physiological stamina can determine, the stress level, exhaus-
tion and health state. The ontology in that matter offers a set
of rules which interpret sensor data (inertial, biomedical) in
order to evaluate object’s characteristics in context of current
health state. The Combat Triage Ontology delivers means
to produce more than one predicate based on one instance
of SensorDataPackage, which can help to evaluate sensor
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Fig. 2. Main concepts and relations in Combat Triage Ontology formulating
basic terminology for diagnosing Object state based on the sensor data analysis

data in context of a health state but also other monitored
object’s characteristics. The next stage of processing is aimed
at evaluating the ObjectState based on the series of associated
SensorDataPackages. ObjectState concept holds several DL
constructors, which assign to each and every ObjectState
the ObjectStateDomain value. The ObjectStateDomain is a
nominal concept (enumeration) which holds evaluation sta-
tuses for any monitored object. The evaluation status can be
understood as an outcome of evaluation process produced
by the reasoning mechanism. The classification mechanism
in the knowledge base is iteratively performing sensor data
analysis after which instances of ObjectState are evaluated
and linked with adequate ObjectStateDomain value. The Ob-
jectStateDomain concept provides detailed taxonomy leading
towards HumanStateDomain, TriageHumanStateDomain and
further specialized according to AJP-4.10.A standard (AJP-
4.10A-TriageHumanStateDomain), S.M.A.R.T. (S.M.A.R.T-
TriageHumanStateDomain). Depending on the Object type and
aim of object’s state evaluation the reasoner is able to evaluate
particular ObjectState with status taken from the AJP-4.10A
combat triage standard. Having such result the reasoner is
able to evaluate instances of SensorDataPackages, engage a
set of rules which produce information about given monitored
Object, confront sensor information with the context in which
the Object is found with respect to the environment (e.g.
combat mission, medical treatment, etc.).

The knowledge base utilizes also built-in semantic mapping
between enumerated values. This feature is useful for mapping
purposes, in which well-defined concept or an instance has a
corresponding entity - synonym or entity of very similar se-
mantics. In case of Combat Triage Ontology semantic mapping
has been used to map various triage standards and approaches
between each other. Using owl axiom owl:sameAs (for indi-
viduals) and owl:equivalentTo (for concepts) we have been
able to map AJP-4.10.A triage statuses with the S.M.A.R.T.
methodology statuses and more found in crisis management
methodologies.

To ensure efficiency of classification, a decision was made
to restrain the concept list. This ensures model readability

Fig. 3. Combat Triage Ontology core concepts and object properties formin
available asociations between instance data

Fig. 4. Combat Triage Ontology core concepts and object properties formin
available asociations between instance data

and supports future modularisation. The ontology has been
developed using OWL 2.0 RL [10] merging OWL and SWRL
language capabilities. Final form of the ontology has been
developed using SHOIN(D) Description Logic dialect [11],
which demonstrates complexity of ontology definitions, con-
taining over 20 SWRL rules, 50 concepts, 20 object properties
and over 20 datatype properties. One of the important char-
acteristics of the ontology is that it contains over 29 defined
concepts implementing both value and cardinality restrictions,
moreover the model has been modularised consisting of three
parts: base terminology, defined concepts terminology and
instance base. Such construction supports further extensions
of terminology but most of all separates meta model from
data instances and prepares the knowledge base to be fed wit
data from the real sensor system or simulation software.

III. SIMULATION EXPERIMENTS

A. SenseSim simulator

To verify presented approach we used SenseSim simulator
[12]. It is capable of simulating smart sensors or devices both
connected in WSN and IoT. It focuses less on technical aspects
of wireless communications, so its communication model is
idealistic and does not cover all low level issues [13]. That is
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because SenseSim is designed to simulate sensors network as
an autonomous, self organizing system, which is embedded in
the environment, where many different phenomena may occur.
It focuses on the interaction of smart devices with the external
world by the process of perception. One of the key feature of
the simulator is that it allows flexibly define sensors attached
to the device. This is possible thanks to usage of formal model
of perception [14]. It bases on a construct of observers. An
observer is a six-tuple:

〈(X,χ) , (Y, ν) , E, S, π, η〉 (7)

which satisfy the following conditions:
1) (X,χ) and (Y, ν) are measurable spaces; E ∈ χ and

S ∈ ν.
2) Map π : X → Y is a measurable surjective function

with π(E) = S.
3) Let (E, ε) and (S, ς) denote the measurable spaces on

E and S respectively induced from those of X and Y .
Then η is a statistic kernel on S × ε such that, for each
point s ∈ S, η(s) is a probability measure supported in
π−1{s} ∩ E.

When O observes it does not interact with the object of
perception itself. Space X is a mathematical construct and
is called configuration space. It represents all properties of
relevance to O. Space Y is a formal representation of premises
about events which occur in X . Based on those premises the
observer can conclude what happen in the external world.
Set E is called a distinguished configuration and represents
events of interest of an observer. Set S is called distinguished
premises and holds the premises about event E. Transforma-
tion between spaces X and Y is realized by function π, called
perspective. Let us suppose that some point x ∈ X represents
the property of relevance to O. Then O, in consequence of
interaction with the outside world, does not see x but its
representation y = π(x), where y ∈ Y . If x is in E then y is in
S. However all that O receives is y, not x. In other words, the
observer must decide whether event E really occurred, basing
on premises S. Function π is surjection, so O does not really
know which point x ∈ E corresponds to given point y ∈ S.
That is why with observer’s definition comes conclusion kernel
η. It provides, for each point in S, the probability distribution
supported on E. η gives the final result of the observer - the
probability that for given premises S event E occurred in the
real world.

For instance consider an electronic thermometer (which
can be one of the sensors used in a triage process). One of
the most common are resistance thermometers, for example
PT100 [15]. In this case the space X is a temperature of an
object in the external (for the observer) „world”. The role
of thermometer is to „guess” as accurately as possible what
is its value. It is know, physical fact that resistance of some
materials may change according to temperature and that is why
resistance thermometers consist of some resistor, for instance
platinum. So, what thermometer really knows is the current
resistance, which is considered as an element of space Y .

Basing on this knowledge thermometer concludes what is the
value of temperature in the external world. For example PT100
thermometer has a built in table which maps resistance into
temperature. In fact it is an implementation of the conclusion
kernel η.

Another example of observer can be infrared camera. In
this case the space X is a three dimensional scene (in the
infrared light spectrum). The space Y , on the other hand, is
two dimensional space which represents the projection of the
3D scene onto digital image sensor. The π function describes
how this projection is done. For instance it can be standard
perspective projection which angle is determined by the focal
length of the sensor’s lens. At this point the observer has some
premises (space Y ) about the external world (space X). Let
us assume that considered observer is designed to distinguish
objects like human thermal image. In this case its distinguished
configuration E is this part of the 3D scene with a human.
Accordingly its distinguished premise S is 2D projection of
the scene. All the observer knows about the external world is
its premise so it uses the conclusion kernel η to decide if there
is really a human. In this case η is more complicated than in
previous example and should consists of a pattern recognition
methods.

Implementation of the Theory of Perception in SenseSim
simulator gives great flexibility in designing sensors which
are used in experiments. It allows us to model wide variety
of observers, both real and futuristic, which can provide
perceptual capabilities for the simulated devices.

SenseSim has quite idealistic model of communication [12],
however the network model allows to define heterogenous
wireless networks, with fixed or ad-hoc topology as well as
different communication interfaces. Network of devices (DN)
is modeled as an Bounded Independence Graph [16]:

DN(t) = 〈DEV,EDN (t),ΥDN (t)〉 (8)

Where:

• DEV - a set of devices,
• ΥDN (t) - set of independent devices: ΥDN (t) =

{{devu, devv} : devu, devv ∈ DEV ; devu 6= devv}
• EDN (t) - a set of edges at time t, which is defined as:

EDN (t) = {{devx, devy} : devx, devy ∈ DEV ;

devx ∈ NDN
devy

(t); devy ∈ NDN
devx

(t);

devx 6= devy;

{devx, devy} /∈ ΥDN (t)}}

(9)

Where NDN
devx

and NDN
devy

are sets of neighbors of device
devx and devy respectivly.

Neighbor for a device devx is other device which fulfills the
following conditions:

1) Let Comdevx ⊂ COM be a set of communication inter-
faces installed on device devx and Comdevy ⊂ COM
be a set of communication interfaces installed on device
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Fig. 5. Sensor’s architecture

devy then:

∃
comdevx∈Comdevy

∃
comdevy∈Comdevy

ccomdevxcomdevy = 1;

(10)
ccomdevxcomdevy is an element of CMI matrix, defined
as

CMI = [cik]|COM |×|COM |. (11)

Where:
• cik ∈ {0, 1} - defines interoperability of i-th and k-

th communication interface. If cik = 1 it means that
Comi and Comk can cooperate with each other. In
the opposite case they cannot.

2) Let lGdevx
(t) = 〈latx, lonx, elvx〉 be a spatial (geo-

graphic) location of device devx at time t and lGdevy (t) =
〈laty, lony, elvy〉 be a spatial (geographic) location of
device devy at time t. Then:

dG(lGdevx
(t), lGdevy (t)) ≤ min(r(t)comdevx , r(t)comdevy )

(12)
Where:

• r(t)comdevx - radio range of the communication
interface of the device devx which fulfills first
condition.

• r(t)comdevy - radio range of the communication
interface of the device devy which fulfills first
condition.

• dG(lGdevx(t), l
G
devy

(t)) - geographical distance be-
tween devices devx and devy

SenseSim has idealistic communication model, because it is
focused mainly on cognitive and behavioral aspects of the IoT
devices. The simulated devices have multilayer architecture
with three main layers (see Figure 5), which is currently
standard approach [17] [18]:

• Hardware & Firmware,
• Sensor API,
• Sensor Middleware.

The first one consists of two other layers: Perception Layer,
which is responsible for managing perceptual capabilities, and

Communication Layer, which is responsible for communica-
tion issues. The first layer, in the context of simulation, is
artificial. On the top of the Hardware, the Sensor API is built.
It is an interface which allows to manage the device’s hardware
from the outside. Our approach to the device’s architecture
is compliant with IEEE P2413 standard, which specify the
Properties layer (in our case the Perception layer), the Infor-
mation Exchange layer (in our case the Communication Layer)
and the Function/Method layer (in our case decomposed into
Sensor API and Sensor Middleware layers) [19]. From the
point of view of the presented method the most important
layer of this architecture is the middleware. To support the
triage process we implemented the middleware capable of
handling ontologies (especially the triage domain ontology)
and infer among them. That makes each device an cognitive
agent, which can monitor soldier vital signs using its sensors
and understand the measured data. Each of the devices can
also receive information need defined in infon logic, interpret
it and give as precise as possible response.

Presented method was verified in simulation environment.
The main goal of the experiments was to check if the method is
suitable for distributed, heterogeneous sensor network system.

B. Simulation results

Figure 6 shows initial state of the scenario simulated in
SenseSim. The network has 15 devices which connect to each
other using wireless channel. It is assumed that each device
has the same communication capabilities and all messages
are sent in peer-to-peer meaner. Topology if the network is
not strict and may change in time due to devices movement.
Devices can communicate with each other as long as they stay
within radio range. In this scenario maximum range is 200 m
and bandwidth of the link is maximum 5 kbps. Devices use
flooding routing algorithm for distributing messages. Flooding
is not efficient algorithm, it generates a lot of network traffic
and may cause redundant messages. On the other hand it
gives high probability of message delivery, especially when
network topology may change and devices have little or even
no knowledge about it.

In this scenario it is assumed that each soldier has one
personalised device with connected sensors. For simplicity one
device has one of the following sensors attached:

• ECG sensor,
• Pulse oximeter sensor,
• Blood pressure sensor,
• Temperature sensor.
Devices can be interpreted as soldiers’ personal computers

like in future soldier systems i.e.: FIST [20], IdZ [21], TYTAN
[22].

During scenario different information needs were sent into
the network form device number 10, which can be considered
as a team leader. Figure 7 shows example of information need
processing. Device 10 sends at time 19,9 into the network
question about the state of the Soldier_3:

≪? : ObjectState, Soldier_3, 1 ≫ (13)
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Fig. 6. Simulated network in SenseSim

Fig. 7. Example of the question about the state of one soldier

Information need is distributed between devices using flooding
algorithm. The role of each middleware is to interpret the need
and check if the device can answer it. In this case only the
middleware of the device number 3 can fulfil the need (because
this device monitors Soldier_3). Basing on ontology reasoning
it comes to conclusion that the Soldier_3 is in state delayed.
After that device 3 sends response for the need:

≪ delayed, Soldier_3, 1 ≫ . (14)

It is received at time 20,8 by the asking device 10.
Figure 8 shows example of different need processing. In

this case the network was asked to define which soldiers are
in state minimal treatment. Information need was sent at time
34,1 and had the following form:

≪ minimal : ObjectState, ?h, 1 ≫ (15)

This question requires action from every device in the
network, because each have to verify the state of monitored
soldier and decide if he is in state minimal treatment or not.
That is why fulfilling such need is a more complicated process
than shown in earlier example. Response for the need circles

Fig. 8. Example of question about soldiers who are in state minimal

in the network and each device adds a part to it. Because of
the flooding algorithm, the asking device also receives parts
of the answer and at time 36,3 receives full answer:

≪ minimal, Soldier_8, 1 ≫
& ≪ minimal, Soldier_4, 1 ≫
& ≪ minimal, Soldier_3, 1 ≫

(16)

In every simulated scenario devices were able to answer
the information need basing on its own knowledge about
monitored objects (soldiers).

IV. CONCLUSION

In this paper a novel approach to supporting combat triage
was presented. Currently developed solutions focus on sup-
porting triage by providing ontology based expert systems
[23] [24] or by providing dedicated triage sensors [25] [26].
The first approach gives first responder great support, but still
requires a lot of resources and attention to monitor wounded
continuously. The second approach is more automatic, but also
less flexible. It requires that every wounded has the same
sensor for health monitoring. If they are not available, manual
work is needed. Our approach is more flexible. It does not need
any additional infrastructure than sensors network. Also we do
not close our method to particular sensors. In fact any sensor
adequate for triage process can be used by our approach.
Moreover we do not limit sensors only to wearable devices.
Soldier’s state may be evaluated also by nearby sensors, for
instance those installed in vehicle. From the perspective of end
user it is transparent.

Thanks to ontology reasoning and presented information
framework, an expert knowledge is not required from first
responders to carry out the triage process properly. Some
vital signs registered by sensors, like ECG, may be hard to
interpret without medical background, but there are methods
for automatic processing and extracting valuable information.
Moreover using IoT devices for triage, makes this process to
become continuous with minimal manual effort.
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Abstract—This  article  describes  the use  of  the  comparison

method MM  to protect  the Internet  user from the effects  of

DNS Injection attacks.  A description of the basic concepts of

this  area  of  the  computer network and the  dangers  of  DNS

Injection  attacks  is  presented.  The  description  of  the  MM

method used in the  literature is  concluded.  In the paper the

concept of  using above-mentioned method to protect  Internet

user from the effects of DNS Injection attacks and the initial

design  of  the  DNS  server  software  including  the  diagnostic

component are presented.

I. INTRODUCTION

omain  Name  System  (DNS)  is  one  of  the  most

commonly used  service  over  the  Internet.  It  allows,

among others, to connect to a web site using its mnemonic

name (usually easier to remember) instead of its IP address.

Converting a domain name to an IP  address is  done by a

DNS server  that,  in  most cases,  is  a  separate  host  in  the

network. The DNS user does not have direct control over the

server,  which  involves  the  risk  of  obtaining  an  incorrect

name  mapping  from  the  server.  Unfortunately,  practice

shows that there is a lack of universal way by which the user

can make sure  that  the responses  received  from the DNS

servers are reliable. Correct DNS performance is critical to

the smooth operation and security of the Internet. The lack of

entries in the DNS server  records database  may cause the

network resources to be inaccessible, while erroneous entries

may  redirect  network  traffic  to  the  incorrect  location

specified (and controlled) by the attacker [3].

D

This article focuses on protecting the Internet user from

the  effects  of  DNS  Injection  attacks  –  which  relies  on

modification of the entries in the DNS server mapping tables

[9]. Any Internet user who will be able to send false updates

to  the  DNS  server  or  detect  and  be  able  to  exploit  the

vulnerabilities in the server  software could be an attacker.

Unlike traditional security systems (like firewalls, IDS/IPS),

the proposed method is to detect the effects of an attack (not

to protect against it).

II. RELATED WORK

The  proposed  approach  of  protecting  the  Internet  user

against the effects of DNS Injection attacks attempts to use a

comparative method known as the MM1 method [6],  [7]. In

the literature there are works that use this method most often

to diagnose a network of processors (with different logical

structure). A. Arciuch in [1] presented the technical aspects

of diagnosing a network of microprocessors with a mild type

of degradation  using the MM method,  R.  Kulesza  and  Z.

Zieliński  in  [4] used  this  method  to  determine  diagnostic

insight  of  network  of  processors.  A.  Sengupta  and  A.  T.

Dahbura in [8] proposed usage of the MM method in a self-

diagnosing  multiprocessor  system,  and  G.Y.  Chang,  G.H.

Chen and G.J. Chang in [2] used the MM*2 model to develop

a sequential diagnosis of the processor network.

In this work it was decided to use a different approach and

use the comparison method to diagnose DNS servers.

III. PROPOSAL

This section is based on [4] and [5]. The MM method uses

comparative graph as a way to represent the logical structure

of  nodes  with the  corresponding  set  of  comparative  tests.

This concept (along with examples) is explained later in this

article.  In  the area of the problem (mutual testing of DNS

servers) an elementary comparative test will be sending by a

comparator a DNS query to resolve a domain name to both

nodes of a comparative pair.  Then the comparator verifies

that the obtained results - IP addresses - are identical. These

type  of  checks  will  be  performed   periodically,  every  k3

queries, ensuring continuous DNS servers reliability without

overloading the network.

A fit comparator will give the opinion that a comparative

pair is fit (the result of compatarive test will be equal to 0) if

the  results  of  the  DNS query are  identical.  The  different

1The name of  the method  comes from the names of the  creators: M.

Malek and J. Maeng.
2The MM* model is  characterized by the use of diagnostic  structures

consisting of all possible comparative tests,  while the MM model uses a

minimal number of comparative tests to detect t damaged network nodes.
3k is an arbitrary value.
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results of the DNS query will result in an opinion that the

comparison pair is  unfit (the result of the comparative test

will  be  equal  to  1),  with  at  least  one  node  from  the

comparative pair is compromised (it is not indicated which

one).  The  opinion  expressed  by  a  suitable  comparator  is

consistent with reality. An unfit comparator gives an opinion

that is random and assumes a value of 0 or 1.

A. Significant features of the MM type comparative 

structure

Consider  an  exemplary  logical  structure  of  a  network

described by a connected common graph G=(E ,U ) . An

example graph is shown in Fig. 1. 

The  logical  structure G corresponds  to  the  set  of  all

comparative  tests  denoted  by Ψ (G) ,  and  the  single

comparative  test  is  denoted  by ψ∈Ψ ' ,Ψ '⊆Ψ (G ) .  For

comparison  test ψ exists  a  set  of  comparators  labeled

K (ψ ) and a set of comparative pairs labeled  P (ψ ) .  The

set  of nodes involved in the comparative test ψ is  labeled

E (ψ ) . A single comparative test is shown in Fig. 2.

In a comparative test the comparator ek ∈E (G) orders the

comparative pair ei , e j⊂E (G ) the same task and checks if

the results are identical. 

The comparative test is denoted by (e k ; ei , e j) . The result

of the comparative test d ((e k ; ei , e j)) is equal to:

d ((e k
;e

i
, e

j
))={0 for [n(ek )=0∧r (e i∣ek)=r (e j∣ek )] case a )

1 for [n (e k)∧r (e i∣ek)≠r (e j∣ek )] case b)
x∈{0,1} for n(ek)=1 case c )

(1)

wher n(e k)  is functional reliability of node ek and r (e j∣ek)

is the result of a task ordered by node  ek and executed by

node e .

In the area of the problem in case c ) ,  unlike the classic

MM  model,  the  unfitness  of  the  DNS  server  that  is  the

comparator  has  no  impact  on  the  outcome  of  the  test  it

performs. During the comparison, the comparator verifies the

mutual compatibility of the results obtained from the nodes

of the comparative pair. These results are not matched with

the entries of the DNS server records database, so even if it

had  been  compromised  (as  a  result  of  a  DNS  Injection

attack), name mappings in its database would not affect the

accuracy  of  the  opinion.  The  interpretation  of  diagnosis

results is presented in Table I.

TABLE I. 

THE DIAGNOSIS RESULTS INTERPRETATION IN PROPOSED METHOD

n(e k) n(ei) n (e j) d ((e k ; ei , e j))

x

0 0 0

0 1 1

1 0 1

1 1 1

Definition 1. [10] The computer network described by the

structure G is defined as  single-step t-diagnosable by a set

of comparative tests Ψ '⊆Ψ (G) ,  if each pair of sets E '

and E ' ' of  unfit  nodes  such  that ∣E '∣⩽t  and ∣E ' '∣⩽t  is

distinguishable by at least one comparative test ψ∈Ψ ' .

Definition  2. [10] Comparative  graph of  computer

network  described  by  the  structure G for  a  set  of

comparative  tests Ψ '⊆Ψ (G) ,  is  called  such  ordinary

graph Ĝ (G ,Ψ ' )=〈 E (G) ,U (G ,Ψ ' )〉  with  labeled  edges

that  [(e ' ,e ' ' )∈U (G ,Ψ ' )]⟷ [∃ψ∈Ψ ' : P (ψ )={e' ,e ' ' }] ,

where the label of the (e ' ,e ' ' ) edge is K (ψ ) .

Property 1. [4], [6] The necessary condition for graph G

to  be  t-diagnosable  by  the  set  of  comparative  tests

Ψ '⊆Ψ (G) is to fulfill the dependence:

(∣E(G)∣⩾max{t+3, 2⋅t+1})∧(∀e∈E (G ): μ (e)⩾t ) (2)

where μ (e) denotes the input degree of the node e .

Property  2. [6] The  structure  is  t-diagnosable  by  the

comparative tests Ψ '⊆Ψ (G)  if and only if for every pair

of  subsets  of  nodes E1, E2⊆E (G ) such  that E1≠E 2  and

∣E 1∣=∣E 2∣=t  one of the following conditions is true:

a)
∃ψ ' ,ψ ' '∈Ψ (G):[[ {K (ψ ' ) , K (ψ ' ' )}∩{E 1

∪E
2}=∅]∧

∧([∣P (ψ ' )∩{E1∖ E 2}∣=1]∨[∣P(ψ ' ' )∩{E2∖ E 1}∣=1])]
(3)

b) ∃ψ '∈Ψ (G):[∣P(ψ ' )∩{E 1∖ E2 }∣=2]∧[∣P(ψ ' )∩{E 1∪E 2}∣=∅ ] (4)

c) ∃ψ '∈Ψ (G):[∣P(ψ ' )∩{E 2∖ E1 }∣=2]∧[∣P(ψ ' )∩{E 1∪E 2}∣=∅ ] (5)

B. Method of identifying unfit servers

The  results  of  the  comparative  tests  conducted  in  one

diagnostic session will create so-called the global syndrome.

Each server has in its resources reference values determining

the  reliability  of  servers  participating  in  performed

diagnostic session using the indicated  diagnostic  structure.

These  reference  values  are  different  for  each  diagnostic

structure and are defined as  the pattern of syndromes.  The

example of the pattern of syndromes for diagnostic structure

presented  later  in  Fig.  5. is  presented  in Table  II. Single

Fig 1. Sample graph representing the logical structure of network

Fig 2. Ilustration of single comparative test
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value (row in example Table II) is often defined as  pattern

syndrome4. 

TABLE II. 

THE EXAMPLE OF THE PATTERN OF SYNDROMES

i 1 2 3 4 5 6 7 8

K (ψ i) 1 1 2 2 3 3 4 4

P (ψ i)
2 2 3 3 4 4 1 1

4 3 1 4 2 1 3 2

e 1 2 3 4

d (ψ i)
n(e)

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 1 0 0 1 1 1 0 0

0 0 1 0 0 1 1 1 0 0 1 0

0 1 0 0 1 1 0 0 1 0 0 1

1 0 0 0 0 0 1 0 0 1 1 1

Each  server  after  building  the  global  syndrome  will

attempt to match it to one of the pattern syndromes. After a

positive match, it will be possible to indicate the reliability

status of the tested DNS servers.

C. Requirements for the developed method

An unauthorized change of even one record in the DNS

server records database creates a threat to users which are

communicating  with  the  node  whose  entry  was  modified.

Such conclusion can be derived on the basis of the analysis

of the impact of attacks described, among others in [9].

It  is  required  that  the  method  will  be  able  to  detect  a

specified  number  of  compromised  DNS  servers  in  the

network  environment  (defined  as t ).  The  mechanism  of

action consists in mutual testing of DNS servers by sending

the  response  to  the  DNS query.  The  number  of  required

comparisons depends  on  the number  of  unfit  nodes  to  be

detected.  The collected responses will be evaluated, which

will  allow  to  determine  which  of  them  are  invalid  and

indirectly  to  make  it  possible  to  indicate  the  unfit  DNS

servers.

The article focuses on the prevention and protection of the

user against the considered type of attacks. The results of the

comparisons that are sent to the client computer will allow

him to use only those DNS servers that have been identified

as fit. It is assumed that the developed method will be able to

detect DNS servers successfully exploited by DNS Injection.

The  diagnostic  software  that  would  use  the  developed

method would extend the DNS server architecture. Working

in the background, it would regularly examine the suitability

of DNS servers while informing the DNS client about the

results  of  the  tests.  The  preliminary  scheme of  the  DNS

server diagnostics software is shown in Fig. 3. It is assumed

that the software will carry out two main tasks:

4The notions: the global syndrome, pattern syndrome and the pattern of

syndromes are well defined in [4].

• sending  DNS  queries  for  indicated  domain  and

receiving replies,

• group  replies  and  base  on  them  conclude  the

reliability of DNS servers participating in the test.

The initial class scheme of the DNS server after adding

the diagnostic module is shown in Fig. 4.

D. Description of the developed method

The proposal  of  protecting the Internet  user,  developed

within  this  article,  is  supposed  to  fulfill  the  requirements

mentioned in sections  B. and  C.. In addition, the following

assumptions must be met.

1. The comparative test consists of three DNS servers:

one being a comparator  (denoted as  K (ψ ) ),  the

other being a comparative pair (denoted as P (ψ ) ).

2. Comparing the response pairs from the DNS servers

to the DNS query sent by the comparator  will be

understood as a test.

The logical structure of the network of tested nodes can be

described  by  connected  common  graph G=(E ,U ) .  The

developed method of protecting the Internet user is based on

the  t-diagnosable  (by  comparison  set Ψ '⊆Ψ (G) )

comparative  graph Ĝ (G ,Ψ ' ) which  fulfills  the  necessary

and sufficient conditions for the MM method (dependences

(2)-(5) presented  in  section  A.).  These  dependencies

guarantee  a  suitable  comparative graph  as  a  diagnostic

structure. Except for the number of nodes participating in the

comparison  and  the  appropriate  number  of  comparisons

completed (which is forced by the Property 1 described in

section  A.),  mentioned  comparisons  must  involve  the

appropriate  nodes  to  determine  the  fitness  of  the  DNS

servers  (which  is  forced  by  the  Property  2  described  in

section A.).

From the Definition 1 of the t-diagnosable MM structure it

follows that if each of the nodes has t comparative tests with

different nodes and is judged by different comparators, then

Fig 3. Architecture diagram of the DNS servers diagnostics software

Fig 4. Initial Class scheme of the DNS servers diagnostics software
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such  structure  is  t-diagnosable.  Thus,  it  is  possible  to

propose  a  comparative graph  for  the  graphical  structure

shown in Fig. 1, represented by the graph Ĝ (G ,Ψ ' ) shown

in Fig. 5.

The node in the graph Ĝ (G ,Ψ ' ) corresponds to the DNS

server. From the set of comparative tests Ψ ' the individual

comparative tests ψ i (i∈{1,2 , ... ,∣Ψ '∣}) are designated. The

algorithm  for  diagnosing  network  of  DNS  servers

(implemented  by  each  server)  is  shown  below  in  the

pseudocode5.
for each ψ i∈Ψ '  do

if server = K (ψ i)

do {
Send to P(ψ i):DNS query for host "xyz";
Collect responses from P(ψ i);
d (ψ i) :=Result of comparison responses from P (ψ i) ;

TMP_Global_Syndrome[ψ i] := d (ψ i);
Send TMP_Global_Syndrome to all DNS 

servers in diagnostic structure;

else Send to K (ψ i) : Response to DNS query for
host "xyz" from K (ψ i) ;
end

Collect TMP_Global_Syndrome from all servers;

Build Global_Syndrome;

Decode  Global_Syndrome and identify which server

is unfit;

Send List_of_unfit_servers to client;

The  DNS  server  which  is  the  comparator  in  the i test

(denoted by K (ψ i) ) sends to the nodes of the comparative

pair  (denoted  by P (ψ i) )  the  DNS  query  for  the  domain

name for  example:  wat.edu.pl.  Servers  of  the  comparison

pair answers with the IP address which they have stored in

their records databases.  Next the comparator  compares the

responses according to the dependence (1) and the result of

the comparative test (denoted by d (ψ i) ) is passed to each

DNS server. All comparative tests form diagnostic structure

are performed as described. Then, on the basis of the results

of the tests, identification of unfit nodes takes place acording

to  identification  method described  in  section  B..  The  end

user is informed which DNS servers were indicated as unfit -

a so-called black list of DNS servers is created which are not

used for  resolving domain names. As a result, the user only

uses the servers that are diagnosed as fit it means that those

which can be trusted.

IV. SUMMARY

This article proposes a method of protecting the Internet

user from the effects of DNS Injection attacks. The proposed

5The example value  xyz shown in pseudocode could be any hostname,

for example: wat.edu.pl.

method uses the comparative tests - MM model. Based on

the  diagnostic  structure  described  by  comparative  graph,

comparative tests are carried out involving three nodes (DNS

servers).  One  is  a  comparator  and  the  other  two  are

comparative  pair.  The results  of  the comparative tests  are

complemented by DNS servers and unfit nodes are indicated

based on the mentioned results. The user is given a list (in

for example DNS  TXT record)  of unfit (untrusted)  servers

that he or she should not use to resolve domain names. The

developed  solution  can  be  customized  for  use  in  a  DNS

client  environment  who  itself  (as  a  reliable  core)  will

compare  the  results  from the  DNS servers  and  determine

which nodes are unfit.

A number of  laboratory experiments were performed in

order to confirm the effectiveness of the developed method.

In  a  prepared  computer  network  with  suitable  number  of

DNS servers correctness of the method was verified. Servers

were  "attacked"  in  random  order,  resulting  the  invalid

responses to the DNS queries.  Then, in such prepared lab

environment,  diagnostic  software  implementing  proposed

method was executed. The obtained results were comparable

with the actual state of the laboratory network, which allows

me  to  conclude  about  the  practical  application  of  the

developed method. The obtained results provide the basis for

developing a more accurate test environment and conducting

a  series  of  experiments  for  example  including  checking

whether the network topology affects the diagnostic results.
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฀ 
Abstract—This paper aims to provide an image on the 

usability of low power, short distance standard 
communications technologies for specific applications, like 
messaging, in cooperative collision avoidance or emergency 
vehicles guidance. Specific measurements regarding 
communications interferences and density have been 
performed in representative road junctions in Bucharest and 
the results were used to determine modalities for employing 
this type of communications for such applications. 

I. INTRODUCTION 
IRELESS communications are the backbone of many 
applications in transports, ensuring proper data 
transfer between different equipment related to 

traffic management, travel information etc. Moreover, these 
days critical applications like collision warning systems and 
route guidance for emergency vehicles use wireless 
communications to send valuable information onboard 
selected vehicles. Most part of wireless communications that 
are being used are those for short & medium distance, 
Bluetooth (BT) and Wi-Fi appearing to be the most 
commonly used. The main issue is they share same 
frequency bands, which makes the communications interfere 
with each other. In the literature, many studies regarding this 
aspect can be found (like [1], [2], [3]), revealing 
interferences that occur in different scenarios. However, in 
proper conditions, Bluetooth and Wi-Fi are the cheapest 
solution for communication and, hence, the first choice. 

One convenient feature is the capability of Bluetooth and 
Wi-Fi devices to send general data, regardless of their 
connection to an access point (AP) or another device. This 
data may be used to determine the density of 
communications in a specific area or on a specific route, and 
the radio frequency signal power. This information may be 
then used to determine the feasibility of a communication 
technique in specific points or areas in the city or outside of 
it. 
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To search for solutions to a common use of BT and Wi-Fi 

without critical interferences, a series of measurements have 
been made in different sites and junctions in Bucharest city, 
scanning for Wi-Fi communications. The goal was to 
determine the possibility of implementing another wireless 
communication technology that would not be affected by 
these interferences. 

II. WIRELESS COMMUNICATIONS BASICS 
BT and Wi-Fi devices use the same frequencies to 

communicate. Such links between the transmitter and the 
receiver of a specific technology might, therefore, be 
perturbed by another transmission from the other 
technology. Moreover, the time to transfer a specific length 
message may, in this case, increase significantly. This is of 
crucial importance especially for critical messaging in 
vehicular communication, if a communication point is 
located on a vehicle traveling with speed s, and the other 
communication point is either fixed or mobile, then the time 
the two devices may be in range for communicating is 
limited. Beside the classic Wi-Fi access points, or 
communicating devices, there is a set of other 
electromagnetic devices that may cause interference: 
microwave ovens, cables associated with satellite receivers, 
power lines, cordless telephones etc. From the 2.4 GHz and 
5 GHz bands, the most crowded with communicating 
devices is the 2.4 GHz band. In [4], Baccour et al. notes that, 
from another point of view, interferences might be classified 
as internal (generated by communicating nodes belonging to 
the same appliance) or external (generated by sources from 
exterior). The authors wrote that “The primary outcome of 
interference is an increase in the packet loss rate, and it is in 
turn often followed by an increase in the network traffic due 
to retransmissions, as well as by a decrease in the 
performance and efficiency of the overall network”.  

In a context of a low power communicating nodes, 
external interference may be caused by devices operating in 
the same frequency range (from other technology), but 
employing higher transmission powers and thus creating 
interferences.  

W
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The IEEE 802.15.1 (BT) standard specifies 79 channels, 
spaced 1MHz, in the range 2402–2480 MHz, with center 
frequency Fc = 2402 + k, with 0 ≤ k ≤ 78. Bluetooth uses 
the Frequency Hopping Spread Spectrum (FHSS) 
technology to combat interference and fading: it hops 1600 
times per second, and therefore it remains at most 625 µs in 
the same channel. Given that only 79 channels are available, 
on average, one channel is used approximately 20 times 
each second: this makes interference generated by Bluetooth 
devices uniformly distributed across the whole 2.4 GHz 
band.  

The Wi-Fi standard uses 2 bands divided into channels: 
the 2.4 GHz band (2400–2483.5 MHz), for example, is 
divided into up to 14 2.2 Crowded Spectrum 27 channels, 2 
each of which having a bandwidth of 22 MHz. The standard 
evolved significantly in the last decade (the first version was 
released in 1997), with data rates increasing from the 
original 2 Mbit/s to the 11 Mbit/s of 802.11b (1999), 54 
Mbit/s of 802.11 g (2003), up to the 150 Mbit/s of 802.11n 
(2009); and it is still undergoing changes, with the new 
high-throughput 802.11ac protocol currently under 
development. Several works in the literature investigate the 
impact of IEEE 802.11 communications on the reliability of 
IEEE 802.15.4 transmissions, and show that wireless sensor 
networks suffer from high packet loss rates in the presence 
of Wi-Fi interference. 

In [5], Marina Petrova et al. performed a set of 
measurements to examine the interference of IEEE 
802.11g/n on IEEE 802.15.4 devices. The authors concluded 
that in an environment with a middle or high IEEE 802.11n 
traffic load it is very difficult to guarantee the quality of the 
nearby operating IEEE 802.15.4 based communicating 
nodes. Also, even outside of the operating channel the IEEE 
802.11n power is high enough to seriously interfere the 
IEEE 802.15.4 channels. Some authors also propose 
techniques to tolerate external interferences [6]. In [4] a 
taxonomy for external interference mitigation techniques is 
described (Fig. 1). 

 

Fig.  1. A taxonomy proposed from literature study for external 
interference mitigation techniques (source: [4]) 

 

Shuaib et al. in [7] show that is necessary to distinguish 
between uplink and downlink when interference occurs. 
There are two kinds of devices for IEEE 802.11: access 
points and terminals. The packets transmission from 
terminal to access point is defined as “uplink”, while the 
reverse is denoted “downlink”. This idea might be useful in 
traffic information, with systems employing anonymous 
detection of vehicles, where only "listening" to traffic 
between passing BT and/or Wi-Fi nodes (vehicles equipped 
with such technologies) is used to collect information 
regarding traffic, speed, heading etc. Of course, special 
filtering and statistics is to be used for obtaining final 
information regarding traffic. However, in some situations 
there is no need for very accurate information regarding 
traffic flow or density (such examples may include: 
environmental protection techniques of traffic regulation, 
global information for traffic participants etc.). 

Interference may also lead to unpredictable medium 
access contention times and high latencies, which are also 
important issues for vehicular communication of critical 
messages, where guaranteeing high packet delivery rates and 
limited delay bounds is necessary, and where unreliable 
connections cannot be tolerated. One reason for this is that 
vehicles and roadside communicating nodes are not in range 
for too long. Therefore, the applications in this case should 
take care of interferences, QoS, and allocate critical 
messages on less disturbed channels or communication 
media. 

In [8], Hauer, J.H. et al. present the spectrum usage of the 
above two standards, showing that despite interference 
mitigation mechanisms like DSSS (Direct Sequence Spread-
Spectrum) and “listen-before send” incorporated in both 
standards, it is well established that their mutual interference 
can result in notable deterioration of packet delivery 
performance. 

The authors also noticed that in the urban environments 
transmission failures sometimes span over multiple 
consecutive 802.15.4 channels, are often correlated in time 
and substantial losses are typically accompanied by an 
increase in the noise floor. This suggests that external 
interference, in particular where there is the omnipresent 
WLAN and channels are overlapping (Fig. 2), can be a 
major cause for substantial packet loss in IEEE 802.15.4 
vehicular area networks. 

 

Fig.  2. IEEE 802.15.4 and 802.11 frequencies in the 2.4 GHz ISM 
band (source: [8]) 
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From the above-mentioned tests, it may be concluded that 
Wi-Fi communications (which may be found in almost 
every point of an urban road network) produce noise with a 
negative influence on other wireless communications that 
might be implemented in the area with the purpose of 
supporting Intelligent Transport Systems. Therefore, it 
seems that a major step in introducing a new communication 
system (regardless of the solution), is to scan the 
environment for other communications that are already in 
place and are being impossible to control (e.g. Wi-Fi access 
points from companies located near the road junctions or 
bus stops). Such tests may offer an image of the RF 
environment and provide a proper support for the analysis 
that will the conclude the best new communication 
technology that may be used for future applications. 

III. WI-FI COVERAGE – FIELD MEASUREMENTS 
To have some knowledge about the Wi-Fi spectrum 

coverage that may be found in different junctions in dense 
urban area, a series of tests have been performed in several 
junctions in Bucharest city (the largest city in Romania). 
Highly congested junctions have been chosen near blocks of 
flats, or company buildings and communications density in 
these areas has been analysed. As Wi-Fi can send 
anonymous data that can be identified, Wi-Fi Analyzer 
application for mobile phones have been chosen, capable of 
detecting and providing information on Wi-Fi devices in the 
area. Both frequency bands (2.4 GHz and 5 GHz) have been 
scanned. However, the data obtained for the 5 GHz 
frequency band is for the moment considered irrelevant, as 
few communications of this type were detected. The 
information was obtained as graphs and lists, as presented in 
Fig. 3 and Fig. 4. 

 

 

Fig.  3. Example of Wi-Fi data obtained for 2.4 GHz and 5GHz frequency 
bands 

 

Fig.  4. Example of Wi-Fi data obtained as a detailed list 

In the following, the data obtained in three road junctions, 
in four time intervals will be presented. It is considered 
relevant to take into account the total number of devices for 
each Wi-Fi channel, differentiated where possible in 20 
MHz and 40 MHz wide channels, along with the density of 
Wi-Fi communications on each channel. Afterwards, the 
maximum signal power for each channel will be presented, 
as an average for the whole period when measurements took 
place. The lowest power of -100 was considered for the 
channels with no communication detected. For convenience, 
road junctions were named J1 – J4. 

In Fig. 5 it is noted that the general theory that Wi-Fi 
channels 1, 6, and 11 are the most used ones [6], [9] is 
confirmed in real life measurements - this is because they 
are non-overlapping. 

 

 

Fig.  5. Average number of devices for each Wi-Fi channel 
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Fig.  6. Average maximum power for each Wi-Fi channel 

Fig. 6 presents a comparison for average maximum signal 
power detected for each channel in each road junction. 

Maximum signal power for each junction is provided for 
each Wi-Fi channel, and the average for all 4 data sets is 
calculated and represented. 

IV. CONCLUSION 
From the tests performed it can be concluded that indeed, 

Wi-Fi channels 1, 6, and 11 are the most used. This fact has 
influence mainly on Bluetooth communications, that use 
three advertising channels overlapping Wi-Fi channels 1 and 
6. Therefore, the implementation of new communications in 
the proximity of road areas must also consider the existing 
technologies, besides the application goal, in order to be 
able to provide a reliable data transfer. Dynamic channel 
allocation is recommendable for critical applications that do 
not accept message delaying. Therefore, the involved 
communication equipment and related protocol should be 
able to "listen" to all channels before deciding which is best 
suitable for a specific threshold accepted for the quality of 
service (message delaying and packet loss). Another 
solution for specific vehicular applications might be the 
installation of a roadside unit able to perform these 
operations (in a RF noisy environment), with the ability to 
collect information regarding the most crowded frequencies, 
then to compose a broadcast message recommending the 
best channels to communicating devices. 

In the next period, field measurements will be performed 
to determine the density of Wi-Fi and BT communications 
over a determined sector of road (the average number of 
communicating nodes over a determined distance). Also, 
another goal is to determine the number of fixed 
communicating nodes over mobile ones’ ratio. This 
information might be useful in conceiving new 
communication protocols, aware of the RF environment and 
more protective regarding message delaying in critical 
vehicular applications.  

Also, it is in the authors' intention to perform Bluetooth 
and ZigBee data transfer tests in previously tested road 
junctions, to evaluate and quantify also the influence of Wi-
Fi over other wireless data transfer technologies.  
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฀ 
Abstract—The paper presents results of ZigBee 

communication tests performed in a specifically set 
electromagnetic environment, with the purpose to determine 
the applicability of ZigBee technology in non-critical messaging 
for vehicular communications. Known for its low energy 
consumption, the ZigBee technology might be used in 
background messaging for cooperative driving, with the 
purpose to reduce the overload on the main channels used for 
emergency message warning, or other critical applications. In 
the paper are presented the test bed, results and solutions for 
new approaches with usability to vehicular communications. 

I. INTRODUCTION 
ATELY, the recent development of vehicular 
communications towards information exchange 

between moving vehicles and road infrastructure lead to a 
significant increase of interferences, especially in the 2.4 
GHz band, where channels are shared with numerous access 
points and other devices outside road traffic domain. Except 
DSRC (Dedicated Short-Range Communications), which 
employs other frequencies, in several applications, such as 
traffic sensor wireless networks, vehicle 
counting/identification and vehicular communications, the 
use of Wi-Fi or ZigBee technologies has triggered a lot of 
solutions, partly tested, partly still under development. 
Therefore, the coexistence of many 2.4 GHz devices 
operating in close vicinity has become very challenging and 
numerous studies have been carried on in this direction. 

The layers MAC (media access control) and PHY 
(physical) late specifications for low-rate wireless personal 
area networks (PAN), IEEE 802.15.4 using 2.4 GHz for the 
ISM (Industrial, Scientific and Medical) band has been 
developing in a high rhythm in the recent years. The ZigBee 
communications technology, based on IEEE 802.15.4, has 
also been deeply investigated. There can be seen an 
increasing demand of communications on short distance. 
Related to that two important industrial wireless network 
standards based on IEEE 802.15.4, Wireless HART, and 
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ISA100 have been approved. These wireless networks use 
the same 2.4 GHz ISM band; moreover, as a license-free 
radio band, 2.4 GHz ISM has also been widely employed by 
many non-IEEE 802.15.4 wireless networks, so coexistence 
among them must be also considered when developing new 
applications that share the same frequencies. The following 
section briefly presents the most recent advances in this 
area, based on a literature study. 

II. ZIGBEE – WI-FI COEXISTENCE – LITERATURE SURVEY 
When several devices try to communicate in the same 

bandwidth, in different or overlapping channels, there are 
some important questions that a researcher should ask: 

- which parameter is more adequate for investigating the 
electromagnetic compatibility? 

- is the interference phenomenon experienced with the 
same intensity for both communicating devices? 

- is the sense of communication (uplink / downlink) 
affected similarly in case of a disturbance? 

- in which way position of devices, direct line of sight, 
reflections and refractions, antennas’ position etc. do affect 
the coverage and quality of communication? 

- is it possible to create adequate models applicable in 
case of studying communication quality for two or more 
devices? 

The worst case is when communication is severely 
affected by interference and there is a lot of message packets 
loss, message delaying, and bandwidth consumption. As 
showed by the authors in [1], packet error rate is more than 
90% when severe interference occurs. An answer to the last 
question put above is partly given by the authors of [2], who 
present the effect of different orientations of IEEE 802.11n 
transmission on IEEE 802.15.4 devices. 

Regarding the elements that should be studied in a 
complete interference test, the authors of [3] gave a 
comprehensive solution for the input parameter, the output 
parameter and for the behavior sets. 

As also observed by the authors of [4], the bandwidth of 
the IEEE 802.11b is 22 MHz, eleven times larger than the 
one of IEEE 802.15.4, which is 2 MHz. When Wi-Fi and 
ZigBee transmission coexist, usually every collision 
between a Wi-Fi packet and a ZigBee packet results in the 
ZigBee packet being lost. 

L
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Beneficiating of a bandwidth of only 2 MHz, ZigBee 
CCA captures the full power of other ZigBee transmissions 
in the same channel, but only 2/22th – (or -10.4 dB) – of the 
Wi-Fi transmitted power, resulting in a 9.6 dB higher 
sensitivity to Wi-Fi than to ZigBee. 

Most of scientific papers' authors conclude after different 
experiments that ZigBee is oversensitive to Wi-Fi, while 
Wi-Fi is insensitive to ZigBee beyond a Heterogeneous 
Exclusive Clear Channel Assessment (CCA) Range, which 
is calculated by Zhen et al. in [5] to be 25 m with the free 
space path loss. 

Tytgat et al. in [6] demonstrate that the deployment of a 
CACCA1 protocol achieves substantial reduction of the 
ZigBee incurred packet loss, without needing any additional 
information exchange (and the incurred overhead), nor 
having a severe impact on the energy consumption. CACCA 
concept enables Wi-Fi to detect ZigBee presence and to 
reduce channel interference in different implementations.  

The ZigBee technology is mainly used for low data-rate 
applications such as home automation, or smart-grid 
metering and demand response. The ZigBee Alliance 
defines an interference mitigation technique, named 
Frequency Agility mechanism [7], that can be divided into 
three phases: interference detection, channel evaluation and 
interference mitigation [8]. 

The authors conclude that the ZigBee Frequency Agility 
interference detection threshold is a crucial parameter that 
needs to be carefully set. In most cases, ZigBee Frequency 
Agility mechanism successfully switches the ZigBee 
network to a channel with the lowest interference level, but 
it can only successfully mitigate the interference that 
occupies a fraction of the ISM 2.4-GHz band and may be 
inadequate for the interference that emits signals throughout 
the entire band. 

III. ZIGBEE MESSAGE TRANSFER TESTS - PROCEDURE 
OVERVIEW 

To determine the usability of low-energy ZigBee 
technology for vehicular communications (e.g., cooperative 
driving), a test setup has been deployed. The purpose of the 
tests is to assess the capabilities of the ZigBee link to 
maintain and transfer enough bandwidth to allow for a 
normal (non-emergency) messaging between moving 
vehicles and road infrastructure, in a typical Wi-Fi urban 
environment. The reason to employ such a setup is that on 
an external motorway - outside urban areas - the probability 
to encounter interfering Wi-Fi APs is much lower than in 
the cities. 

Message transfer time measurements were initially 
performed inside the University building, in open space, 
with clear line of sight between the communicating modules. 
Interferences were created using a Wi-Fi router and a 
computer connected to it, both in the proximity of the 

                                                           
1 CACCA - Coexistence Aware Clear Channel Assessment 

ZigBee modules, by transferring large files with speeds 
between 40Mbps and 70Mbps. A common environment with 
unknown interferences was chosen instead of an interference 
free one, to resemble with similar situations in a real urban 
vehicular environment.  

If we consider the channel distribution, ZigBee channel 
26 is furthest from any Wi-Fi channel overlapping, and less 
likely to be influenced by any Wi-Fi traffic, so it was used 
for message transfer time measurement. 

The following scenarios were taken into consideration: 
 The presence of a typical background environmental 

noise, produced by Wi-Fi APs with connected 
devices in a University; 

 Heavy traffic on Wi-Fi channel 1; 
 Heavy traffic on Wi-Fi channel 6; 
 Heavy traffic on Wi-Fi channel 11; 
 Heavy traffic on Wi-Fi channel 13; 
 Heavy traffic on ZigBee channel 26. 

The reason the authors decided to set up the router to use 
channels 1, 6 and 11 is that they are the only non-
overlapping channels, and many Wi-Fi networks are using 
them by choice as mentioned in [9]. 

Wi-Fi channel 13 was chosen because is the closest one to 
ZigBee channel 26, and interferences because of it are most 
likely to appear. 

For the last scenario considered, another pair of ZigBee 
modules was employed, set on the same communication 
channel as the ones used for measurements, and transmitting 
data with a high rate, similarly to the case where other 
vehicles might use the same channel. 

Four XBee S2 modules were used. The criteria for 
selecting these modules were their affordable price and the 
high availability. Each module was connected to an Arduino 
Uno board with an XBee Shield. 

Each of the two XBee pairs had one module set as a 
Coordinator and the other as an End-Device. One pair was 
employed for message transfer time measurements and the 
other one to generate interferences on channels 26. 

The router and a computer, as well as the second pair of 
XBee modules were positioned in the middle, between main 
XBee modules, to be able to maintain constant speed when 
creating interference. The RF environment was considered 
to be similar to an average urban location, with      Wi-Fi 
Access Points from different locations like offices, 
residential buildings, road infrastructure equipment or 
mobile devices. The distance between main XBee modules 
was modified between 0 and 50 meters, with a 5-meter step. 
A longer distance of 55 meters was also tested, but there was 
little to no connection between modules, even in presence of 
typical background environmental noise.  

Results of the performed tests are presented in the 
following section. 
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IV. ZIGBEE MESSAGES TRANSFER TIME MEASUREMENTS 
After connecting, the Coordinator started to transmit data 

to the End-Device, which in return responded with the same 
amount of data. 

The message transfer time was then measured between a 
clear send and a correct received response, for 100 
consecutive tests. Three different cases have been 
approached, using messages with 256, 512 and 1024 bits per 
segment. 

As it can be seen from Fig. 1, Fig. 2 and Fig. 3 traffic on 
channels 1,  6 and 11 had no influence over the message 
transfer time, compared with the values measured in 
presence of typical background environmental noise, for 
each of the three considered cases. This corresponds to the 
expectations because Wi-Fi channels 1, 6 and 11 do not 
overlap with ZigBee channel 26. Also, because bigger 
messages will require more time for them to be sent, no 
matter if there are interferences or not, the message transfer 
time increased as the size of the message increased, with 
average values being around 59, 149 and 188 milliseconds 
corresponding to a message length of 256, 512 and 1024 
bits. Due to lack of interferences between these channels, 
the authors stopped testing these scenarios for distances 
greater than 25 meters, considering that values obtained in 
the presence of typical background environmental noise 
would be sufficient to describe them all. 

 

Fig. 1. Average message transfer time (ms) for 256 bit message with traffic 
on specified Wi-Fi channels 

 

Fig. 2. Average message transfer time (ms) for 512 bit message with traffic 
on specified Wi-Fi channels 

 

Fig. 3. Average message transfer time (ms) for 1024 bit message with 
traffic on specified Wi-Fi channels 

In Fig. 4, Fig. 5 and Fig. 6 it can be seen that traffic on 
channel 13 had the highest influence over the message 
transfer time for each of the three cases with an average 
raise of about 610, 370, and respectively 154 percent 
(compared with the value measured in presence of typical 
background environmental noise). Under the same 
conditions, traffic created by another ZigBee pair of devices 
on the same channel 26 had less influence, message transfer 
times having average raises of about 60, 12 and respectively 
11 percent. 

 

Fig. 4. Average message transfer time (ms) for 256 bit message with traffic 
on specified channels 

 

Fig. 5. Average message transfer time (ms) for 512 bit message with traffic 
on specified channels 
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Fig. 6. Average message transfer time (ms) for 1024 bit message with 
traffic on specified channels 

Increasing distance between devices will lead, obviously, 
to the situation in which communication would be 
impossible. As expected, it will happen first for greater 
message lengths.  

For 1024 bit messages under typical noise conditions or 
with another ZigBee on channel 26 the maximum distance is 
45 meters, and drops considerably to 20 meters if traffic on 
Wi-Fi channel 13 is present. 

When using messages with 512 bits of data, maximum 
communication distance does not improve significantly: 50 
meters with environmental noise, 45 meters with another 
ZigBee on channel 26, and 30 meters with traffic on Wi-Fi 
channel 13. 

Smaller messages are transferred with more success in a 
perturbated environment, as for 256 bit messages the 
maximum distance is increased to 45 meters with traffic on 
Wi-Fi channel 13, and to 50 meters in the other two cases. 

Regarding maximum values, for a data transfer affected 
by a typical environmental noise or traffic on Wi-Fi 
channels 1, 6 or 11, it resulted that they have reasonable 
values: around 65 milliseconds for 256 bit messages, 153 
milliseconds for 512 bit messages and 196 milliseconds for 
1024 bit messages. 

For a data transfer affected by traffic on Wi-Fi channel 
13, no matter the distance or length of message, maximum 
values for the transfer time proved to be too high to be 
suitable for critical applications in a vehicular environment 
(values between 1 and 7 seconds, mostly around 3 or 4 
seconds). 

In the last case, a data transfer affected by traffic on the 
same ZigBee channel, maximum values were lower than in 
the previous case, around 250 milliseconds for 256 bit 
messages, 320 milliseconds for 512 bit messages and 570 
milliseconds for 1024 bit messages, but they may also be 
considered too high for some applications or vehicle speeds. 

V. CONCLUSION 
ZigBee communication is heavily influenced by Wi-Fi in 

the proximity. As the test program measured the transfer 
time for a two-way non-erroneous communication, the XBee 
modules were unable to obtain any result as the distance 

between them increased, when using data transfer on Wi-Fi 
channel 13, which use the closest frequency band to ZigBee 
channel 26. 

To conclude, for distances up to 50 meters, exchange of 
messages between vehicle and infrastructure will be 
achieved in a fairly good amount of time, at reasonable 
travel speeds or for short time stationary vehicle, if we 
consider a low handshake time between ZigBee modules 
(which is typical for this technology) and low interferences 
from Wi-Fi traffic on channel 13 (situation that has a low 
probability of occurrence because channels 1, 6 or 11 are 
usually preferred) and ZigBee traffic on channel 26 (that can 
be avoided in non-crowded areas). As a result, 
implementation of ZigBee communications in a vehicular 
environment would be possible if one previously determines 
the criticalness of the desired applications and considers 
measuring and determination of the level of interference 
present in the areas where applications are to be 
implemented. 

REFERENCES 
[1] A.Sikora, V. F. Groza. Coexistence of IEEE802.15.4 with other 

systems in the 2.4 GHz-ISM-band. Proceedings of the IEEE 
Instrumentation and Measurement Technology Conference (IMTC 
'05) May 2005, DOI: 10.1109/IMTC.2005.1604479; 

[2] S. Y. Shin, S. Choi, H. S. Park, W. H. Kwon. Lecture notes in 
computer science: packet error rate analysis of IEEE 802.15.4 under 
IEEE 802.11b interference. Proceedings of the 3rd International 
Conference on Wired/Wireless Internet Communications (WWIC '05) 
May 2005, DOI: 10.1007/11424505_27; 

[3] D. Yang, Y. Xu, M. Gidlund. Wireless Coexistence between IEEE 
802.11- and IEEE 802.15.4-Based Networks: A Survey. International 
Journal of Distributed Sensor Networks. July 2011, 
DOI:10.1155/2011/912152; 

[4] R. E. Ziemer, R. L. Peterson, D. E. Borth. Introduction to Spread 
Spectrum Communications. 1995 New York, NY, USA Prentice Hall 
Google Scholar; 

[5] B. Zhen, H-B. Li, S. Hara, R. Kohno. Clear channel assessment in 
integrated medical environments. EURASIP J. Wirel. Commun. Netw. 
vol. 2008. (2008), DOI:10.1155/2008/821756 

[6] L. Tytgat, O. Yaron, S. Pollin, I. Moermann, P. Demeester. Avoiding 
collisions between IEEE 802.11 and IEEE 802.15.4 through 
coexistence aware clear channel assessment. Journal on Wireless 
Communications and Networking, December 2012, DOI: 
10.1186/1687-1499-2012-137; 

[7] ZigBee Alliance, ZigBee Specification Document 053474r17, 2008; 
[8] Adib Sarijari Mohd, Sharil Abdullah Mohd, Anthony Lo, Rozeha A. 

Rashid. Experimental Studies of the ZigBee Frequency Agility 
Mechanism in Home Area Networks. IEEE 39th Conference on Local 
Computer Networks Workshops (LCN Workshops), 8-11 Sept. 2014, 
Edmonton, AB, Canada, DOI: 10.1109/LCNW.2014.6927725. 

[9] R.A. Gheorghiu, V. Iordache, Analysis of vehicle to infrastructure 
(V2I) communication efficiency using the ZigBee protocol. 
Proceedings of the third International Conference on Traffic and 
Transport Engineering, November 24-25, Belgrade, Croatia, 2016 

856 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Impact of External Phenomena In Compressed
Sensing Methods For Wireless Sensor Networks

Michal Kochláň
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Abstract—Compressed sensing represents an interesting ap-
proach in signal processing and reconstruction. The theory
involves a surprising number of branches of mathematics: linear
algebra, functional analysis, convex and non-convex optimization,
nonlinear approximation theory and probability. In general, the
applications of compressed sensing can be found (or searched)
wherever it is possible to express the signal in sparse represen-
tation in a “standard” base or in a base that was adjusted for
particular signal. Core applications of compressed sensing today
include image processing, signal denoising, image deblurring and
inpainting. This paper addresses analysis the influence of exter-
nal phenomena on the signal reconstruction using compressed
sensing in wireless sensor networks. Such external phenomena
include, for instance, additive white Gaussian noise (AWGN),
attenuation or time shift. Three acoustic input signals sparse
in frequency domain are used in experiments. The first one
with significant frequency band from 500Hz up to 700Hz.
The second signal with one significant frequency band from
2400Hz up to 3100Hz with considerable frequency bands between
0Hz to 1000Hz and 5000Hz to 6000Hz. The third signal used
is a synthesized artificial sound invented for the experiment
purposes only. It is strictly sparse in the frequency domain and
has exactly three frequency bands between 400Hz and 500Hz,
2000Hz and 2100Hz, 9000Hz and 9100Hz. The results show that
additive noise as well as attenuation have significant effect on the
reconstruction accuracy using the selected distribution scenario
and reconstruction method. On the other side, the time shift has
no significant effect on the reconstruction.

I. INTRODUCTION

AWSN is a distributed system. Having this in mind, WSNs
can be used for distributing of compressed sensing task

[1]. This can be achieved such that the sensor nodes perform
the sampling part of the compressed sensing. The sinking
node(s) perform(s) the reconstruction part (see Fig. 1).

According to the basic definition of compressed sensing,
it is a modern method for signal representation and data
compression. It is based on the assumption that some (sparse)
signals can be reconstructed from such series of samples that
are considered to be incomplete [2], i.e. have insufficient
information value for proper signal reconstruction through
the sampling theorem. Such reconstruction is made of small
amount of samples - less than the sampling theorem deter-
mines.

The cornerstone of signal reconstruction using compressed
sensing - the ℓ1-minimization [2], which looks for the optimal
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Fig. 1. Distributing compressed sensing task over the wireless sensor nodes
(Compressed Sensing Method With Periodic Sampling Utilization)

representation of the signal in such base, where the signal
is sparse. In compressed sensing, the measurement matrix
A replaces the sampling process. This matrix determines the
weight of each sample that enters the reconstruction process
using ℓ1-minimization [3]. Sparse vector x represents samples
of the sensed signal. The reduced vector b is a condensed
version of x. The vector b is a product of multiplication of
the measurement matrix A and the vector of samples - x [3].

The wireless sensor networks are deployed in the real
environment. In this environment, a sensed signal is being
constantly influenced by different effects. In other words, the
success of the signal reconstruction depends on the influence
of external factors as well [4]. In case of WSNs, these fac-
tors include mainly noise, signal attenuation, wireless nodes’
asynchronous operation as well as signal time-shift due to the
spacial distribution of sensor nodes. Therefore, it is important
to reveal the impact of these phenomena on the measure
of accuracy of the original signal reconstruction. The term
measure of accuracy of the original signal reconstruction is in
this paper understood as a sum of squares from the difference
of the original signal x(i) and the reconstructed signal x̂(i). It
is knows as mean squared error, and in this paper it is marked
as µ:
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1

N
·

N∑

i=1

(
x(i)− x̂(i)

)2
= µ. (1)

The the method for WSNs (described in the further text) is
based on the fundamental concept of compressed sensing. This
includes measurement matrix A, vector of measured samples
x and a reduced vector of samples b. The actual reconstruc-
tion of the original signal is based on ℓ1-minimization. This
minimization is being performed on the sink node(s).

II. COMPRESSED SENSING METHOD (WITH PERIODIC
SAMPLING)

General idea of the compressed sensing is illustrated on the
figure 2. Let’s assume that the signal is sampled at equidistant
time instants, i.e. periodically. The result of sampling of the
input signal x(t) is a sequence of samples {x(q)} with length
Q. This sequence of samples is multiplied by the measurement
matrix A which has the size P ×Q where P ≪ Q.

The product of this multiplication is a reduced vector of the
samples b with length P . Such vector enters the reconstruction
process using ℓ1-minimization. The resulting sequence {x̂(q)}
represents the reconstructed signal.

The elements of the measurement matrix aij can be ran-
domly generated [5] as:

• Elements with Gauss coefficients (independently gener-
ated from a normal distribution with zero mean and
variance σν , i.e. N (0, σν));

• Bernoulli coefficients (elements that have values ± 1√
σν

);
• Binary values {0, 1} with matrix sparsity1 S .
It should be noted that the choice of the measurement matrix

A is itself a very difficult problem. Literature suggests that the
deterministic measurement matrix for specific applications is
almost impossible to construct, therefore randomly generated
matrices are used in practical scenarios [5], [6], [7]. The

1Matrix sparsity indicates the ratio of non-zero matrix elements over the
zero ones.

optimal choice of the statistical properties of the measurement
matrices is investigated by many researches with multiple
approaches [6], [7], [8], [9], [10]. In case of the Gaussian
matrix, the literature states that for matrix with dimensions
P × Q, the elements should be generated from a normal
(Gaussian) distribution with zero mean and variance equal to
either:

• σν = 1
Q , i.e N (0, 1

Q ) or,
• σν = 1

P , i.e N (0, 1
P ) but also,

• σν = 1, i.e N (0, 1).

Now, let’s suppose that each sensor node senses the same
signal. General idea of the investigated method stands on the
fact that each sensor node carries out multiplication of one line
of the same measurement matrix with the measured samples
[11]. The result is that a single node produces only a single
coefficient that represents one element of the reduced vector
b (see Fig. 2). This coefficient is then being sent to the sink
node where the reconstruction takes place. At first, the sink
node composes the reduced vector and then, this vector enters
the process of reconstruction by ℓ1-minimization.

III. CONDITIONS

In order to investigate the behavior of the mentioned
method, several experiments investigating performance under
external phenomena have been carried out.

The following three input signals have been used, which all
of them are sparse in frequency domain:

• Simplified version of the sound of Northern Raven;
• Simplified version of the sound of Bohemian Waxwing;
• An artificial signal designed especially as sparse in the

frequency domain. This signal is marked as Artificial
sparse signal.

The first signal is one with a single significant frequency
band starting at around 500Hz and ending at around 700Hz.
This signal is simplified and short version of the sound of
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the Northern Raven2 - (Corvus corax). The Discrete Fourier
Transform (DFT) is shown on Fig. 3.

Fig. 3. Simplified sound of the Northern Raven - a sparse signal in frequency
domain shown in the frequency domain (a single significant frequency band,
500Hz - 700Hz)

The second signal that is used in the simulations as an input
signal x(t) is a simplified and shortened version of the sound
of Bohemian Waxwing3 - (Bombycilla garrulus). The used
signal has one significant frequency band starting at around
2400Hz and ending at around 3100Hz. However, there are
also frequency bands that should be considered such as the
ones in 0Hz - 1000Hz and 5000Hz - 6000Hz. The DFT of the
signal is shown on Fig. 4.

Fig. 4. Simplified sound of the Bohemian Waxwing - a sparse signal in
frequency domain shown in the frequency domain (significant frequency band
2400Hz - 3100Hz)

The third signal used as an input for the simulations is a
synthesized artificial sound invented just for the experiment
purposes only. It is strictly sparse in the frequency domain.
It has three frequency bands: 400Hz - 500Hz, 2000Hz -
2100Hz and 9000Hz - 9100Hz. This signal was invented
for the reference and comparison of the performance of the
compressed sensing with real-world sparse signals. The DFT
of the signal is shown on Fig. 5.

All three presented signals are shown in the 10kHz band-
width. This means that a sampling scheme that can be used
without significant signal reconstruction error is to sample

2The original sound of the Northern Raven is from Xeno-Canto sound
database. http://www.xeno-canto.org/124411

3The original sound of the Bohemian Waxwing is from Xeno-Canto sound
database. http://www.xeno-canto.org/121467

Fig. 5. Artificial sparse signal - a sparse signal in frequency domain shown in
the frequency domain (significant frequency bands 400Hz - 500Hz, 2000Hz
- 2100Hz and 9000Hz - 9100Hz)

with sampling frequency equal to 20kHz (this comes out from
the sampling theorem). This produces 20 000 samples per
second (sps). The worst case scenario is to transmit all the
samples to the sinking node so that the reconstruction can be
performed there. However, the highest frequency component
of the Northern Raven signal is 2150Hz. In the case of
Bohemian Waxwing, the highest frequency component of this
particular signal is 7950Hz. The highest frequency component
of the artificial sparse signal is 9100Hz. Knowing the basic
information about the sampled signals, it can be concluded
that the first signal - simplified version of “Northern Raven”
signal - can be sampled as low as 4.3kHz which results in
producing 4 300 samples per second (sps) only. Similarly, the
second signal - simplified version of “Bohemian Waxwing”
signal - can be sampled by sampling frequency 15.9kHz,
which produces 15 900 samples per second (sps). The third
signal, an artificial sparse signal in frequency domain that
has been introduced for the simulation purposes only, has to
be sampled by at least 18.2kHz sampling frequency.

Experiment of compressed sensing that utilizes periodic
sampling is based on a network consisting of P sensor
nodes. These nodes perform sampling at periodic intervals, i.e.
with sampling frequency fs. This sampling frequency is the
same on all nodes. The sampling process generates a discrete
sequence {x(q)} that has Q elements. This sequence {x(q)} is
multiplied by the measurement matrix. In this experiment, the
measurement matrix is based on random Gaussian values. The
measurement matrix AP×Q is of size P ×Q and its elements
have values from the normal (Gaussian) distribution N (0, 1

P ).
Let’s consider the situation where the input signal is the

same for all sensor nodes. Compressed sensing task can be
parallelized such as each node performs sensing such as each
sensor executes operation corresponding to a single row of the
measurement matrix AP×Q. There are P nodes in the sensor
network. Each node ( i − th node) performs a series of Q
measurements:

Q∑

j=1

aij · xj = bi ; i ∈ 〈1;P 〉. (2)

MICHAL KOCHLÁŇ, MICHAL HODOŇ: IMPACT OF EXTERNAL PHENOMENA IN COMPRESSED SENSING METHODS 859



The above relation reduces the sequence of measurements
into a single coefficient. The relation produces i − th co-
efficient of the reduced vector b, i.e. bi. These coefficients
{b1, . . . , bi, . . . bp} from all nodes in the WSN are being sent to
the sink node and in the sink node, reconstruction of the vector
b takes place. Afterwards, the reconstruction of the original
sensed signal is performed. This reconstruction is based on
the ℓ1-minimization [12]. The reconstruction based on the ℓ1-
minimization produces a discrete sequence representing the
original sensed signal {x̂(n)} n = 1, 2, . . . , Q.

In this particular case, the measurement matrix A has
1 000 × 20 000 = 20mil. elements, i.e. P = 1 000
and Q = 20 000. Thus, this simulates a thousand nodes
performing compressed sensing in the network. The elements
of the measurement matrix are randomly generated Gaussian
values from the normal distribution with zero mean value and
variance 1

1 000 , i.e. N (0, 1
1 000 ). Dimension Q of the matrix is

chosen with respect to the sampling theorem.
For the experiment purposes, the measurement matrix is

generated as a single entity, i.e. not partially at each node.
Each sensor node performs the operations that correspond to
the matrix row for the particular node. Using this row, each
node performs calculation of the coefficient bi and transmits
this coefficient to the sink node.

IV. ACHIEVED RESULTS

For the experiment purposes and for investigation of the
behavior on the influence of the external phenomena, the
following phenomena are being investigated:

• Additive White Gaussian Noise;
• attenuation;
• time shift of the input signal;
In the simulation on the influence of the AWGN, the white

noise with zero mean value and normal distribution designated
as WN0 is considered. At the input of the individual sensors,
there is input signal xi(t) with mutually uncorrelated noise
ei(t) as follows:

xi(t) = x(t) + ei(t). (3)

The conducted experiment investigates the influence of the
noise on the measure of accuracy of the original signal
reconstruction µ. In particular, it shows the dependency of
µ on the statistical distribution of the AWGN, see Fig. 6.
The statistical distribution of the additive white noise has a
zero mean value and variance of normal (uniform) distribution
σi = Ts

i ; i ∈ 〈2, 3, 4, . . . , 10〉. Parameter Ts represents the
period of the sampling frequency fs. Since the sampling
frequency fs = 20kHz, the sampling period Ts = 50µs.

The numerical results show that as the variance of the
normal distribution of the AWGN grows, the measure of the
accuracy of the reconstruction increases as well. Significant
change of the mean squared error of the signal reconstruction
is located between σi values Ts

8 and Ts

7 . The overall perfor-
mance of this method in signal reconstruction degrades from
6.94% error rate at σi =

Ts

8 to 14.56% error rate at σi =
Ts

7 .

Fig. 6. Dependency of the measure of accuracy of the original signal
reconstruction µ on the statistical distribution of the AWGN represented by
white noise variance σi

TABLE I
NUMERICAL RESULTS OF µ [%] DEPENDING ON THE STATISTICAL

DISTRIBUTION OF THE AWGN REPRESENTED BY WHITE NOISE VARIANCE
σi

Input signal \ σi
Ts
10

Ts
9

Ts
8

Ts
7

Ts
6

Ts
5

Ts
4

Ts
3

Ts
2

Artificial sparse signal 3.44 4.03 5.13 11.60 13.80 14.37 18.15 18.99 21.87
Northern Raven 5.83 6.24 6.96 15.59 16.45 18.15 22.04 23.79 26.20
Bohemian Waxwing 6.15 6.70 8.73 16.48 17.80 20.74 23.98 25.83 27.23

For AWGN variance up to around Ts

8 the mean squared
error of the reconstruction keeps under 10%, for Artificial
sparse signal the average reconstruction error equals 4.20%.
However, this is the synthetic signal. On the other hand, real-
life signals perform a little worse, e.g. simplified sound of the
Northern Raven has average value of mean squared error of the
reconstruction 6.34% for in the AWGN variance up to around
Ts

8 . Simulation of reconstruction of the simplified sound of
the Bohemian Waxwing has the average equal to 7.19% in the
same variance limit.

The next conducted experiment investigates the dependency
of µ on the Signal-to-Noise Ratio (SNR), see Fig. 7. The
noise level begins at 30dB and degrades to 10dB. AWGN
with zero mean value and variance σ = Ts

8 has been used in
this simulations. Parameter Ts denotes period of the sampling
frequency fs, which equals 20kHz.

TABLE II
NUMERICAL RESULTS OF THE MEASURE OF ACCURACY OF THE ORIGINAL

SIGNAL RECONSTRUCTION µ [%] DEPENDING ON THE SNR

Input signal \ SNR [dB] 10 12 14 16 18 20 22 24 26 28 30

Artificial sparse signal 34.64 30.10 25.14 18.16 14.43 10.46 7.26 6.69 6.11 4.64 3.96
Northern Raven 36.53 32.24 29.37 22.21 16.76 13.46 8.69 7.48 7.59 5.77 4.55
Bohemian Waxwing 37.76 35.51 32.96 23.88 17.86 14.59 9.08 8.50 7.82 6.42 5.43

The results reveal that the measure of the accuracy of
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Fig. 7. Dependency of the measure of accuracy of the original signal
reconstruction µ on the SNR

the reconstruction (µ) via mentioned reconstruction method
performs good when SNR keeps above 22dB. Then, the
mean squared error of the reconstruction stays below 10%.
For example, the average error for Artificial sparse signal
is 5.73% when SNR stays above 22dB. Simplified sound of
the Northern Raven has average value of mean squared error
in the same range 6.82%. Similarly, simplified sound of the
Bohemian Waxwing has the average error 7.45% for SNR more
than 22dB. The overall performance on reconstruction error
of the proposed method on all investigated input signals is
6.67% for SNR more than 22dB.

This experiment as well as the previous one proves that the
described reconstruction method does not suit well for recon-
struction of acoustic signals in noisy environment. Advanced
processing techniques for noise suppression has to be utilized.
Having low noise acoustic input signals, this method provides
good reconstruction performance with error up to 10%. Having
environment with SNR higher than 22dB enables this method
to perform with good results. Then, the mean squared error of
the original signal reconstruction stays below 10%.

Another phenomenon that influences the sensed signal is
called attenuation. In other words, the attenuation modifies
the amplitude(s) of the input signal - it scales the original
signal on the inputs of the nodes. This phenomenon can be
expressed mathematically as the following relation:

xi(t) = ki · x(t). (4)

In this experimental scenario each of the sensors in the
network senses an input signal which is scaled by the scaling
coefficients ki. These coefficient are randomly generated from
normal (Gaussian) statistical distribution with mean value
equal to 0.5 and with variance equal to 1, i.e. N (0.5, 1). Based
on their values, several groups with different root mean square

(RMS) values have been formed. The output of this simulation
is the dependency of the measure of accuracy of the original
signal reconstruction µ on the effective value (RMS) of the
scaling coefficients krms, as shown on Fig. 8.

Fig. 8. Dependency of the measure of accuracy of the original signal re-
construction µ on effective value of the scaling coefficients krms (performed
with Compressed Sensing Method Using Periodic Sampling)

TABLE III
NUMERICAL RESULTS OF THE MEASURE OF ACCURACY OF THE ORIGINAL
SIGNAL RECONSTRUCTION µ REGARDING THE EFFECTIVE VALUE OF THE

SCALING COEFFICIENTS krms

Input signal \ krms 0.2 0.4 0.6 0.8 1

Artificial sparse signal 24.12 9.68 6.75 5.83 4.68
Northern Raven 25.49 12.44 7.96 6.46 5.68
Bohemian Waxwing 29.47 13.81 8.71 7.61 6.02

The results show significant increase of the reconstruction
error µ for the effective value of the scaling coefficients higher
than 0.6. Significant change of the mean squared error of
the signal reconstruction is located between krms values 0.6
and 0.4. The overall performance of this method in signal
reconstruction degrades from 7.81% error rate at krms = 0.6
to 11.98% error rate at krms = 0.4.

Having Artificial sparse signal, the average reconstruction
error is 5.75% for effective value of the scaling coefficients
from 0.6 to 1.0. The average reconstruction error within the
same interval equals 6.70% for simplified sound of the North-
ern Raven. Simplified sound of the Bohemian Waxwing has
the average error of the reconstruction in the range 0.6− 1.0
equal to 7.45%.

It can be concluded that the mentioned reconstruction
method performs well with attenuated signals that are attenu-
ated not less than 60% of the amplitude in average.

Major impact on the success rate of the reconstruction in the
sinking node has also signal shift at individual sensor nodes.
This can be expressed as:
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xi(t) = x(t− τi). (5)

The shift τi expresses different distances of the nodes from
a common source of the sensed signal. The coefficients of the
time shift are for the experimental purposes generated from
normal statistical distribution with a mean value equal to 0
and variance σi = i · Ts; i ∈ 〈1, 2, 3, . . . , 10〉. Parameter Ts

represents the period of the sampling frequency fs, which
equals 20kHz. Thus, the sampling period Ts = 50µs. The
output of this experiment is the dependency of µ on the time
shift expressed by σi, see Fig. 9.

Fig. 9. Dependency of the measure of accuracy of the original signal
reconstruction µ on the time shift variance σi

The results show that the accuracy of the original signal
reconstruction (µ) performs very well for time shift up to 8
fold of the sampling period Ts.

The average error for Artificial sparse signal in all per-
formed simulations is 6.29%. Simplified sound of the North-
ern Raven has average value of mean squared error for all
simulations of the time shift equal to 7.53%. Simplified sound
of the Bohemian Waxwing has the average error 8.47%. The
overall performance on reconstruction error of the proposed
method on all investigated input signals is 5.60% for time
shift variance σi < 8 · Ts.

Since the time shift of the input signal can vary in time, the
results show mild resistance of the proposed method on the
time shift of the input signal.

V. DISCUSSION ON ACHIEVED RESULTS

This method, Compressed Sensing Method Using Periodic
Sampling, requires sampling on the periodic basis on all nodes
in the WSN. Therefore, sampling performed on each of the
nodes was done under sampling frequency fs = 20kHz. This
produces 20 000 samples per second. However, the reduction
part of the proposed method (equation 2), reduces these 20

TABLE IV
NUMERICAL RESULTS OF THE MEASURE OF ACCURACY OF THE ORIGINAL

SIGNAL RECONSTRUCTION µ [%] DEPENDING ON THE TIME SHIFT
VARIANCE σi

Input signal \ σi 10 · Ts 8 · Ts 6 · Ts 4 · Ts 2 · Ts 0 · Ts

Artificial sparse signal 10.06 8.65 5.71 5.49 4.16 3.66
Northern Raven 12.67 10.39 6.56 6.28 5.26 4.03
Bohemian Waxwing 13.79 11.02 8.17 6.40 5.99 5.45

000 samples into a single one on each of the nodes. Having
1 000 nodes in all experiments, the overall compression ratio
is 1:20.

The investigated method requires only 1 000 samples to be
transmitted to the sink node in order to properly reconstruct
the original signal with certain accuracy (in average µ < 10%).
Therefore, from the point of reduction of the samples, neces-
sary to be sent over the network for reconstruction in the sink
node, the proposed method is 20 times better than the case
where all the samples obtained using the sampling theorem.
This can be applied for all investigated input signals.

The aforementioned applies for the sampling frequency
fs = 20kHz. However, based on the nature of the figure
investigated signals and their maximal frequency component,
the input signals can be sampled by lower frequency using
sampling theorem:

• simplified sound of the Northern Raven fs_raven =
4.3kHz;

• simplified sound of the Bohemian Waxwing fs_waxwing

= 15.9kHz;
• Artificial sparse signal fs_artificial = 18.2kHz.
Following the consideration that for the simplified sound

of the Northern Raven only fs_raven is enough, then this
proposed method is just 4 times better from the point of
reduction of the samples necessary to be sent to the sink
node. Similarly, considering fs_waxwing and simplified sound
of the Bohemian Waxwing as an input signal, this method
gives almost 16 times better performance. Having Artificial
sparse signal as an input signal and considering fs_artificial,
this method is 18 times better regarding the reduction of the
samples required to be sent to the sink node.

From the point of the sampling process, this method brings
no saving of the sampled values over the sampling theorem.
This comes out of form the method design since it uses
sampling pattern based on the periodic sampling following
the sampling theorem. This method saves only data that are
being sent from the nodes to the sinking node.

VI. CONCLUSION

The results show that the mentioned method for recon-
struction of the acoustic signals does not suit well for the
reconstruction of signals in noisy environment. For all three
simulation scenarios and all three input signals, the depen-
dency of the measure of the accuracy of the reconstruction µ
has increasing and nonlinear character. This is obvious where
mean squared error of the reconstruction is less than 10%
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only for SNR higher than 22dB. The variance of AWGN
should be lower than 12.5% of the sampling period Ts. The
experiments investigating effect of the AWGN and SNR show
that the selected reconstruction method is sensitive to the
noise. Therefore, it is more suitable for reconstructing signals
in the environment with low noise levels.

The attenuation has significant effect only in case of higher
attenuation level across the network. In other words, the
described method can successfully reconstruct the original
signal when the amplitude at most of the sensors is attenuated
less than the 50% of the original signal’s amplitude.

The simulations proved that time shift of the input signal
does not significantly influence the reconstruction via com-
pressed sensing methods. The mean squared error is mostly
less than 10% for time shift up to ten fold of the sampling
period. The time shift of the input signal can vary in time, thus,
the results show mild resistance of the proposed methods on
the time shift of the sensed signal.

Motivation of this work is related to the investigation of
reconstruction methods form target localization WSN and
distributed compressed sensing with perspective energy ef-
ficiency. The results of this paper show that Compressed
Sensing Method using Periodic Sampling as described earlier
can save the number of samples being sent to the sink node
and thus reducing energy consumed by transmission. However,
saving on signal processing does not come to effect since
compressed sensing with periodic sampling requires periodic
processing of the sensed values. Nevertheless, there are more
compressed sensing methods for investigation, therefore, the
future work includes utilization and performance comparison
of Compressed Sensing Method Using Random Sampling

Generated By Measurement Matrix or Modified Compressed
Sensing Method Using Random Sampling [13], [8].
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MICHAL KOCHLÁŇ, MICHAL HODOŇ: IMPACT OF EXTERNAL PHENOMENA IN COMPRESSED SENSING METHODS 863





Adaptation of MANET topology to monitor
dynamic phenomena clouds
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Abstract—The paper is concerned with the application of
mobile ad hoc networks to phenomena clouds boundary detec-
tion and tracking. Self-organizing, coherent networks comprised
of sensors and radio transceivers that maintain a continuous
communication with each other and a central operator are
considered. The attention is focused on the methodology for de-
termining the temporarily optimal network topology for detecting
the boundary of a cloud that can change its shape in time. We
introduce several measures for assessment a quality of a network
topology and propose a computing scheme for detection topology
that is the optimal one at a given time. The utility and efficiency
of the proposed methodology was justified through simulation
experiments.

I. INTRODUCTION

PHENOMENA clouds are objects covering significant area
and characterized by nondeterministic, dynamic variations

of shape, size, speed, and direction of motion along multiple
axes [1]. The examples of phenomena cloud can be not only
environmental disasters as oil spill, toxic heavy gas cloud,
flood or forest fire, but also moving group of people. In
general, in case of one of the aforementioned disasters the
extensive monitoring of the area of interest is necessary to
manage the evacuation of people from a hazardous zone, track
the propagation of a given cloud and finally, neutralize the
threat.

Nowadays, mobile ad hoc networks (MANETs) are becom-
ing increasingly popular solutions for environmental moni-
toring. MANET is comprised of mobile devices, which are
usually equipped with GPS receivers, various detectors and
radio transceivers that enable wireless communication within
the network. The devices can autonomously and dynamically
self-organize by changing their positions and roles into tem-
poral networks. In general, in emergency situation MANET
should not rely on external communication system as it can
be damaged or congested due to the disaster. Hence, the
network needs to maintain connectivity among the working
set of devices and a base station. Numerous approaches to the
connectivity maintenance have been proposed in the literature
[2]–[6].

MANETs are widely used to cover a region of interest
(ROI) [7], [8]. Phenomena cloud is a special type of ROI due
to its dynamic character. Results of research on adaptation
of a sensing network topology to variant phenomena cloud
boundary was comprehensively described in [9], [10].

In this paper we focus on measuring quality of a network
topology taking into account multiple spatial criteria. Spatial
topology analysis was widely used in MANET. In [11] dense
and sparse regions are identified to limit rebroadcasting pack-
ets in flooding routing protocol. Routing protocols depending
on nodes’ location are described in [12]. Moreover, topology
analysis can support a clustering of network. Topology Adap-
tive Spatial Clustering that divides the network into a locally
isotropic, non-overlapping clusters by creating a set of weights
that encode distance, connectivity and density information
within the neighborhood of each node is described in [13].
In [14] prediction of the existence of a link given the present
distance between a pair of nodes and their relative speed is
proposed. The prediction is based on two topology metrics:
an expected link lifetime and an expected link change rate.

In this paper we define several measures (spatial parameters)
that can be used to assess the quality of a current network
topology. Moreover, we propose a methodology that can be
used to detect the acceptable topology — the best possible
configuration of a network for monitoring a given cloud at a
given time step. The technique for phenomena cloud bound-
ary detection described in [6] is extended with the analysis
of a topology dynamics. The presented approach allows to
increase the efficiency of detection of clouds with unknown
and irregular shapes.

The article is organized as follows. First, computing scheme
for detection of boundary of area covered by a phenomena
cloud with mobile sensors is described. Then we introduce
several measures for assessing quality of a given sensing
topology and statistical tools for analyzing the variability of
these measures. Next, we introduce computing scheme for
detecting the temporrily optimal sensing topology. Finally,
the results of applications of our method to detect the heavy
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gas cloud are presented and discussed. Two more and less
advanced gas dispersion models were taken into account: the
box model [15] and the advance model provided in SLAB
[16].

II. PROBLEM FORMULATION

Let us consider the network G = (V, E) comprised of a set
V of N mobile nodes (unmanned vehicles or mobile robots)
Di, i = 1, . . . , N operating in the workspace. oi = [xi, yi]
denotes the reference point of Di (e.g. an antenna location). It
is assumed, that each node Di is equipped with a punctual
detector for sensing a given phenomena, radio transceiver
(with radio range rt) and a positioning system, e.g. GPS
receiver. Let us define our sensing network

V = {Di, i = 1, . . . , N}, (1)

E = {(Di, Dj), d
i
j ≤ rt, i, j = 1, . . . , N, i 6= j}, (2)

where (Di, Dj) is a bidirectional link between a pair of
nodes Di and Dj and dij is the Euclidean distance between
the reference points oi and oj of nodes Di and Dj . We
assume that each node can freely change both its position and
role according to its knowledge about an environment and a
network. It can move with the speed v ∈ [vmin, vmax] in
desirable direction.

Let us divide the network G into K separated clusters Vk,
k = 1, . . . ,K of devices:

V1 ∪ V2 ∪ ... ∪ VK = V, (3)

V1 ∩ V2 ∩ ... ∩ VK = ∅. (4)

We assign DHk
∈ Vk a role of the kth cluster head, k =

1, . . . ,K, and select one of cluster heads DH to be a head of
the whole network, DH ∈ DH1

, . . . , DHK
.

It is assumed that the network can self-organize to accom-
plish a given task. The task considered in this paper is to sense
boundaries of a given phenomena cloud to estimate a size and
a shape of this cloud. The scheme for robot-assisted sensors
deployment was developed and described in [6]. In this work
we focus on the last phase of the deployment, i.e. boundary
detection. We assume that at least one device detected a cloud
and the cloud center Ψ was estimated by DH based on known
locations of those network nodes V ′

, which sensors detected
the phenomena (i.e. nodes located inside the cloud):

Ψ =

∑
Di∈V′ oi

|V ′ | . (5)

To determine the boundary of a given cloud with high accuracy
we need measurements from sensors that should be evenly
deployed on the boundary (Fig. 1). Hence, our goal is to create
a sensing network with evenly distributed nodes. Moreover,
the permanent communication within the network has to
be maintained to exchange information about topology and
current measurements between nodes and report measurements
to a base station.

(a)

Fig. 1: Even deployment of network clusters on the cloud
boundary;

The nodes mobility model incorporates the concept of an
artificial potential. The artificial potential function is con-
structed as a sum of repulsive and attractive potentials [17].
Every assumed time step each Di ∈ Vm solves the following
optimization problem to calculate its new position:

min
ci


U i = U i

c +
∑

Dj∈Si,Dj∈Vm

U i
j +

∑

k∈ICm

U i
k

= αc

(
d
i

c

dic
− 1

)2

+
∑

Dj∈Si,Dj∈Vm

βj

(
d
i

j

dij
− 1

)2

+
∑

k∈ICm

γk

(
d
i

k

dik
− 1

)2

 .

(6)

In the above formulation artificial potential function U i con-
sists of the potential U i

c between Di and the cloud centroid
Ψ, a sum of potentials U i

j between Di and its neighboring
nodes Dj , Dj ∈ Si = {Dj : (Di, Dj) ∈ E , Dj ∈ Vm} and
a sum of potentials U i

k between Di and neighboring clusters
ICm. αc ≥ 0, βj ≥ 0, γk ≥ 0 denote weighting factors, dic
is an Euclidean distance between oi and estimated centroid
Ψ of the cloud, d

i

c = maxDi∈V′ dic + w1, where w1 > 0

denotes a distance margin (arbitrary selected), d
i

j ≤ rt is a
reference distance between two neighboring nodes Di and Dj .
In the last part of eq. (6) ICm is a set of indexes of two
closest neighboring clusters of the mth cluster that contains
Di, defined as follows:

ICm =

{
argmin
Vj 6=Vm

∢(Vm,Vj)

}
∪
{
argmax
Vj 6=Vm

∢(Vm,Vj)

}
(7)

∢(Vm,Vj) =


arccos

−−−→
Ψcm·−−→Ψcj

|Ψcm|·|Ψcj | [
−−→
Ψcm ×−−→

Ψcj ]z ≥ 0

2Π− arccos
−−−→
Ψcm·−−→Ψcj

|Ψcm|·|Ψcj | [
−−→
Ψcm ×−−→

Ψcj ]z < 0

(8)

cm =

∑
Di∈Vm

oi

|Vm| , (9)
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where [−→q ]z is z-component of vector −→q . dik is a distance
between oi and the centroid of the kth cluster ck and d

i

k is an
average distance between two neighboring clusters of the mth
cluster (clusters with indexes from the set ICm) increased by
a small margin w2 slightly greater than 0:

d
i

k =

∑
k∈ICm

dik
2

+ w2, w2 > 0. (10)

Detailed description of the mentioned above network de-
ployment scheme can be found in [6]. The result of the
boundary detection phase is even distribution of nodes on the
boundary of an area covered by a given phenomena cloud
(Fig. 1). Due to the dynamic changes of the phenomena clouds
the next phase is boundary tracking — nodes move and follow
the boundary, keeping internode and intercluser distances. The
aim of the research described in this paper was to develop a
methodology for detecting the temporarily optimal topology
for boundary tracking and switch to the boundary tracking
phase. The definitions of measures that we used to evaluate
the quality of a given topology are provided in the next section.

III. NETWORK TOPOLOGY QUALITY MEASURES

Let us consider a network defined in (1)-(4). To create
a topology that allows to determine a cloud boundary at a
given time and maintain the permanent connectivity we have
to perform the following operation (see eq. 6):

• move all devices towards the cloud boundary (increase
distance between clusters and the center of cloud);

• expand an area monitored by clusters (increase distances
between nodes within cluster);

• deploy clusters on the cloud boundary (as evenly as
possible).

Various measures can be used to evaluate the quality of a
given MANET at a given time. Taking into account the above
operations the following ones can be defined:

• distance between a centroid of the mth cluster to the
estimated centroid of a cloud

dmc = ‖cm −Ψ‖2 . (11)

The distance is increased as long as the mth cluster nodes
do not reach the cloud boundary. The bigger distance is
the better topology is.

• mth cluster diameter

φm = max
Di,Dj∈Vm

dij . (12)

The bigger φm is the bigger area is monitored by the mth
cluster.

• standard deviation of angles between neighboring clusters

σ∢ =

√∑K
m=1(∢m − µ∢)2

K − 1
, µ∢ =

∑K
m=1 ∢m

K
, (13)

where ∢m = ∢(Vm,Vj) (Fig. 2) is an angle between the
cluster Vm and its the closest neighboring cluster Vj :

j = argmin
k 6=m

∢(Vm,Vk). (14)

For evenly distributed clusters σ∢ ≈ 0.

Fig. 2: The angle ∢(Vm,Vj) between a cluster Vm and a
cluster Vj and the angle ∢(Vj ,Vm) between a cluster Vj and
a cluster Vm.

IV. MEASURES VARIABILITY ANALYSIS

Changes of measures defined in (11)-(13) involve changes
in the topology of a given sensing network. However, to
monitor and analyze network topology dynamics we need
values of the defined measures from a time interval. Let
us assume that µ(ti) is a value of the measure µ cal-
culated at ti (µ ∈ {σ∢, φm, dmc |m = 1, . . . ,K}) and
Xµ(t) =< µ(t−M + 1), . . . , µ(ti), . . . , µ(t) > is a vector of
values of the measure µ calculated at last M time steps. The
goal of our analysis is to detect does a given measure

• increase (growth);
• decrease (drop);
• change slightly (stabilization);
• change very dynamically and chaotically (instability).

In brackets names of the variability types were introduced. It
should be emphasized that detection of variability type has
to be done a priori (in real time), with no information about
future measurement values. Moreover, the window size M that
is arbritraly determined can influence the results of an analysis.

To analyze variability of the values of the vector Xµ(t)
following simple statistical measures were proposed:

• peak-to-peak amplitude A:

A = maxXµ(t)−minXµ(t); (15)

• Pearson’s correlation ρX,t:

ρX,t = ∑M
i=1(µ(t−M + i)− µ)(i− M+1

2 )√∑M
i=1(µ(t−M + i)− µ)2

√∑M
i=1(i− M+1

2 )
,

(16)

µ =

∑M
i=1 µ(t−M + i)

M
; (17)

• trend direction coefficient tra (trend line given as f(x) =
trax+ b):

tra =

M
∑M

i=1 µ(t−M + i)i−∑M
i=1 i

∑M
i=1 µ(t−M + i)

M
∑M

i=1 i
2 − (

∑M
i=1 i)

2
.

(18)
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Based on these measures we can determine whether in time
t the vector Xµ(t) induces one of the previously defined
variability types:

• growth and drop:
– Pearson’s correlation; if ρX,t ∈ (ρH , 1] a mea-

sure Xµ(t) is continually increasing with time; if
ρX,t ∈ [−1, ρL) the value is continually decreasing,
where:

ρH ≥ 0.5; ρL ≤ −0.5; (19)

– trend direction coefficient; if tra ≥ trH the measure
is increasing significantly, else if tra ≤ trL the mea-
sure Xµ(t) is decreasing significantly, where:

trH > 0; trL < 0. (20)

• stabilization:
– peak-to-peak amplitude; if A < AL value of measure

Xµ(t) does not change significantly;

– Pearson’s correlation; if ρX,t ∈ (−ρM , ρM ) the mea-
sure Xµ(t) is neither continually decreasing nor
continually increasing, where:

ρM ∈ (0, 0.7]. (21)

• instability:

– peak-to-peak amplitude; if A > AH value of prop-
erty does change significantly (AH >> AL);

– Pearson’s correlation — as in stabilization.

The simulation study was performed to determine the values
of threshold values ρH , ρL, ρM , trL, trH , AL, AH . Within
the study an experiment described in [6] (for K = 4) was per-
formed for various values of vmax, vmax ∈ {1m

s , 5
m
s , 20

m
s }.

The estimated values of threshold values are presented in
Table I. It was observed that values of some thresholds
(trH ,trL,AL,AH ) depend on the maximal velocity of nodes
vmax as the higher velocity involves the bigger changes of
measures every time step.

(a) (b)

(c) (d)

Fig. 3: Detection (green color) of (a) growth, (b) drop, (c) stabilization and (d) instability variability type of σ∢ property during
the network deployment. The less visible parts of graphs in which detection occurred were enlarged.
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TABLE I: Values of threshold parameters

σ∢ measure
stabilization drop growth instability

M 5 M 8 M 8 M 5
ρM 0.7 ρL -0.6 ρH 0.6 ρM 0.6
AL 1 + 0.1vmax trL −0.05− 0.01vmax trH 0.05 + 0.01vmax AH 3 + 0.3vmax

dmc measure
stabilization drop growth instability

M 5 M 6 M 8 M 6
ρM 0.7 ρL -0.7 ρH 0.7 ρM 0.5
AL 0.5vmax trL −0.1 trH 0.1 + 0.1vmax AH 1 + 0.8vmax

φm measure
stabilization drop growth instability

M 4 M 4 M 4 M 4
ρM 0.5 ρL -0.7 ρH 0.7 ρM 0.5
AL 1.6vmax trL −0.4− 0.1vmax trH 0.4 + 0.1vmax AH 3.2vmax

The results of application of the proposed variability type
detection scheme for the measure σ∢ and the threshold values
calculated for vmax = 20m

s (see Table I) are depicted in
Figures 3a-3d. Each figure corresponds to one variability type:
growth, drop, stabilization or instability. The time steps in
which a given variability type was detected are marked with a
green color. It can be observed that in most cases the variability
types were detected correctly. However, in some cases (see
Fig. 3b, t = 125) a variability type was detected too late. It
was caused by too long observation time window.

V. TEMPORARILY OPTIMAL TOPOLOGY DETECTION

Summing up, the aforementioned considerations. The aim
is to create the network topology that seems to be optimal
to measure the boundary of a cloud at a given time. Exactly,
due to the dynamic nature of the monitored cloud our goal
reduces to the detection of the time step t at which we claim
that the network configuration is stable or the local optimum
for t∗, t∗ ∈ [t − M + 1, t − 1] was reached and we assume
that all changes in the nearest future involve its deterioration.
Such network topology in time t is called temporarily optimal.

Fig. 4: Time steps in which the variability type of measure σ∢
is stabilization or growth.

The decision whether the topology is temporarily optimal is
made based on the observed variability types of all defined
measures:
a) the topology is stable for:

• σ∢ — type stabilization;
• dmc , m ∈ {1, . . . ,K} — type stabilization;
• φm, m ∈ {1, . . . ,K} — type stabilization;

b) the topology will be worse in the nearest future for:
• σ∢ — type stabilization or growth;
• dmc , m ∈ {1, . . . ,K} — type stabilization or drop;
• φm, m ∈ {1, . . . ,K} — type stabilization or drop;

but not case a).
The head of mth cluster DHm

detects the variability type of
the measures dmc and φm, whereas the head of the whole
network DH detects the variability type of the measure σ∢.
The calculations are performed repetitively with the repetition
time equal to ∆t. If none of the variability types is detected
for measure µ in time t based on Xµ(t) the variability type of
this measure in time t is the same as in time t−∆t (we assume
that in the beginning the variability type of each measure is
instability). Each of cluster heads DHm sends information
about variability types of dmc and φm to the network head.
Exemplary detection of time steps in which variability type
of measure σ∢ for the aforementioned example (Fig. 3) is
stabilization or growth is depicted in Fig. 4.

Due to the large number of requirements regarding the
number of measures (2 ∗ K + 1) that have to be taken
into account during the decision problem and dynamics of
a phenomena fulfilling all of the requirements is too rigorous.
Therefore, we propose two distributed strategies.

• Strategy 1: The topology is temporarily optimal if:
– variability type of σ∢ is stabilization or growth;
– exists at least r1 clusters for which variability type

of both dmc and φm is stabilization or drop.
• Strategy 2: The topology is temporarily optimal if:

– variability type of σ∢ is stabilization or growth;
– exists at least r2 clusters for which variability type

of dmc is stabilization or drop;
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Fig. 5: Temporarily optimal topology detection — Strategy 2. With the dotted arrows communication between the cluster head
DHm

and the network head DH is shown.

– exists at least r2 clusters for which variability type
of φm is stabilization or drop.

The scheme of making decision according to Strategy 2.
is presented in Fig. 5. For r1 = r2 the Strategy 1 is more
rigorous. The results of experiments for various values of r1
and r2 are presented and discussed in the next section.

VI. EXPERIMENTAL VERIFICATION

The performance of our methodology for cloud boundary
detection was verified through simulation experiment. The task
was to create a sensing MANET for monitoring uncontrolled
instantaneous release of vapor LNG. Due to a low temperature
of the release the created cloud was heavier-than-air. Thus, it
moved close to the ground. The parameters of the released
material and ambient environment are presented in Table II.
The dispersion of cloud was simulated using the SLAB
simulator [16]. The sensing network was built by 16 devices
divided into 4 clusters. The maximal velocity vmax of each
node was equal to 10m

s .
The method for detection of acceptable topology was

tested for both proposed strategies and for different values of
r1, r2 ∈ {2, 3, 4}. For both strategies for r1 = r2 = 3 the opti-
mal topology was detected at the same time t = 102. However,
for r1 = r2 = 2 the results obtained for both strategies were
different: t = 100 for Strategy 1 and t = 52 for Strategy 2. In
the extreme case r1 = r2 = K = 4 (all requirements have to
be fulfilled) the consensus was not reached until t = 220.

Fig. 6 shows the process of forming the network topology
for cloud boundary monitoring. The results of experiment
indicate that at t = 52 (Fig. 6a) the topology meets basic

TABLE II: The parameters of the released material and ambi-
ent environment in the verification scenario

Name Value Units
Molecular weight 0.01604 kg

Vapor heat capacity at constant pressure 2238 J
kg∗K

Boilling point temperature 111.7 K

Heat of vaporization 509900 J
kg

Liquid heat capacity 3348.5 J
kg

Liquid density of source material 424.1 kg
m3

Temperature of source material 111.7 K

Source area 900 m2

Instantaneous source mass 6000 kg

Surface roughness height 0.01 m

Ambient measurement height 2.88 m

Ambient wind speed 1.92 m
s

Ambient temperature 306 K

Relative humidity 4.6 %

requirements — at least one node of each cluster is on the
boundary, distance between clusters (except green and gray)
are significant and nodes within clusters are rather dispersed.
However, at time t = 100 clusters are much more evenly
dispersed on the boundary (Fig. 6b). Finally, at t = 220
(Fig. 6d) the topology is slightly better (better dispersion of
nodes within clusters). Furthermore there is no improvement
comparing to topology created at t = 180 (Fig. 6c).

According to the results of the experiment it can be induced
that r2 = K

2 for Strategy 2 is too weak requirement and
fulfilling all requirements (r1 = r2 = K) may delay the
detection of temporarily optimal topology unnecessarily. Thus,
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(a) (b)

(c) (d)

Fig. 6: Topology of the sensing network:(a) t = 52, (b) t = 100, (c) t = 180 and (d) t = 220. Nodes of the same cluster are
marked with the same color, the cluster head is marked with darker hue.
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the reasonable values for the strategies parameters r1 and r2
are: K

2 ≤ r1 < K and K
2 < r2 < K. However, the future

work should involve evaluation of the method performance
based on simulation experiments for more complex scenarios
with various number of clusters K.

VII. CONCLUSION

MANETs can significantly enhance the capability to in-
vestigate contaminated areas, in particular detect and track
phenomena clouds. In this paper we described the method-
ology for evaluating a quality of a network topology due to
the possibility of determining a boundary of a cloud. The
results of simulation experiments confirm that our approach
can sufficiently support the process of detecting the temporar-
ily optimal sensing devices configuration for cloud boundary
monitoring at a given time. Unfortunately, our experimental re-
sults demonstrate that due to the dynamic nature of monitored
phenomena clouds the quality of selected topology depends on
the size of the observation time window and requirement of
meeting all conditions for defined measurements. The trade-off
between a quality of sensing network, time of calculation and
fulfilling all requirements and expectations has to be assumed.
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Abstract—Despite  the  modern gas  equipment,  combustible

gas leakage related emergency situations still  take place and

lead to building demolitions and human losses. Leak integrity

failures  because  of  anthropogenic  and  natural  factors  make

impossible  to  prevent  such  emergency  in  other  ways  except

providing  continuous  monitoring  of  combustible  gas

concentration and notification for people and special services.

In  this  work,  the  design  results  of  the  Internet  connected

wireless  sensor  network  for  combustible  gas  concentration

monitoring  in  apartment  buildings  is  presented.  The  system

consists of wireless autonomous gas sensors, actuators, routers

and a gateway and it’s  connected to  a  web service  where  it

posts its data and gets events to react them in WSN.

I. INTRODUCTION

VEN though modern gas equipment have flame failure
control systems, combustible gas leakage related emer-

gency situations still take place quite often. In the worst case
these situations can lead to building demolitions and human
losses.  The main reason for  those emergency situations is
leak integrity failures which happen because of human fac-
tor, pipes and pipe joints quality and corrosion, etc [1]. To
prevent such situations it's necessary to provide continuous
monitoring of combustible gas concentration and timely no-
tification for people and special services.

E

Wireless sensor networks becomes more and more popu-
lar and a lot of them were designed recently [2] - [5]. These
networks consist of small nodes and are equiped with trans-
ceivers, microprocessors and sensors and can be used in dif-
ferent areas of life (safety, military, home automation, etc.).

Wireless sensor networks have certain advantages to per-
form  the  monitoring.  Wireless  autonomous  devices  don’t
need wiring and can be easily distributed inside apartment
building  and  the  network  can  freely  be  extended  when
needed. Established wireless network can provide additional
services in home automation and others.

Wireless sensor networks are widely used in gas concen-
trations monitoring [6] - [9]. The main problem for wireless
autonomous sensor devices is high energy consumption of
combustible gas sensors [10].  This problem can be solved
using special measuring algorithms [11].

According to safety standards [12] notification system of
a  gas  detection  device  should  include  audio signal  with



specified sound level and visual signals to indicate power on
and alarm states. This mandatory notification system can be
extended by sending alarm notification to an operator con-
sole and cell phones over cellular networks using both short
message service and Internet connection. 

In the case of Internet connection, data is posted to a web
service and any device connected to the Internet can get ac-
cess to it. The conception of devices, connected together and
with their users, is known as Internet of Things [13]. This
way makes possible to extend WSN automation and notifi-
cation functions, for example, providing additional notifica-
tions from utility companies  about maintenance period, or
remote control functions to any device connected to WSN.

Therefore, the most promising approach to monitor meth-
ane leakages in apartment buildings is using electronic sys-
tems with wireless data transmission. There are several most
popular  technologies  for  wireless  communication:  ZigBee,
Bluetooth, GSM/GPRS and Wi-Fi [14], [15]. The most im-
portant  problems of  the majority  of  such  systems are  the
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limited access to data and short autonomous lifetime of the
gas sensors.

In this work, the design results of the Internet connected
wireless sensor network for combustible gas concentration
monitoring in apartment buildings is presented. The system
consists  of  wireless  autonomous  gas  sensors,  actuators,
routers and a gateway and it’s connected to a web service
where it posts its data and gets events to react them in WSN.
The system is used  to  equip  a trial  apartment  building  in
Moscow region.

The paper is organized as follows. At first we overview
the system in Section II. In Section III we describe the nodes
design. Section IV is dedicated to the network organization.
Internet connectivity is discussed in Section V. Finally, we
provide concluding remarks in Section VI.

II. SYSTEM OVERVIEW

The system consists of the following devices: gas sensors,
actuators, routers and a gateway. The system block diagram
is presented in Fig. 1. Wireless communication between de-
vices  complies  IEEE  802.15.4/ZigBee  standards  and  uses
unlicensed 2.4 GHz ISM band. Internet connection is per-
formed on the gateway using cellular networks. 

There is only one gateway for a building. It creates the
network  and  acts  like a network  coordinator.  Except  that,
it’s also a sink device and all sensors send data to it. 

Since distances in the building are relatively long, routers
are used to transfer data from sensors to the gateway. They
are deployed on building storeys, one per a storey in every
building block. 

The sensors  and  actuators  are  deployed in every  apart-
ment of the building. Sensors are placed in the kitchen. Ac-
tuators are equipped with gas valves and located at the gas
pipe  entrance  point.  Except  valves,  actuators  can  be  con-
nected to a power grid to control power of electrical devices.

The data sent to the gateway is transferred to a web ser-
vice on the Internet and stored in a database.  The service
uses REST API to send and retrieve data for machines and a
web interface for human clients.

Users of the system are presented by apartment residents
and special service operators. All users have their own ac-
counts with their own restrictions.  For example,  apartment
residents have access only to devices in their apartments, the
special services have access to all gas sensors and a valve
actuator at the gas pipe entrance point of the building.

III. NODES DESIGN

A. Sensor

To  perform  combustible  gases  concentration  measure-
ments the node uses ATxmega16E5 microcontroller and the
commercial catalytic gas sensor. The sensor is manufactured
by NTC IGD (Russia) and its power consumption is 110mW
in continuous measurement  mode.  Since,  the catalytic gas
sensor  is  very  power  hungry,  to  decrease  its  power  con-
sumption  the  measurements  are  performed  in  periodical
mode and the special measuring algorithm is used.

The wireless communication is performed using Telegesis
ETRX3 module. It provides the IEEE 802.15.4/ZigBee stan-
dards compatible protocol and has UART control interface
with AT-style commands set.

The node is battery powered. It uses AA size lithium bat-
tery with 3.6V nominal voltage and 2600 mAh capacity. To
provide maximum efficiency in voltage conversion it is per-
formed by a TPS63060 DC-DC converter. The device gen-
erates output voltage of 3.2V from 2.5V to 12V on its input
with load  regulation  of  0.5% with power  save  mode dis-
abled.

To  maintain  the  low power  consumption  the  measure-
ments  are  performed  periodically  and  special  multistage
pulse  algorithm with  PWM heating  is  used.  This  method
was offered and discussed in [11]. 

The heating profile for the pulse is shown in Fig. 2. In the
first and second stages of the profile the sensor is heated up
to about 200C where catalytic reaction is kinetic-controlled
and there is no additional heating of sensing element from
target gas combustion. During the third and fourth stages the
sensor heating is continued and its temperature rises up to

Fig 3. Multistage pulse measurements current consumption

Fig 2. Heating voltage
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the  catalysis  external  diffusion  region  (about  450C).  The
heating voltage values for the stages are 3.2V, 0.7V, 3.2V
and 1.4V respectively. First and third of them are forcing the
heating process, second and fourth ensure the target temper-
ature stabilization.

The measuring circuit is controlled by the microcontroller
and includes two MOSFET keys to connect the sensor to the
heating  voltage  and  to  the  reference  resistor.  To  heat  the
sensor  up  the  microcontroller  forms  PWM  signal  with
10kHz frequency and appropriate duty cycle corresponding
to specific heating voltage. Measurements are performed be-
tween the heating pulses. The reference resistor - sensor di-
vider  is  connected to the microcontroller  ADC, where the
steady component is subtracted from the signal and the re-
sult is amplified with buit-in amplifier and converted. The
measurement  result  is  the difference  between sensor  volt-
ages at two different temperatures (measurement points in
the heating profile diagram). 

The sensor sensitivity in this case is 1.8 mV/vol%. The
node operates as a two-threshold device.  Threshold values
are 0.5 and 1 vol%. When the sensor crosses the threshold,
the  node  enables  alarm signals  and  sends  the  data  to  the
gateway.

To maintain the low power consumption the sensor node
performs measurements periodically once in 5 minutes. Be-
tween measurements the microcontroller disables power of
all components and goes to the power save mode. 

The current consumption of the measuring pulse is pre-
senting  in Fig.  3.  The duty cycles  during  the second and
fourth stages are 22 and 44 percents. Therefore, the average
current consumption value for the pulse is 37mA during 1.2
seconds. 

To maintain online status the node sends the data every
working  cycle.  The  average  current  consumption  in  this
state is 38mA during 0.35 seconds.

The  average  current  consumption  for  the  full  cycle  is
0.19mA. With the battery capacity of 2.6 Ah the node auton-
omous lifetime is equal to 570 days.

B. Actuator

The main function of an actuator is to control a gas valve
at a gas pipe entrance point. It also can be connected to a
power grid to control power of electrical devices.

The device is line powered. The power supply generates
voltages to supply a digital control circuit, electromagnetic
switches and external outputs.

The digital  control  circuit  consists  of  a  STM32F102C6
microcontroller  to  process  commands  and  a  Telegesis
ETRX3 module for  the WSN communication.  The supply
voltage of the circuit  is 3.3 V. To control  electromagnetic
switches with 12 V switching voltage the MOSFET keys are
used. 

The actuator provides four outputs to control external cir-
cuits.  Two  of  them are  connected  to  power  sources  with
12V/1A and regulated voltage. These outputs are originally
intended to control gas valves of different types, but can be

also used to drive another electronic devices. Another two
outputs can be connected to a power grid and commutate it.

C. Gateway and routers

Even though the transmission area of the communication
module  is  up  to  350  meters  without  obstacles,  walls  and
floor  decks  significantly  reduce  the  distance.  Coexistence
with other networks, like Wi-Fi, can decrease it even more.
Routers  provide  a  steady  way  to  transfer  data  between
nodes. 

Both routers and gateways are line powered and consist
of a power supply, a STM32F102C6 microcontroller and a
Telegesis  ETRX3  module.  The  gateways  have  additional
Telit GL865-QUAD GSM/GPRS communication module to
connect to the Internet.

IV. NETWORK ORGANIZATION

The network uses a tree topology. The main device of the
network is a gateway. The gateway always creates the net-
work and announce itself as a sink device. Other devices re-
quest the gateway address during connection process. 

The gateway and routers are full functional devices. That
means they are always ready to receive data, can be a parent
node for other nodes and can perform routing. All other de-
vices of the network are end devices and can’t  have child
nodes.

All sensors send data to the gateway. The data is sent only
when sensor states are changed. But every work cycle all de-
vices should announce that they are alive and connected to
the network. If a node haven’t sent an alive message in pre-
defined timeout, it’s considered to be offline and the system
generates alarm notification.

V. INTERNET CONNECTIVITY

The gateway sends data to a web service on the Internet
where it's stored in a database. To send the data HTTP pro-
tocol is used. To be safe the transmission is performed over
TLS  protocol.  The  protocols  realization  is  provided  by
GSM/GPRS communication module.

The web service uses REST API to send and retrieve data
for  machines  and a web interface for  human clients.  It  is
based on Apache HTTP Server and uses CMS Drupal and
MySQL database server.

CMS Drupal 8 is a flexible content management software
for websites and web applications. It's modular and can eas-
ily be extended. Drupal has built-in RESTful API with both
JSON and XML support  to integrate  it  with external  ser-
vices.

All devices are represented in the service by separate con-
tent type - Device Object. This content type have the follow-
ing  fields  to  represent  its  parameters:  Groups,  Network
class, Device address, Subdevice address, Status and Value.
Groups field contains information about groups associated
with a device. Network class is used to create separate ad-
dress space for networks with different standards and virtual
devices. Device address field represents the network device
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address (e.g., IEEE 802.15.4 MAC address). Subdevice ad-
dress is used to distinguish different parts of a device with
the same network address.  Status  field represents  the net-
work status of the device. And Value field contains an inte-
ger value.

Devices are connected to each other with event system.
Events are also represented by a special content type - Event
Object. Event Object contains the following fields: Source
device,  Target device,  Status, Operation, Parameter,  Value
and  Notification.  Source  device  contains  the  information
about a device which created the event. Target device points
to a  device  which  should  process  the  event.  Status   field
contains  the  event  status.  It's  equal  to  1 if  it's  a  pending
event, and to 0 if there is no need to process it. Operation
and Parameter fields define the way the event is processed.
Operation can contain one of the following actions: more,
less,  equal  and  changed.  This  actions  are  applied  to  the
source device value. The comparison is performed with Pa-
rameter field. When Operation is "changed", the Parameter
is ignored. Value field contains the data to assign to the tar-
get  device.  And  Notification  field  passes  the  notification
message to the event handler.

The event  system is  managed with Drupal  module.  All
devices of the network have their own Drupal nodes. When
a device node is changed, the event system looks for associ-
ated  events.  If  it  finds  any,  the  status  of  that  event  is
changed to 1 (pending event).

Gateways  regularly  lookup  the  event  list  for  pending
events. When such event exists, a gateway requests all infor-
mation about it and process it. After processing the gateway
modify the target device and sets the event status value to 0.

Device nodes are grouped to reflect the apartment build-
ing  and  the  apartment  it  belongs.  Since  all  devices  and
events are nodes, they are affected by built-in access control
system  of  Drupal.  All  users  have  their  own  restrictions
based  on  device  groups.  But  gateways  use a separate  ac-
count to have write access to all records.

VI. CONCLUSION

In this paper, a wireless system for combustible gas leak-
age monitoring in apartment buildings is presented. The sys-
tem consists of autonomous gas sensors,  actuators,  routers
and a gateway and is connected to the Internet. The architec-
ture of the system allows to adjust the number of nodes de-
pending on the number of apartments. The gas concentration
data is stored in the web service database on the Internet and
can  be  easily  accessed  from  any  mobile  device  (laptop,
tablet PC, smartphone, etc.). 

The system response time is determined by the duty cycle
of methane concentration measurements and can vary in dif-
ferent tasks. The peculiarity of the system is in relocation of
network  organization,  event  management  and data storage
functions to a web service in strong interaction with WSN.

To increase the autonomous lifetime we are going to use
alternative  energy  sources  for  components  of  the wireless
system in the nearest future [16].
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Abstract—Frequency domain features of inertial movement 

enables multi-resolution analysis for fall detection, yet they are 

computationally intensive. This paper proposes a 

computationally light frequency domain feature extraction 

method based on lifting wavelet transform (LWT) which 

provides computational efficiency suitable for real-time low 

power devices such as wearable sensors for human fall detection. 

LWT is combined with support vector machine (SVM) to 

identify falls from activities of daily living.  Performance of the 

Haar and Biorthogonal 2.2 wavelets were compared with the 

time domain feature of root-mean square acceleration using a 

human fall dataset. Results show that the first level detail 

coefficients features for both Haar and Biorthogonal 2.2 

wavelets achieve good overall fall detection accuracy, sensitivity 

and specificity. 

I. INTRODUCTION 

S many countries enter the era of aging society, they 
face critical elderly people’s health threats which are fall 

and related complications caused by the injury [1]. 
Considering the need of real-time monitoring and ease of use, 
wearable sensor systems are one of the most promising 
systems.  

Wearable sensor-based fall detection systems, inherently 
generate continuous monitoring of physiological 
measurements. Such system is usually a multi-sensor system, 
comprising sensors such as accelerometers, gyroscopes, 
pressure sensors and magnetometers. Datasets collected by 
such wearable sensors are thus, typically multi-dimensional 
and in large volumes. Such characteristics may cause hinder 
data processing and fall detection capabilities. Some 
researches therefore use feature extraction to reduce the 
amount and the dimensions of data [2] by extracting only 
necessary features. Existing feature extraction techniques 
include two main domains, i.e., time and frequency domains. 
Research such as [1], [3], [4] extracted time domain features 
including the mean value, maximum value, minimum value 
and variance, standard deviation of the patient’s physiological 
movements and other special features such as entropy and 
vertical direction.  
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In general, time domain features are straightforward and 
easy to visualize which means light computational burden for 
feature extraction. So the system is computationally efficient 
in achieving a real-time fall detection. However, the time 
domain statistical features considers only the displayed 
observable trends [2]. Consequently, time domain features 
may not suffice for accurate fall detection. 

Conversely, frequency domain features make use the 
spectral domain of the collected data which may not be clearly 
observable in the time domain. Frequency domain features 
were deployed for fall detection by [5] which used discrete 
stationary wavelet transform (SWT). In [6], a short time 
Fourier transform (STFT) was used for human activity 
recognition, whereby a fall was a subset of data in a series of 
continuous activities of daily living (ADLs). Ref. [7] created 
a prototype wavelet of typical fall pattern by using the average 
acceleration sum vector. The degree of similarity of the signal 
to the prototype was then computed though wavelet analysis. 
Results from the same classifier and real-world dataset 
revealed that the wavelet based features outperformed than 
other time domain features: upper and lower peak values.  

Feature extraction alone only enhance the features of the 
data acquired by the wearable sensors. However, to detect 
weather a fall occurred relies on the performance of the 
detection mechanism. The most common and simplest fall 
detection is the threshold method [8]. Nevertheless, the 
performance heavily depends on the fixed threshold level. 
Hence, it is rarely used alone, and often combined with other 
machine learning methods such as decision tree (DT) [9], 
[10], artificial neural networks (ANN) [11], hidden Markov 
model (HMM) [12]  and Support Vector Machine (SVM) 
[4], [14], [15] can be combined to outperform the threshold 
method [8], [14]. Among the machine learning methods, 
SVM was found the most robust for fall detection when 
compared to other methods such as threshold-based methods 
and the decision tree method [8]. However, most works which 
deploy SVM for fall detection use time-series features [8], 
[16]. It was found that SVM fall detection performance can 
be improved by a combination of time and frequency domain 
features [4]. In particular, the discrete Fourier transform 
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(DFT) was used to determine the spectral coefficients which 
is computationally intensive [4]. On the other hand, the lifting 
wavelet transform (LWT) is an efficient, light weight 
frequency domain extraction method [17]. To the best of our 
knowledge, there is no previous work that has combined LWT 
with SVM for fall detection. This paper is therefore focused 
on the study of feature extraction based on LWT used with 
SVM to detect falls from ADLs using root-mean square value 
from a single tri-axial acceleration sensor. 

The paper is organized as follows. Section II presents the 
proposed frequency analysis and the support vector machine 
scheme proposed in the paper. The time domain feature which 
is used for comparison is also introduced. In section III, the 
experiment based on a comprehensive fall detection dataset is 
described. Section IV presents the results and discussion and 
finally conclusions is given in the final section. 

II. METHOD 

A. Frequency domain feature extraction 

Feature extraction based on frequency analysis of the body 
inertia collected from sensors has been studied in the recent 
literature. Discrete wavelet transform (DWT) has been 
proposed for mobility monitoring, posture transition and 
activities classification in [18] using a single chest-mounted 
sensors. In [19], another frequency domain feature extraction 
method using short-time Fourier transform (STFT) was 
proposed to shorten the calculation time of DWT. Despite 
good results, the short time windows in STFT may not always 
be suitable for human motion which varies greatly. If 
windows are too short, STFT may be unable to identify the 
frequency in such a short period of time. If windows are too 
large, more information in time domain will lost. If the STFT 
window size is fixed, STFT may not be suitable for fall 
detection as human activities are flexible. Unlike DFT in [4], 
LWT can be constructed from time series signal directly. 
Unlike DWT in [18], LWT does not require convolution, 
translation or dilation of traditional mother wavelets. 
Furthermore, LWT allows in place calculation, with no need 
for auxiliary memory. Therefore, LWT provides 
computational efficiency suitable for real-time low power 
devices such as wearable sensors. In the following subsection, 
we describe LWT in more details. 

B. Lifting Wavelet Transform 

LWT has been introduced by Sweldens in 1997 [17]. The 
scheme theory is often described as three steps: split, predict 
and update. The split step is to split a signal into to two 
independent sequences, i.e, the even half and odd half 
sequences. Let 𝑥𝑖 be the original discrete signal at time index 
i. Let ݁𝑣݁݊𝑖  ሺ݀݀݋𝑖ሻ denote the ith index of the even (odd) 
sequence. We have that ݁𝑣݁݊𝑖 = 𝑥ଶ𝑖 and ݀݀݋𝑖 = 𝑥ଶ𝑖+ଵ, 𝑖 ∈𝐼. 

LWT is a recursive algorithm which splits the signal into 
halves at each level. If the original signal has 2n elements, then 
the next level will operate on 2(n-1)  elements. Hence, if the 
original signal has 256 elements, there will be 8 levels with 

the next level having 128 elements. The subsequent levels 
will have 64, 32, 16, 8, 4, 2 and 1 element. The odd values in 
the next level j+1 is predicted from the even value at level j: 

cDj+1,i = oddj,i - P( evenj,i )           (1) 
where P is the predict function which approximates the signal, 
cD is the high frequency component of 𝑥𝑖. This is called the 
Predict phase. The even values at the next level can be found 
from  

cAj+1,i = evenj,i + U ( cDj+1,i )          (2) 
where U is the update operation that updates on the 
differences from the odd values, cA is the low frequency 
component of 𝑥𝑖. This is called the Update phase. The multi-
level lifting scheme can be summarized in Fig. 1. The 
averages are sometimes called approximate coefficients 
whereas the differences are called the detail coefficients. 
There are two types of wavelets used in this paper. 

1) Haar wavelet:  

 Predict :  
 cDj+1,i = oddj,i - evenj,i      

Update : 

cAj+1,i = evenj,i +
ଵଶcDj+1,i         (4) 

2) Biorthogonal 2.2 wavelet:  

 Predict :  

cDj+1,i = oddj,i – 
ଵଶ(evenj,i + evenj,i+1 )   

Update : 

cAj+1,i = evenj,i +
ଵ4(cDj+1,i-1 + cDj+1,i) 

 
 

 

 Fig.  1 Forward lifting scheme 

 
 
Figure 2 shows a sample fall plot of the original signal 

and the first level LWT coefficient. The number of 
coefficients of cA1 (average or low frequency part) and cD1 
(detail or high frequency part) are half of the original signal 
according to the number of data points. By comparing cA1, 
cD1 and the root-mean square acceleration (SVtotal) in Fig. 2, 
it is seen that cA1 greatly correlates with the original signal. 
Note that cD1 also shows a peak similar to the original signal 
signifying a fall which occurred during the red highlighted 
window of one second. However, the baseline zero illustrated 
a more distinguished fall feature than cA1. Therefore, cD1 
was preferable than cA1 for feature extraction of falls.  

 

(3) 

(5) 

(6) 
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Fig.  2 A sample fall plot of SVtotal and after LWT cD1 and cA1 with 
data points inside “fall” window highlighted 

 

C. Time domain feature 

The tri-axial acceleration data collected contains Ax, Az, Ay 

in x-axis, z-axis and y-axis as a function of time. All 
accelerometer data were in factors of gravity units (g). The 
accelerometer components were used to calculate the root-
mean square acceleration denoted by total sum vector SVtotal: ܵ𝑉௧௢௧௔௟ = √𝐴௫ଶ + 𝐴௬ଶ + 𝐴௭ଶ  .   (7) 

D. Support Vector Machine 

Support Vector Machine (SVM) is a supervised machine 
learning model which is commonly used for anomaly 
detection and classification [20], [21], [22]. As a supervised 
learning model, SVM requires training from datasets with 
“labels.” The SVM concept is to map a set of data points from 
the real-world to a higher dimensional space. A boundary or 
hyperplane is created in a high dimensional space by training 
datasets to classify the features into fall or non-fall. Since the 
fall detection system inherently generates long-term 
continuous monitoring of physiological measurements, such 
datasets are usually large. Such characteristic may cause 
difficulty in data processing. To reduce the amount of data 
and achieve a higher calculating speed, the features of the data 
may be extracted from these raw datasets.  

To train the SVM, the data points in the dataset must be 
labeled. For example, in time domain, SVtotal was directly 
used as input feature. We labeled all the ADLs data points 
with “-1” whereas falls were labeled “1.” Fig. 3 depicts a 
sample plot of a fall along with non-fall activities like walking 
around and lying on the ground. Point A shows the peak value 
of the dataset. A highlighted window size with point A placed 
at the middle of the window is constructed. Within such 
window, all the data points are labeled “1” and the remaining 
data points outside this window are labeled    “-1.” The 
goal of SVM is therefore to distinguish the labels among the 
tested datasets using the model obtained from the trained data. 
The data points are typically non-linearly separable to classify 
in low dimensional space. However, if these points are 
projected onto a higher dimensional space, it is possible to 
find a hyperplane to classify the labels. Such projection is 

obtained through use of kernel functions such as linear, 
polynomial, sigmoidal, or the Gaussian radial base functions. 
It is with this kernel trick that makes SVM a powerful model 
to classify the labels in higher dimensional space. In the next 
section, the experiment settings are presented.  

 

 

Fig.  3 A sample plot of fall SVtotal with data points inside window 
highlighted 

 

III. EXPERIMENT 

As mentioned in the previous section, SVM requires 
training labeled datasets. As data input in the fall detection 
scenario involves both non-falls and falls data, We trained 
with both falls and non-falls italic in Table I.we first evaluate 
the SVM model with a hybrid fall and non-fall activities. The 
objective is to evaluate a suitable training dataset for SVM to 
detect falls. For the sake of simplicity, only the time domain 
feature (SVtotal) is studied. 

Once a SVM model is trained, we proceed to study the 
comparison between features in the time domain (SVtotal) and 
frequency domain (LWT using Haar and Biorgthogonal 2.2 
wavelets). Note that there are existing works which combined 
features in both time domain and frequency domain of data, 
the type of sensors, the number and position of sensors on 
human body, and in the volume of dataset for training and 
testing [1], [5]. From results gathered from existing literature, 
we focus on data collected from a single tri-axial acceleration 
sensor due to its low cost, reliability and efficiency.  
 

A. Performance metrics 

To evaluate the performance, we measure the True 
Positives (TP) or True Negatives (TN) which refers to the 
number of events correctly identified or correctly rejected. 
False Positives (FP) or False Negatives (FN) which represent 
the number of events incorrectly identified or incorrectly 
rejected [23]. These measurements provide the following 
necessary metrics required to evaluate the fall detection 
method: 
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1) Sensitivity (SE) or true positive rate is the capability to 
detect a fall correctly. It is an indicator to judge whether a 
system will miss a fall. It is given by ܵ𝐸 = 𝑇𝑃𝑇𝑃+𝐹𝑁 × ͳͲͲ%         (8) 

2) Specificity (SP) or true negative rate is the ability to detect 
a fall only if a fall really occurred. It is to avoid false alarm 
given by ܵ𝑃 = 𝑇𝑁𝑇𝑁+𝐹𝑃 × ͳͲͲ%        (9) 

3) Accuracy (AC) or correct rate refers to the overall freedom 
from false. This is given by 𝐴𝐶 = 𝑇𝑃+𝑇𝑁𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 × ͳͲͲ%      (10) 

It is worth noting that SVM classifies data points 
individually. However, to detect a fall within a certain 
window as shown in Fig. 3, a set of data points must be 
classified rather than just a single data point. Therefore, to 
determine a suitable decision region to decide whether a fall 
has occurred, we use a simple calculation for the percentage 

of predicted fall label “1” over the number of labels observed 
in an activity to compare with a predetermined threshold: ܶ = ௧ℎ௘ ௡௨௠௕௘௥ ௢௙ ௣௥௘ௗ𝑖௖௧௘ௗ "ଵ"௧ℎ௘ ௡௨௠௕௘௥ ௢௙ ௧௘௦௧𝑖௡௚ ௗ௔௧௔ ௣௢𝑖௡௧௦         (11) 

If T > threshold, the activity is a fall. Otherwise, else it is a 
non-fall activity. 

B. Training SVM Model 

We hypothesize that the best type of training dataset will be 
the combined set of both fall and ADLs dataset. Since not 
only falls but also ADLs data are contained in the hybrid 
training dataset, the more comprehensive information 
contained in training dataset, the more likely the model will 
decide correctly.  

The dataset we used to train and test the SVM models have 
been obtained from [24] including 70 activities (tri-axial 
acceleration of 30 falls and 40 non-falls collected and video 
recorded with Kinect camera) with details given in Table I. 
The tri-axial accelerometer data was sampled at 60Hz. 
Therefore, a one-second window for fall detection consists of 

TABLE I. 

DATASETS USED IN EXPERIMENT
1  

 
Data file Activities description Data file Activities description 

Falls Activities 
fall-01-acc From vertical falling left on the floor fall-16-acc From sitting falling right on the floor 
fall-02-acc From sitting falling left on the floor fall-17-acc From vertical falling forward on the floor 
fall-03-acc From vertical falling left on the floor fall-18-acc From sitting falling left on the floor 
fall-04-acc From sitting falling left on the floor fall-19-acc From vertical falling right on the floor 
fall-05-acc From vertical falling right on the floor fall-20-acc From sitting falling right on the floor 
fall-06-acc From sitting falling right on the floor fall-21-acc From vertical falling right on the floor 
fall-07-acc From vertical falling left on the floor fall-22-acc From sitting falling left on the floor 
fall-08-acc From sitting falling right on the floor fall-23-acc From vertical falling right on the floor 
fall-09-acc From vertical falling left on the floor fall-24-acc From sitting falling left on the floor 
fall-10-acc From sitting falling left on the floor fall-25-acc From vertical falling forward on the floor 
fall-11-acc From vertical falling right on the floor fall-26-acc From sitting falling forward on the floor 

fall-12-acc From sitting falling right on the floor fall-27-acc From vertical falling forward on the floor 
fall-13-acc From vertical falling forward on the floor fall-28-acc From sitting falling forward on the floor 
fall-14-acc From sitting falling right on the floor fall-29-acc From vertical falling forward on the floor 
fall-15-acc From vertical falling forward on the floor fall-30-acc From sitting falling forward on the floor 

Non-falls Activities (ADLs) 

Data file Activities description Data file Activities description 
adl-01-acc Walking, then squatting adl-21-acc From vertical lying on the bed 
adl-02-acc Walking, then squatting adl-22-acc From vertical lying on the bed 
adl-03-acc Walking, then squatting adl-23-acc From vertical lying on the bed 
adl-04-acc Bending 90 degree to pick up something adl-24-acc Walking, then squatting 
adl-05-acc Squatting to pick up something adl-25-acc From vertical to sitting onto a chair 
adl-06-acc Squatting to pick up something adl-26-acc Walking, then squatting 
adl-07-acc  From vertical to sitting onto a chair adl-27-acc From vertical to sitting onto a chair 
adl-08-acc From vertical to sitting onto a chair adl-28-acc Walking, then squatting 
adl-09-acc From vertical to sitting onto a bed adl-29-acc From vertical to sitting onto a chair 
adl-10-acc From vertical lying on the bed adl-30-acc From vertical lying leftward on the ground 
adl-11-acc From vertical lying rightward on the bed adl-31-acc From vertical lying forward on the ground  
adl-12-acc Walking, then squatting adl-32-acc From vertical lying forward on the ground  
adl-13-acc Walking, then squatting adl-33-acc From vertical lying forward on the ground  
adl-14-acc Walking, then squatting adl-34-acc From vertical lying forward on the ground  
adl-15-acc Bending 90 degree to pick up something adl-35-acc From vertical lying forward on the ground  
adl-16-acc Bending 90 degree to pick up something adl-36-acc From vertical lying rightward on the ground 
adl-17-acc Squatting to pick up something adl-37-acc From vertical lying rightward on the ground  
adl-18-acc From vertical to sitting onto a bed adl-38-acc From vertical lying forward on the ground  
adl-19-acc From vertical to sitting onto a chair adl-39-acc From vertical lying forward on the ground  
adl-20-acc From vertical to sitting onto a bed adl-40-acc From vertical lying forward on the ground  

Source: http://fenix.univ.rzeszow.pl/~mkepski/ds/uf.html 
1 The italic activities were used as training dataset. 
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60 data points. The dataset was divided into training set and 
testing set based on activities in the matching video of each 
data file. Table I consists of fall and non-fall (ADLs) 
activities. The SVM model has been trained with the datasets 
obtained in italics in Table I for a comprehensive dataset of 
various falls and ADL activities. 

Once the data points are labeled and trained, the SVM 
model is obtained. The SVM model is then used to classify 
the testing data. The dataset remaining (non-italic activities) 
in Table I  are used for testing. For each dataset tested, a data 
point is labeled “1” for data points predicted as a fall data 
point, or “-1” for data points predicted as non-fall data point. 
If the ratio of fall labels in an activity exceeds the determined 
threshold, then a fall has been detected. For each tested 
dataset, TP, TN, FP and FN is measured for the calculation of 
SE, SP and AC to evaluate the SVM model. Results are 
presented in Section IV. 

 

C. Comparing Time and Frequency domain features 

This part of the experiment is to compare the time 
domain feature (based on SVtotal) and the frequency domain 
features (based on Haar and Bioorthogonal 2.2 wavelets). 
Using the SVM model obtained in the previous experiment, a 
suitable level threshold level to detect a fall event for each 
feature is then found. For each feature, the percentage levels 
of threshold is tested at 10%, 20%, 30%, 40% and 50%. Then 
level is tested at finer threshold values. Results are shown in 
Table II. 

We then investigate closely how multiple levels of LWT 
coefficients affect the fall detection performance by 
evaluating the first five levels of coefficients of the Haar and 
Biorthogonal 2.2 wavelets. Results are shown in Table III. 

IV. RESULTS AND DISCUSSION 

A. Training SVM Model  

Results show that the SVM model trained and tested with 
time domain datasets of both falls and ADL activities gave a 
100% sensitivity, 97.14% of specificity and 98.31% accuracy. 
It should be noted that the 100% sensitivity is obtained from 
offline datasets with a predetermined threshold found from 
observing these datasets. Furthermore, a larger dataset 
collected from online simulated falls is currently under 
investigation. 

 

B. Comparing Time and Frequency domain feature 

Table II shows the performance comparison between time 
and frequency domain features at different levels of 
thresholds. 

1) Root-mean square acceleration: Table II shows that the 
best threshold for the time domain feature should be between 
10% to 20%. With fine threshold tuning, it is found that a 
threshold of 17-18% showed better preference than others 
(shown in bold fonts). Therefore, we chose 17% as the 
threshold to classify a fall or non-fall for time domain feature.  

2) LWT with Haar Wavelet: The appropriate threshold for 
Haar LWT is found by also ranged from 10% to 50%. As 

shown in Table II, the best achieved threshold should be under 
10%. To fine tune the threshold levels, the threshold is varied 
from 2% to 10%. It is found that the threshold at 8% 
outperformed other levels (shown in bold fonts). Thus, we 
chose 8% as the threshold for LWT using Haar wavelet. In 
Table III, multiple levels of LWT coefficients (cD1 to cD5) 
are evaluated. When tested with ADLs & Falls dataset, all 
specificity, specificity and accuracy values of 100% was 
achieved only in cD1 (shown in bold fonts). This result 
indicated that Haar LWT CD1 coefficients achieved a goal 
such that no ADL has been misclassified as a fall and detected 
most of the falls when training and testing using finite 
activities in Table I 
3)  LWT with Biorthogonal 2.2 Wavelet: From Table II, the 
optimal threshold for Biorthogonal 2.2 (Bior 2.2) should be 
under 10%. With a finer threshold search, results indicate that 
threshold level of 6% is the best level with 100% sensitivity, 
specificity and accuracy (shown in bold fonts). Similar to 
Haar LWT, Bior 2.2 LWT coefficients also show a good 
performance distinguishing falls from ADLs when using most 
cD levels. In Table III, cD1 also outperformed other levels of 
coefficients similar to Haar wavelet (shown in bold fonts). 
The reason may be the information contained in the frequency 
components that is helpful to classify activities by SVM. The 
cD1 components contained the most distinguishable 
information of falls, while cD5 contained the least 
information. Generally, Haar was slightly better at 
distinguishing ADLs from falls than Bior 2.2, whereas both 
LWT features outperform the time domain feature of root-
mean square acceleration alone. It is worth noting that these 
results are obtained by a comprehensive human fall dataset 
with video captures obtained from [24] which allow the 
thresholds and detail coefficients to be predetermined offline. 
Current ongoing work involves implementing the LWT and 
SVM on actual wearable sensor devices to be evaluated online 
for human fall detection for accuracy and efficiency. 

V. CONCLUSIONS 

In this paper, we propose a computationally light frequency 
domain feature extraction method called lifting wavelet 
transform (LWT) for a wearable sensor human fall detection 
device combined with a fall identifier using support vector 
machine model. The performance of the LWT using Haar and 
Biorthogonal 2.2 wavelets, together with the time domain 
feature of root-mean square acceleration have been evaluated 
with raw dataset acquired from a single tri-axial acceleration 
sensor from an existing human fall and activities of daily 
living dataset. 

Based on the dataset, suitable thresholds and level of detail 
coefficients can be predetermined. Consequently, the LWT 
frequency domain features are shown to have better 
performance than time domain features in terms of sensitivity, 
specificity and accuracy. Given a one-second window size 
under a sampling frequency of 60Hz, the best threshold in 
terms of the percentage of fall labels (“1”) per window is as 
follows, 18% for the time domain feature using the root-mean 
square acceleration, and 8% for Haar and 6% for 
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Biorthogonal 2.2 LWT wavelets when the SVM model is 
trained with both fall and non-fall datasets. The frequency 
domain feature from cD1 for both Haar and Biorthogonal 2.2 
wavelets achieved 100% overall accuracy whereas 98.31% 
overall accuracy was attained for the time domain feature, 
SVtotal. All features achieved 100% sensitivity from this 
dataset. In terms of specificity, the time domain feature, 
SVtotal, attained up to 97.14% whereas the two LWT features 
attained 100%. In a final note, ongoing work involves 
implementing the LWT and SVM on actual wearable sensor 
devices to be evaluated for human fall detection accuracy and 
reliability in real-time. 
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Abstract—IEEE 802.11 WLANs use carrier sense multiple ac-
cess with collision avoidance (CSMA/CA) to initiate the Request
to Send / Clear to Send (RTS/CTS) handshaking mechanism
that solves the hidden node problem. However RTS/CTS also
causes the exposed node problem where a node is unnecessarily
prevented from accessing the wireless channel even when such
access will not disrupt another nodes ongoing transmission.
In this paper, we present continuing evaluation of a method
for reducing exposed nodes in 802.11 ad hoc WLANs using
asymmetric transmission ranges for RTS and CTS frames. NS-
2 simulations show that the proposed method improves overall
network throughput in a topology scenario of a 3-D network
faced with ceiling/floor obstructions.

I. INTRODUCTION

ALTHOUGH wireless local area networks (WLANs) pro-
vide mobility and convenience, their efficiency in today’s

high demand networks is unsatisfactory. WLANs generate a
major portion of today’s global Internet access due to their
ease of use and their cost-effectiveness [1]. According to
a Cisco report, wireless and mobile devices will generate
68% of all internet traffic by 2017 [2]. A factor driving the
increase in use of wireless networks is the Internet of Things
(IoT) currently in deployment. Devices such as household
appliances, wearable devices and motor vehicles are being
equipped with capabilities to connect to the Internet and to
each other, wirelessly. In these scenarios, devices exist in
close proximity to each other resulting in intense wireless
channel contention which can lead to a severe degradation of
the wireless network performance because of a high number
of collisions.

The IEEE 802.11 MAC control is currently the most widely
used medium access control protocol for WLANs [3]. In
ad hoc networks, devices build automatic connections to
other devices with no centralized infrastructure. The lack of
centralized infrastructure to coordinate node activities gives
ad hoc networks the advantage of simplicity but also makes
them prone to collisions [3]. Since 802.11 networks do not
detect collisions, frames suffering a collision will be lost in
their entirety [4]. Thus, the goal in this type of networks is to
avoid collisions whenever possible.

Fig. 1. The hidden node problem

Fig. 2. The Standard RTS/CTS handshake

A. Hidden node problem

The hidden node problem occurs when a node is visible
from one intermediate wireless node, but not from other nodes
communicating with that node. In Fig. 1 B is the intermediate
node. Both nodes A and C can communicate with node B,
however, nodes A and C cannot sense each other since they
are outside each others communication ranges and this leads
to difficulties in the media access control layer. If node A and
node C both start transmitting to node B at the same time,
packet collisions/loss occurs at node B.

B. RTS/CTS handshake

To solve the hidden node problem, the 802.11 MAC pro-
tocol includes an optional channel reservation scheme to
help avoid collisions. This scheme is implemented through a
CSMA/CA technique using the four-way RTS/CTS handshake
shown in Fig. 2: In Fig. 2, a node with a packet to send,
the Source Node, sends an RTS packet when it senses the
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Fig. 3. The exposed node problem

channel being free for a period known as the DCF Interframe
Space (DIFS). If the RTS packet is successfully received by
the Destination Node without suffering collisions, it replies
with a CTS after a period known as Short Interframe Space
(SIFS). After receiving the CTS, the Source Node sends the
data and waits for an acknowledgement (ACK) from the
Destination Node to indicate successful transmission of the
data i.e. DATA. Although the RTS/CTS exchange helps reduce
collisions caused by hidden nodes, it also introduces another
problem known as the exposed node problem.

C. Exposed node problem

Exposed nodes are nodes that are prevented from commu-
nicating with other nodes in their transmission ranges because
they are close to a sending node and overhear the RTS frame
[5]. Fig. 3 explains the exposed node problem. When node
B initiates a transmission to node A by sending an RTS,
node C overhears the RTS and is forced to defer its planned
transmission to another node, i.e node D. It is a mistake for
node C to not transmit to node D just because it can overhear
node B’s transmission. Node C’s transmission to node D
would not be a problem because it does not interfere with
node A’s ability to receive from node B. Thus, node C is
known as the exposed node in this scenario and has to hold its
transmission for the Network Allocation Vector (NAV) period
defined in the RTS frame. This decreases network spatial
utilization and performance [6].

The CSMA/CA technique has not been improved since 1999
[7]. Although there have been several amendments to IEEE
802.11 standards since their ratification in 1997, CSMA/CA
communication control technique has not caught up with the
latest physical layer advancement. With the increased usage
of wireless networks, it is important to optimize WLAN
technology for the current and future environment.

In previous publications, we presented results for simula-
tions based on an XY plane for grid and random distribution
topologies [8]. In this paper, we introduce simulation results
for an ad hoc WLAN deployed in an office building that
represents an XYZ three-dimensional plane. This is in order
to consider the elevation of the room and the attenuated
received signal strength (RSS) in evaluating the difference in
throughput between the standard RTS/CTS scheme and the
proposed method.

The rest of this paper is organized as follows: Section II
describes related works, Section III the proposed exposed node
reduction idea and Section IV discusses the AODV routing
protocol used to transport the data packet from sender to
destination. Section V discusses the simulation set-up and
results and Section VI concludes the paper.

II. RELATED WORKS

Our first research of the proposed method was reported
in [6]. However, the research in [6] focused primarily on
multi-rate transmission of RTS and CTS frames in order to
control transmission range. Our method directly adjusts the
transmission ranges of the control frames without considering
transmission rate. This is done for simplicity and to not cause
complications with the PHY layer convergence procedure
(PLCP) preamble whose transmission rate cannot be changed.
Additionally, the simulations in [6] were limited to evaluating
the basic performance of the method with regards to only
next-hop neighbour node communication. Our evaluations go
a step further to evaluate end-to-end network communication
by taking into account the routing protocol used.

Another method that effectively solves the hidden and
the exposed node problems is the Dual Busy Tone Multiple
Access (DBTMA) method described in [9]. DBTMA uses two
out-of-band busy tones to protect the RTS packets and the
DATA packets from interfering stations by assuming separate
channels for tones and data. Although it is technically possible
for wireless devices to communicate using multiple channels
simultaneously, the MAC protocol in 802.11 networks is
designed for a single channel only [10]. Hence, we only
consider single channel communication in this research.

Other methods proposed in literature to solve the exposed
node problem are such as that described in [11]. The method
called Selective Disregard of NAVs (SDN) selectively ignores
certain physical carrier sense and NAVs. This method needs
additional functionalities to be implemented in nodes and lacks
compatibility with the IEEE standard. Other MAC protocols
based on Multiple Access with Collision Avoidance (MACA)
were proposed in [12] that exploit control gaps between the
RTS/CTS exchange and the subsequent DATA/ACK.

III. PROPOSED IDEA

A. Overview

The IEEE 802.11 standard performs RTS/CTS handshaking
to avoid collisions by eliminating hidden nodes. However, the
RTS/CTS scheme introduces another problem referred to as
the exposed node problem from nodes close to a transmitting
node that overhear the RTS frame.

B. Asymmetric transmission ranges for RTS and CTS

To mitigate the exposed node problem, the proposed method
uses asymmetric transmission ranges for RTS and CTS frames.
This is achieved by setting the transmission range of RTS
frames to be less than that of CTS frames. We employ the
fundamental method described in [6] to express the concept of
asymmetric RTS/CTS transmission ranges as shown in Fig. 4.

886 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



Fig. 4. Asymmetric RTS/CTS transmission

Reducing the transmission range of RTS frames means we
eliminate some of the exposed nodes i.e. E that were included
in the original RTS transmission range; and overhear the RTS
frame from the transmitting node, S. This means that the total
number of exposed nodes in the network is reduced and can
even be completely eliminated if the RTS range is included
in CTS range. RTS frames do not need to have such a wide
transmission range, as they only need to reach the receiving
node in order to provoke a CTS response [6]. Thus if the
transmission range of RTS is set to the minimum distance,
only reaching the receiving node, this is enough to provoke
CTS from the receiver node.

IV. AODV ROUTE DISCOVERY

A. Overview

Nodes in an ad hoc WLAN cooperate in routing the data
packets from the source node to the destination node since
there is no centralized control. One of the most popular routing
algorithms in ad hoc networks is the Ad Hoc On-Demand
Distance Vector (AODV). AODV is a form of reactive routing
that establishes routes between nodes only when they are
requested and uses HELLO messages to discover neighbour
nodes [13].

AODV uses hop count for choosing which route to use to
transfer data from a source node to a destination node [13].
Because we are dealing with randomly placed nodes in our
simulation, we need an efficient way to transmit the data
packet from the source to the destination that incorporates
the proposed asymmetric transmission ranges for RTS and
CTS. In our work, we used the next-hop distance from
AODV routing information to dynamically change the RTS
transmission range.

B. Received Signal Strength

In multi-floor buildings, wireless signals can propagate
through multiple floors in a phenomenon known as Inter-floor
interference [14]. In such cases, a wireless node on Floor−X

Fig. 5. Received signal attenuation model

will receive signals from nodes from the floors above and
below, leading to interference issues.

In wireless networks, the received signal strength indica-
tor (RSSI) can be used to estimate the distance between
nodes [15]. Fig 5 shows a schematic of the received signal
attenuation as it crosses the ceiling/floor. In the standard
RTS/CTS method, the RSSI of RTS frames reaches adjacent
floors, causing exposed nodes on those floors. RSSI decreases
exponentially as the distance from the signal source increases
[15]. In simulating the three-dimensional office-building sce-
nario; we adjust the RTS transmission range considering the
attenuation of the received RTS signal by the ceiling/floor. We
use the RSSI attenuation model given in [15] using equations
1 and 2 below:

RSSI[dBm] = −10nlog10 ×
d

d0
(1)

d =
RSSI

−10n
(2)

In equations 1 and 2, n is the attenuation factor, d is the
distance from the node to the point of measurement and d0
is a reference point distance. These parameters were used
to calculate the indoor propagation environment of the RTS
frames.

V. NS-2 SIMULATION AND RESULTS

A. Overview

We use the Network Simulator-2 (NS-2) to verify the pro-
posed method. NS-2 is an open-source; event-driven simulator
commonly used for communications research [16]. We use a
simple power threshold scheme to control the transmission
range of RTS frames. In 802.11, the transmission range of
packet is determined by the power with which the packet is
transmitted from the transmitting node. At the MAC level,
we set a threshold that restricts how far an RTS frame goes
as described in Algorithm 1. The newRTSThresh variable
is compared to a received RTS packet’s power level during
runtime using Algorithm 1. If the power level is found to
be larger than the level defined by newRTSThresh, the
incoming RTS packet is simply discarded. In this way, we are
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Algorithm 1 set RTS range
if (RTSpacketpower > newRTSThresh then

discard(p,DROPMACBUSY );
return ;

end if

Fig. 6. The simulation model

able to confine RTS packet to a certain transmission range and
in turn reduce the number of exposed nodes in the network.

B. 3-D Simulations

For the simulations, we assumed a small four-story office
building to evaluate the asymmetric RTS/CTS method. The
RTS transmission range was dynamically determined during
runtime based on the next-hop distance as described in Section
IV. We set the X-axis and Y-axis of the office floor to 180m
and the ceiling-to-floor height to 5m. The nodes on each floor
were randomly distributed in such a way that each node was
within 70m of another node. This was to ensure that each pair
of nodes were within the proposed method’s RTS transmission
range of half the CTS transmission range which was set to
140m.

In Fig. 6 which shows the simplified building model, the
distance from n1 to n2 is 50m. Based on the information re-
ceived from AODV’s HELLO packets, the proposed method’s
RTS transmission range (i.e RTS′) is set to 50m. From Fig. 6,
we can observe that n0 and n3 would have been exposed
nodes using the standard RTS transmission range. and Table. I
presents the rest of the simulation parameters and conditions:

C. Analysis of results

We present simulation result comparison between the Stan-
dard and the Asymmetric RTS/CTS methods. Fig. 7 shows
packet drops between the two methods for the 25 nodes sim-
ulated in our 3-D scenario. The Standard method experiences
a higher number of CBR packet drops per node with the
overall number of drops for the network at 1400 packets in
comparison to the Asymmetric method with an overall packet
drop of 507. This means the proposed method provides a
63.8% reduction in packet drops. The packet drops from un-
successful CBR packet transmissions in the Standard method

Fig. 7. Throughput results

Fig. 8. Throughput results

are a result of secondary transmission failures as exposed
nodes are prevented from communicating with other nodes
in their communication ranges. Fig. 8 shows the number of
dropped RTS packets between the two methods. The Standard
method has an overall high number of dropped RTS packets
than the Asymmetric method. RTS packet are dropped when
the retry count set at the MAC layer is exceeded (after 7 failed
RTS transmissions in NS-2). However; because some exposed
nodes around the receiver have already received the failed RTS
packet, they enter the NAV period and back-off from accessing
the channel. With the Asymmetric method, even with RTS
packet failures, some nodes around the sender will still be
able to communicate leading to the increase in throughput
presented in Fig. 9. Fig. 9 shows the throughput comparison
between the Standard RTS/CTS and the proposed Asymmetric
RTS/CTS methods for the 25 randomly distributed nodes using
no RTS/CTS, using the standard RTS/CTS method and using
the Asymmetric RTS/CTS method. Throughput was calculated
using Equation 3:

Throughput =
TotalReceivedPackets× PacketSize

RoundTripT ime
(3)

From Fig. 9, we can clearly see that the Asymmetric RTS/CTS
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TABLE I
SIMULATION PARAMETERS

Transmission range
Frame Type Standard RTS/CTS Asymmetric RTS/CTS
RTS 140m Next-hop node distance
CTS 140m 140m

Other parameters
Data packet size 3000 bytes
Propagation model TwoRayGround
Routing protocol AODV

Simulation conditions
Simulation time 60 seconds
Simulation frequency x300
Communication start time Uniform Random

Fig. 9. Throughput results

method has significantly higher throughput even in scenarios
with obstacles such as the ceiling or floor. We attribute this
throughput gain to the elimination of exposed nodes in the
network.

VI. CONCLUSION

In this paper, we present further evaluation of a novel
method for reducing exposed nodes in ad hoc WLANs using
asymmetric transmission ranges for RTS and CTS frames. To
set the RTS transmission range, we used the next-hop node
selected by the AODV routing protocol to determine the best
route to the destination while keeping the RTS range at a
minimum. We employ an RSSI attenuation model to consider
obstacles to the wireless signal in our simulated 3-D model.
Simulation results show that the proposed method has better
overall network throughput than the standard method.

Future work will look at the effect the proposed method has
in scenarios of mobile nodes in indoor settings. Furthermore,
we will study the impact of a destination having multiple
sources. These evaluations will allow us to further validate
the usefulness of the Asymmetric RTS/CTS idea and propose
it as an adjustment to the RTS/CTS standard in IEEE 802.11
WLANs.
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Abstract—In control applications, we often encounter systems
that respond to the change of control signal in an undesirable
way. To adjust system output, there arises the need to know
system parameters, so the identification has to be performed.
The aim of this paper is to compare upstanding identification
error that is the consequence of dataset size, input signal type,
and quantization error occurring in the signal. The experimental
part of this paper presents the results measured on the real device
and shows the identification results.

I. INTRODUCTION

THE purpose of identification is to experimentally deter-
mine the structure and complexity of the model. After

determining the structure and complexity of the model, an
appropriate method is used to estimate the unknown system
model parameters.

The first step in system identification from experimental
data is modelling. The behaviour of the model is determined
by the structure of the system and by the properties of the
equations describing the relations of the action members.
The way the individual subsystems are interconnected and
how they operate is described by the overall system and
its behaviour. The behaviour of the system obtained using
equations describing the physical model can be described in
detail by a set of algebraic and differential equations.

II. SYSTEM IDENTIFICATION BACKGROUND

In automated control and signal processing, we understand
the dynamic system model as a mathematical description of the
relationship between inputs and outputs of the system. Based
on this context, it is possible to determine the system transfer
function and thus to identify the system. Basic methods of
identification may include methods such as transition and
impulse characteristics. The excited input has the character
of a single jump or a unit pulse, and the output signal states
the model. The application of these techniques is simple, not
very susceptible to noise. Another drawback of using these
techniques to identify the system is the need to introduce a unit
jump / input impulse, which is undesirable for some systems
[1]. For this reason, we are also addressing other systems
identification approaches that are described in the following
text.

The gradient method and the least squares method can be
used to estimate the parameters of any linear system [2], [3],

[5]. For simplicity and clarity, consider the transport delay
d = 1. Equation (1) states that

y(k) = ϕT (k − 1)θ, (1)

where
θ = [−a1 . . .− an b0 . . . bm]T ,

ϕ(k − 1) = [y(k − 1) . . . y(k − n) u(k − 1) . . .

. . . u(k −m)]T .

(2)

θ is the vector of the system parameters we are trying to
determine and ϕ(k − 1) is called a regression vector as
it is made up of previous system inputs and outputs that
affect the current system output value. When determining the
correct system parameter values, it is necessary to determine
the initial estimate θ̂(0). Then the parameter values are so
adjusted that the difference between the estimated system
output ŷ(k) = ϕ(k − 1)T θ̂(k − 1) and the actual output of
the system y(k) = ϕ(k−1)T θ is minimized in time. The task
of adaptation is thus minimization of the error between the
difference of the expected and the actual output (3).

e(k) = |y(k)− ŷ(k)| = |ϕ(k−1)T θ−ϕ(k−1)T θ̂(k−1)| (3)

The adaptation scheme is illustrated in Fig. 1.

Fig. 1. The adaptation scheme of model parameters.

III. MODELLING AND SIMULATION OF THE
ACCELEROMETER BASED SYSTEM IDENTIFICATION

In order to observe the behaviour of the model, the model
must first be conducted. At first, we need to define the prop-
erties of the system that we are modelling. When modelling
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a weakly damped linear discrete system, it is necessary to
determine the system’s own frequency and the damping ratio.
A relationship

d2x(t)

dt2
+ 2ζωn

dx(t)

dt
+ ω2

nx(t) = f(t) (4)

evokes that the knowledge of these parameters is sufficient to
describe the second order differential equation and hence the
ideal stabilized system [7]. To solve this differential equation,
Laplace transform means were preferred for clarity, by means
of which it is possible to shift from a mathematical model in
the form of a differential equation to a system description by
means of F (s)

F (s) =
ω2
n

s2 + 2ζωns+ ω2
n

. (5)

After transforming into a z-plane we get a defined discrete
model describing the system we want to simulate. The advan-
tages of such writing include a relatively simple determination
of the location of the zeros and poles based on the polynomial
numerator and denominator of the system.

In order to verify the suitability of the identification method,
it is adequately to generate several kinds of input signals to
excite the modelling system. Selected control signals include
unit pulse, unit jump, harmonic signal, or a combination
thereof. Due to the fact that we model the data obtained from
the accelerometer, it is necessary to set certain limitations.
The simulated control signals are suitable for a certain width.
We decided to represent the result by a 12-bit binary num-
ber. These signals were also affected by quantization noise.
Quantum error has the character of white noise and normal
distribution [7]. Based on the above, noise is generated with a
normal distribution in the range determined by the sensitivity
of the measurement and the range and is then added to the
input and output signals.

IV. SYSTEM IDENTIFICATION USING THE LEAST SQUARES
METHOD

To use this method for identification, it is necessary to have
at least P data from the data set (6), whereby

P = n+m, (6)

where n is the order of denominator and m is the order of
numerator [3], [5]. Thus, the second order transfer function is
in shape

ŷ(z) =
b0 + b1z

−1

1 + a1z−1 + a2z−2
u(z) + e(z), (7)

where the measurable magnitudes are only the input U(z) and
the output of the model Y (z). Systems with higher order can
be represented analogically. The aim is to identify coefficients
of the numerator b, the denominator a of the system, but about
the random error e(n), we know only that it has a Gaussian
distribution, the character of the white noise, and a zero mean

value [4]. The equation (7) can be rewritten into the analytical
form



u(k) u(k − 1) −ŷ(k − 1) −ŷ(k − 2)

u(k + 1) u(k) −ŷ(k) −ŷ(k − 1)

u(k + 2) u(k + 1) −ŷ(k + 1) −ŷ(k)

u(k + 3) u(k + 2) −ŷ(k + 2) −ŷ(k + 1)







b0

b1

a1

a2


+

+




e(k)

e(k + 1)

e(k + 2)

e(k + 3)


 =




ŷ(k)

ŷ(k + 1)

ŷ(k + 2)

ŷ(k + 3)


 .

(8)

By stating

Ap =




u(k) u(k − 1) −ŷ(k − 1) −ŷ(k − 2)

u(k + 1) u(k) −ŷ(k) −ŷ(k − 1)

u(k + 2) u(k + 1) −ŷ(k + 1) −ŷ(k)

u(k + 3) u(k + 2) −ŷ(k + 2) −ŷ(k + 1)


 ,

θp =




b0

b1

a1

a2


 , ep =




e(k)

e(k + 1)

e(k + 2)

e(k + 3)


 and ŷp =




ŷ(k)

ŷ(k + 1)

ŷ(k + 2)

ŷ(k + 3)




(9)

we obtain
ŷp = Apθp + ep. (10)

The minimum number of required data is usually small. For
the second order system, at least four consecutive data from
the data set must be available. The complexity of the system
also increases the minimum number of data points needed for
sufficient accuracy. This has the effect that P is much larger
(the number of rows of the A matrix grows). A larger P should
provide more accurate definition of system parameters. The
equation used to find optimal parameters (the smallest error)
is

θ̂p = A+
p ŷp, (11)

where A+
p represents a pseudo-inverse matrix to Ap (12) [6].

A+
p = (AT

p Ap)
−1AT

p (12)

From the definition of this method, it can be deduced that
choosing a larger number of input-output sample pairs leads
to a more accurate system determination (Fig. 2).

Fig. 2. Comparison of the system and models obtained using different number
of samples.
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The error we commit when identifying depends on the num-
ber of samples used to determine the model parameters (Tab.
I). However, it is important to be aware of the computational
difficulty that grows with the addition of additional samples
to be classified.

TABLE I
A COMPARISON OF OVERALL ERROR OF MODELS USING DIFFERENT

NUMBER OF SAMPLES.

Number of used samples RMS error
10 295,4
20 202,4
40 196

100 172,3
200 190,9
400 3,905

When designing the simulation, we considered the appro-
priate choice of parameters. Based on the conducted initial ex-
periment, we considered sampling frequency 400Hz, damping
ratio 0.05 and a resonant frequency of 28Hz as the parameters
of second order system.

The nature of the input signal has also an impact on the
system identification. In some cases, the process of determin-
ing system parameters can not be defined as the reaction of
the system to a signal in the prescribed form, which results in
a limitation resulting from the suitability of the control signal
being used. The response of the system to various input signals
(Fig. 3) determines the parameters of the identified system
differently. In our case, we chose the size of the identifying
set to 20 input and 20 output data. The error that occurs in
the input and output signals reaches a maximum of 1% of the
range.

Fig. 3. Behaviour of selected control signals.

Adequacy of the use of different types of control signals
for identification purposes may be expressed as a root mean
square error (RMS error) (Table II). From the test results, it
can be observed that in the least squares method it is advisable
to use jump control signals for identification. Introducing an
error in the input and output signal representing noise from the
sensor device greatly affects the quality of the identification.

The simulation showed, that if no error occurrs in the signal,
this method has excellent results. By adding noise to the ideal
signal, the result becomes less accurate, which in some cases
has led to a poor classification of the system. White noise
with normal distribution is generated and has a zero average
value within a certain range and is then added to the input

TABLE II
A COMPARISON OF OVERALL ERROR OF MODELS USING DIFFERENT

CONTROL SIGNALS.

Identification control signal RMS error
unit pulse 1,161
unit step 0,9191

ramp 1,344
harmonic aperiodic function 2,081

and output signal (Figure 4). Thus affected input and output
signal are used in the identification process.

Fig. 4. Histogram and normal distribution function of generated error.

By enhancing the set of input and output signal samples,
the quality of identification improves, but not sufficiently. The
influence of selected noise levels at the value of the twenty
inout samples used for identification is shown in Tab. III.

TABLE III
THE IMPACT OF NOISE ON THE QUALITY OF IDENTIFICATION.

established error RMS error
0% 0,009812
1% 2,266
2% 2,401
3% 2,484
4% 2,547
5% 2,606

Practical application has shown that when eliminating resid-
ual vibrations, it is important to determine the exact frequency
of the system as accurately as possible. These results served
as a basis for modifying the identification of systems in the
frequency domain.

V. EXPERIMENTAL RESULTS

Based on the need to control the coin hopper tester device,
we have chosen this device as a system that needed to be
identified. When identifying the dynamic properties of the sys-
tem, we used printed circuit board featuring an accelerometer
(Fig. 5).

As a control element, ATmega168 microcontroller was used.
Its task was to provide the LSM303DLHC accelerometer
configuration and send the recorded data via the RF module
RFM73 to eliminate the undesirable phenomena associated
with the use of wire communication. The accelerometer has
been set to measure acceleration in the x, y and z axes. The
sampling rate was set to 400Hz, which corresponds to the
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Fig. 5. Coin hopper tester device with marked critical part.

maximum possible recording speed when the accelerometer is
used.

As the receiver, we used a PCB with ATmega8A micro-
controller. The role of this microcontroller was to receive the
recorded data sent to the RFID measurement module via the
RFM73 RF module and then to send results using the UART
peripheral. In order to be able to continue working with this
data on the computer, we used a communication interface
converter to convert between USB and UART peripherals.

The measuring device was positioned such that the move-
ment of the arm manifested mainly in one axis of the
accelerometer (Fig. 6). On the PC, the incoming data has
been aggregated into a file so it could be analyzed. We used
Matlab to analyze measured signals representing acceleration
in individual axes of the accelerometer.

Fig. 6. Data obtained from critical accelerometer axis.

Using the least squares method, we determined the ze-
roes and poles of the system. After a series of parameter
estimations, when it was not possible to minimize the error
below the set level (Fig. 7), a situation occurred, in which
the analyzed signal represented residual vibrations (Fig. 8).
When approximating such a signal, we made errors as shown
in Fig. 9.

VI. CONCLUSION

This paper presents error comparison when identification
using least squares method is applied. The obtained results
confirm that the error we commit by identification directly
depends on the number of samples used for model parameters
determination.

Fig. 7. Comparison of system and model reaction.

Fig. 8. Comparison of system and model reaction.

Fig. 9. Satisfactory identification of system parameters - identification error.

Another aspect that needs to be noticed is the control signal
that is used in identification process. The deviation of model
parameters results in the error on system output. It was shown
that the input signal should generate adequate excitation of the
system, otherwise the error significantly affects the parameter
estimation.
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[1] Karpiš O., Miček J., Olešnaníková V.: Using of compressed sens-
ing in energy sensitive WSN applications FedCSIS 2015, September
13-16, Lodz, Poland. - ISBN 978-83-60810-65-1. - pp. 1233-1238,
http://dx.doi.org/10.15439/2015F167.

[2] Skovranek T., Despotovic V.: Identification of Systems of Arbitrary
Real Order: A New Method Based on Systems of Fractional Order
Differential Equations and Orthogonal Distance Fitting, ASME 2009
Inter. Design En. Tech. Conf. and Computers and Information in
Engineering Conference, pp. 1063-1068, 2009.

[3] McKelvey T.: Least Squares and Instrumental Variable Methods, Control
Systems, Robotics, and Automation, in EOLSS, Developed under the
auspices of the UNESCO 2004.

[4] Guo W.: Modelling and Simulation of a Capacitive Micro-Accelerometer
System, Proceedings of the 33rd Chinese Control Conference July,
Nanjing, China, 2014

[5] Švarc I., Matoušek R., Šeda M., Vítečková M.: Automatické řízení, Brno:
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Abstract—Switching power converters can achieve very high
efficiency. However, they do so only for slim subset of operating
conditions. Power supplies and loads with highly variable param-
eters do not operate at peak performance all the time. Energy
harvesting and battery powered systems are typical examples.
This paper studies the convenience of heterogeneous parallel
DC-DC converter as a solution to this problem. The use of
multiple diverse converter topologies in parallel could expand
range of operating conditions with high efficiency. Such solution
poses another issue of balancing workload across all topologies
in system with minimal computational power. Efficiency of
proposed converter is estimated by modelling converter circuits
and running heuristic optimization on these models.

I. INTRODUCTION

EFFICIENCY of DC-DC converters can exceed 90% for
specific operating conditions. If power supply is sta-

ble and load operates at constant voltage converter design
can be easily optimized. For example when powering low-
voltage electronics from high-voltage grid. Battery powered
devices complicate circuit optimization as voltage of the
battery changes in relation to its capacity. Use of energy
harvesting presents further complications due to wide range
of operating voltage, available power and their variability
over time. Maximum power point tracking methods can adapt
operating point of the converter to extract the most from
the supply. The limit of such adaptation is in the circuit
design. Aim of this paper is to study the use of DC-DC
converter consisting of multiple parallel lines with variable
topologies. High variance of these topologies is important, so
each parallel branch reaches peak performance at different
operating conditions. This brings another problem, how to
divide required output current among available topologies.
It is important to note, that the power consumption of the
converter itself needs to be minimal, as it is also considered
power loss which decreases the overall efficiency of the power
management system. Required computation of the balancing
can use limited resources of low-power microcontroller or
has to be performed elsewhere. To test both methods, we
first create mathematical model of power loss of selected
topologies, where brute-force algorithm running on computer
with high computational power can find optimal operating
distribution for given precision. Afterwards we used created
models to develop heuristic optimization algorithm, capable of

running on device with limited computational power. Proposed
converter can be part of power management system used in
wireless sensor nodes, smart appliances or off-grid power
systems.[1]

II. LOSS MODELS OF DC-DC TOPOLOGIES

Performance of heterogeneous parallel converter is evalu-
ated by creating electrotechnical model of loss of individual
parallel paths. It is best if convertor topologies forming parallel
paths are diverse. Specialization of each path for unique
conditions increase overall efficiency of the system. Buck-
Boost and Fly-back topologies are first candidates, due to
differences by the use of simple inductor versus transformer
[2]. Next evaluated is combination of two inductors and a
capacitor in what is known as Zeta topology. Loss models
are based on equations used by various circuit manufacturers
[3] [4] [5] [6] [7] [8]. Flawless mathematical model of circuit
loss would be more complex than is necessary for our purpose.
Dispersion, degradation and temperature drift of component’s
properties make perfect model almost impossible. Models are
limited to regard following losses: conduction loss on parasitic
resistance, transistor gate switching and transistor linear mode.
Evaluated operating frequencies are chosen in range from
10kHz to 250kHz, so properties with insignificant impact
within this range can be ignored, namely: loss on inductor
core, transistor drain-source capacity, parasitic properties of
wiring. This will increase loss on capacitor filtering output
voltage, but its impact is also ignored as it is shared by
all tested converters. Narrow frequency range allows model
to consider frequency dependent properties as constants -
capacitor impedance, inductance value and parasitic resistance
of inductors. Model assumes switching transistors operate
synchronously without losses caused by imperfect timing. Due
to all mentioned simplifications, created models are suitable
for comparative study and not for precision tasks like control
algorithm.

Important steps in calculation of loss model are :
• Calculating ciritical conduction current.
• Determining operating mode (continuous or discontinu-

ous) by comparing critical and required output current.
• Calculating duty cycle for active mode.
• Calculating current flowing through each component.

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 895–899

DOI: 10.15439/2017F199
ISSN 2300-5963 ACSIS, Vol. 11

IEEE Catalog Number: CFP1785N-ART c©2017, PTI 895



Fig. 1. Schematics of used converter circuits - (top left) four switch buck-boost, (top right) Zeta, (bottom left) Fly-back. Overview of formed multitopology
converter is at bottom right.

TABLE I
LIST OF COMPONENTS USED FOR THE TESTING

Schematic symbol Component
L MCSDC0805-270KU

Q3,Q4,Q5,Q8 (N-MOSFET) SI2302CDS-T1-E3

Q1,Q2,Q6,Q7 (P-MOSFET) SI2301CDS-TI-GE3

C AVX 18125C475KAT2A

T1 ratio 1:100
RLV =0,1Ω RHV =3,3Ω

LLV =51µH LHV =5mH

Particular order of these steps depends on the form of
equations describing the circuit. Other circuits may need extra
steps specific to them. Model also requires parasitic values
of used components. These were filled with typical values of
common real world components listed in Table I. Transformer
parameters were measured directly on specified part at fixed
frequency 100kHz, due to lack of documentation.

For desired output voltage 3.3V and fixed switching fre-
quency 100kHz, these models form spaces shown in Figure 2.
Combinations of these spaces at three different frequencies are
in Figure 3. Both these figures show different characteristics of
each converter topology. Buck-Boost is the only one that can
pass input voltage directly to output. This is reflected by ridge
in area where input and output voltages have the same value.
Loss of this topology seems to increase the least with increased
frequency, which may be caused by use of just one frequency
dependant component: inductor. Zeta converter topology is
expected to work the best at low frequencies for the same
reason. Properties of fly-back converter are heavily dependent
on inductance, resistance and ratio of transformer’s windings.
Space of fly-back converter also contains ridge with highest
efficiency, however, its position is tied to switching frequency
and is limited by operating voltages and current as well as
component values. The ridge represents operation in critical
conduction, the border between continuous and discontinuous
conduction [9].

Fig. 2. Spaces of each topology at Vout=3,3V and f=100kHz
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Fig. 3. Combined spaces at various frequencies at Vout=3,3V

III. OPTIMIZATION METHODS

A. Exact methods

In solving combinatorial problems we encounter the issue
of how to ensure that the solution is quickly achievable and as
accurate as possible. The first option are deterministic methods
the steps of which are always repeated in the same order. Such
methods, when properly implemented, offer the exact solution.

We used a method described in Algorithm 1 that searches
through all solutions. It is a relatively time-consuming method
that guarantees to find an optimal solution. At data extensive
tasks, however, the growing complexity of computing and
time-consumption takes effect. If we need to search through
all solutions for only three variables ranging from 1 to 1000,
the number of iterations is about 109. Addition of another
variable will grow the number of iterations exponentially. The
use of such a calculation method is purely for the verification
purposes. The use in practice would be unsuitable, due to
complexity. Example of this kind of method is "brute-force"
or "branch and bound".

Algorithm 1 Exact method for finding optimal solution of
system
Require: freq 6= 0 and n = freq.size() and precision 6= 0

and BestLoss = Max.V alue
1: for i = 0 to n do
2: Io← Iout/precision
3: freq ← freq.get(i)
4: for j = 0 to precision+ 1 do
5: for k = 0 to precision− j + 1 do
6: lossB ← ObjB(Io ∗ j, freq);
7: lossF ← ObjF (Io ∗ k, freq);
8: lossZ ← ObjZ(Io ∗ (precision− j − k), freq);
9: lossOfSystem← lossB + lossF + lossZ

10: if lossOfSystem < BestLoss then
11: BestLoss← lossOfSystem;
12: end if
13: end for
14: end for
15: end for

B. Heuristic methods

Since deterministic methods do not provide a suitable solu-
tion within the required time we need to implement methods
that would provide us with such solution. One type of such
methods are heuristic methods. These methods are based on
experience and often provide a suitable solution in a relatively
short amount of time, respectively a small number of iterations.
These methods do not guarantee us to find optimal solutions.

Heuristic methods are frequently used for initial finding
solutions to complicated methods, for example: metaheuristic.
To find the base solution we used Monte Carlo method which
in a very short time will provide us with a feasible solution for
the next application [10]. The next step in finding a suitable
solution for system was applying heuristic exchange. Since,
in our case was no threat to get stuck in a local extreme, we
could simplify the method. We allowed all valid transitions
between solutions as well as the transition towards a worse
value of objective function. However, we only impose those

Algorithm 2 Heuristic method for finding feasible solution of
system
Require: freq 6= 0 and n = freq.size() and iterations 6= 0

and BestLoss = Max.Integer
1: BestLoss←MonteCarlo
2: for i = 0 to iteration do
3: par ← random.Double
4: if par>0.5 then
5: parf ← randomInt
6: freq ← freq.get(parf)
7: else
8: arrayIout ← randomUniformDistriboution()
9: end if

10: lossB ← ObjFunctionB(arrayI[0], freq)
11: lossF ← ObjFunctionF (arrayI[1], freq)
12: lossZ ← ObjFunctionZ(arrayI[2], freq)
13: lossOfSystem← lossB + lossF + lossZ
14: if lossOfSystem < BestLoss then
15: BestLoss← lossOfSystem;
16: end if
17: end for
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values into memory, for which the value of objective function
gives a better solution. We have neglected all other solutions.

The method does not use the shutdown time, as is cus-
tomary. Instead, it uses the number of iterations, which is
introduced as a parameter and selected at the beginning.
Authorized operation of this method is to exchange one for
one. Since we are using global scanning, it means that we
always change just one randomly selected parameter.

Each algorithm that is not exact has a certain error rate
depending on factors such as time, iteration number of inputs,
and others. In this case, accuracy will result in the number of
iterations. During our tests this method will be analyzed on
various ranges of iterations starting on 104 and ending with
106 iterations. This is important for showing differences in
results because the number of iterations greatly affects their
accuracy.

Other algorithms such as genetic algorithm or taboo search
algorithm show different ways how to obtain good solution.
Genetic algorithm uses population of solutions and mixing
them with steps like crossover and mutation. On other hand
taboo search uses temporary prohibition after choosing differ-
ent solutions to prevent from looping. Both approaches have
their strong sides and their weak sides.

Not every heuristic method is suitable for solving a specific
problem. Heuristic methods are built for specific problems
even though the principles of the solution can be repeated. In
contrast, metaheuristic methods are considered to be generally
applicable methods of solution. It is recommended to use
metaheuristic methods to solve problems where there is a risk
of being deadlocked in local maximum or minimum [11].

Fig. 4. Dependence of the total loss on the number of iterations.

IV. SIMULATION

Performance of heterogeneous parallel converter is com-
pared on scenarios where load requires constant supply of
2 A at 3.3V from fully charged Li-po battery at 4.2V or
from Ni-MH battery at 1.2V. These values could reflect
needs of wireless module inside battery powered sensor node.
Simulation compares heterogeneous parallel converter with
equal distribution to calculated optimal distribution. It is also
compared to its homogeneous counterpart and non-parallel
designs. Calculated values of the two scenarios at the most
convenient frequencies are in Table III. These results show that
the proposed heterogeneous parallel converter doesn’t offer the
lowest loss of them all, but rather low loss at wider operating
conditions. This is illustrated better at the spaces created by the
models. Due to all simplifications in the circuit model, absolute
loss of real device would be higher. However, even distorted
models allow to find best range for component values, which
influence relative position of modeled spaces. Finding these
values without the models would be impractical.

Optimization method used for load balancing is evaluated
in Figure 4, which shows results of described heuristic method
after specified range of number of iterations. To compensate
for non-deterministic nature of heuristic method, every case
is repeated 100 times. Optimal solution of the problem is
calculated by exact "brute-force" method. Results of this
simulation shows, that the number of iterations doesn’t im-
prove just average value of the solution, but also decreases
dispersion of the results. Further improvements to optimization
method can also decrease dispersion with minimal increase
of computational requirements. One way of achieving this is
to use pre-processed model data from other more powerful
computer.

TABLE III
LOSS OF VARIOUS SIMULATED CONVERTERS

System converters f Vin System loss
[kHz] [V] [W]

Buck-Boost, Fly-back, Zeta 53 4.2 0.4457
( Optimal distribution ) 11 1.2 2.6731
Buck-Boost, Fly-back, Zeta 73 4.2 0.5147
( Equal distribution ) 10 1.2 2.9626

Buck-Boost,Buck-Boost, Buck-Boost 10 4.2 0.4901
10 1.2 4.069

Fly-back,Fly-back, Fly-back 85 4.2 0.5778
10 1.2 2.4492

Zeta,Zeta, Zeta 10 4.2 0,4161
10 1.2 3.1504

Buck-Boost 10 4.2 1.6267
10 1.2 12.1465

Fly-back 26 4.2 0.8348
10 1.2 7.2589

Zeta 10 4.2 0.8949
10 1.2 8.0541

TABLE II
NUMERICAL VALUES OF AVERAGE FUNCTION FROM FIGURE 4

Iterations count 500 1000 2000 5000 10000 20000 50000 100000 200000 500000 1000000

Arithmetic mean [W] 0.81 0.7307 0.6956 0.64 0.6092 0.604 0.5814 0.5746 0.5693 0.565 0.5646

898 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



V. CONCLUSION

Simplified circuit models suggest heterogeneous parallel
DC-DC converter has potential to be more efficient than
parallel converter with homogenous power paths. While homo-
geneous variant can achieve lower loss at specific conditions,
heterogenous approach achieves low loss at wider operating
conditions. Time characteristic of the source and load have
significant impact on which of these approaches is more con-
venient. Load balancing of heterogeneous paths can be done
by devices with low computational power at cost of precision.
Use of described heuristic method leads to acceptable error
within reasonable number of iterations. Optimization methods
can be further improved by utilising pre-processed data from
computer model.
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• Wątróbski, Jarosław, West Pomeranian University of

Technology in Szczecin, Poland
• Wendler, Tilo, Hochschule fur Technik und Wirtschaft

Berlin
• Wolski, Waldemar, University of Szczecin, Poland
• Zanni-Merk, Cecilia, INSA de Rouen, France
• Ziemba, Ewa, University of Economics in Katowice,

Poland





Abstract—The paper presents aspects related to developing

methods  for  financial  time  series  forecasting  using  deep

learning in relation to multi-agent stock trading system, called

A-Trader. On the basis of this model, an investment strategies

in A-Trader system can be build. The first part of the paper

briefly discusses a problem of financial time series on FOREX

market.  Classical  neural  networks and deep learning models

are outlined, their performances are analyzed. The final part

presents deployment and evaluation of a deep learning model

implemented  using  H20  library  as  an  agent  of  A-Trader

system.

I. INTRODUCTION

WING  to  fluctuations  of  return  rates  and  risk

accompanying   investment  decisions,  forecasting

financial  time  series  constitutes  a  very  difficult  problem.

Currently,  most  trading  systems  are  based  on  one  or  a

limited  number  of  algorithms.  The  proposed  prediction

models  use,  for  example,  genetic  algorithms  [1],

fundamental  and  technical  analysis  [2,3,4,5],  neural

networks  and  neuro-fuzzy  computing  [6],  behavioral

techniques [7].  There  are  also many multi-agent  approach

based   solutions [8,9,10,11,12].  The trend  is  that  in  most

cases  multiple  software  agents  that  use  different  methods

and techniques help provide trading advice. 

O

The problem remains unresolved.  Complexity of trading

problems  requires  the  use   of  increasingly  more

sophisticated  models  oriented  towards  non-linearity  of

financial time series.  One of these models is based on deep

learning [13,14].

According to [15], deep learning algorithms have already

demonstrated their ability: 

 to learn complex, highly varying functions, with a

number of variations much exceeding  the number

of training examples,

 to  learn  with  little  human  input  low-level,

intermediate and high level abstractions of input

data,

 for  being  computationally  scalable,  with  linear

complexity,

 to  learn from predominantly unlabeled  data and

work  in  a  semi-supervised  setting,  where

examples might have incorrect labels.

In stock trading, L. Takeuchi et al. [16] carried out a study

similar   to  the one presented  in our paper  using an auto-

encoder  and  various  types  of  networks  on  data  extracted

from  S&P  500,  Nasdaq  Composite  and  AMEX  lists.  G.

Hinton et al. [17] have used  deep learning methods to build

deep a belief networks (DBN) based stock decision support

system,  with  training  and  test  data  from   S&P500.  They

found out  that their system outperforms the buy-and-hold

strategy. Other approaches to deep learning using regression

models on chaotic time series,  showing good results,  are

presented in [18].

Our  platform,  called  A-Trader  [19,20,21],  allows  for

implementation  of  various  algorithms  or  trading  decision

support methods. Recently,  A-Trader is aimed at supporting

trading  decisions  on  FOREX  market  (Foreign  Exchange

Market).  Currencies  are  traded  in  pairs,  for  example

USD/PLN, EUR/GBP on FOREX. In general,  a  trader  on

FOREX can open/close long/short positions. A long position

relies on "buying low and selling high" in order to achieve a

profit. On the other hand, a short position relies on "buying

high and selling low".  On FOREX, as one currency in a pair

rises  in value,  other drops, and vice versa [19]. A-Trader

mainly  supports  High  Frequency  Trading  (HFT)  [20],

putting strong emphasis on price formation processes, short-

term  positions,  fast  computing,  and  efficient  and  robust

indicators [21]. 

An   agents’  knowledge  is  represented  by  three-valued

logic (where 1 denotes open long/ close short  position, -1

denotes  open  short/close  long position and 0 denotes  “do

nothing”) in  A-Trader system. Also fuzzy logic is used for

agents’  knowledge  representation,  where   confidence  of

decisions is  in  the  range [-1..1],  with  “-1”  level  denoting

“strong  sell”  decision,  “0”  level  denoting  “strong  leave

unchanged” decision and  “1”  level  denoting “strong buy”

decision.  The  positions  can  be  open/close  with  different

levels of confidence of decision. For example, long position

can be open, when the level of confidence is 0.6 or short

position can be open, when the level of probability is 0.7.

Therefore, the timeframe for the opening/closing position is

wider than in the case of three-valued logic.

  A-Trader  architecture  and   description  of   different

groups of agents have already been detailed [19]. In order to

support  trading  decisions,   agents  apply  technical,  
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fundamental and behavioral analysis as well as different 

methods for knowledge integration (e.g. consensus [22,23]).  

The aim of this paper is to present an application of  deep 

learning methods for financial time series forecasting in A-

Trader system environment.  

The first part of the paper briefly outlines  a problem of 

financial time series  on FOREX market. Classical neural 

networks and deep learning models are analyzed in the next 

part of the paper. The final part presents deployment and 

performance evaluation of  implemented deep learning 

model compared  with trading strategies already 

implemented in the system.  

II.  FINANCIAL TIME SERIES ON FOREX MARKET 

Trading on FOREX relies on forecasting of opening or 

closing long or short positions. A long position is a situation 

in which one purchases a currency pair at a certain price 

hoping  to sell it later at a higher price. This is also referred 

to as the notion of "buy low, sell high" in other trading 

markets. If a trader expects a currency pair to drop, he will 

sell it  hoping to buy it back later at a lower price. This is 

understood as a short position, which is the opposite of a 

long position. A-Trader receives tick data  grouped into 

minute aggregates (M1, M5, M15, M30), hourly aggregates 

(H1, H4), daily aggregates (D1), weekly aggregates (W1) 

and monthly aggregates (MN1).  

 High frequency traders are constantly taking advantage of 

very small fluctuations in quotation with a high rate of 

recurrence to arrive at significant profit margins. As many 

HFT experts have pointed out, traders seek profits from the 

market’s liquidity imbalances and short-term pricing 

inefficiencies. Hence, minimization of time from the access 

to quote information, through the entry of an order right to 

its execution, is vital. On the whole, to be of any help to 

traders, systems must as quickly  as possible  provide advice 

as to the best move to be made: buy, sell or do nothing.  

Fig 1 presents an example of visualization of open/close 

long/short positions.  The green marks denote a long 

position, red  ones denote a short position. The red dots 

denote open short/close long position, green ones denote 

open long/close short position. There are positions opened 

too early (example marked by yellow oval) or too late 

(example marked by brown oval). There also losses-

generating positions (example marked by blue rectangle). 

Therefore, there is still a strong need to look for more 

efficient prediction methods or models, such as neural nets, 

that would  generate more profitable decisions..  

III. CLASSICAL NEURAL NETWORK MODELS 

Classical neural networks will be examined in order to 

compare and demonstrate prediction quality of deep learning 

model. . Artificial neural networks with backpropagation 

learning algorithm have been widely used in solving various 

prediction problems and have already shown great potential 

for discovering non-linear relationships in time-series [e.g. 

24,25,26]. Until recently, the depth of a practical neural 

network was mostly limited to one or two hidden layers. 

 In our previous paper, Multi-Layer Perceptron (MLP) 

model was employed to build agents of fundamental 

analysis. A diagram of  agent operation is schematically 

shown in Fig 2. MLP uses sigmoid activation function and 

back-propagation learning algorithm. Input vector contained  

long term indicators and the last sequences of S&P500, 

FTSE 100, oil and gold tics. Long and short-term 

fundamental indicators were taken into account. Prediction 

of  GBP/PLN pair return rates , shifted by Tn units in time 

(in our case study M5 period and USD/GBP), constituted the 

output. Prediction is performed as G(tn+t0). 

To remind the definition of an agent, below the trading 

agent based on the fundamental analysis is specified: 

 
Input:q_FTSE100 =<q_ftse1, q_ftse2, .... q_ftseM>  

// FTSE100 quotations,  

 

Fig.  1. Example of long/short position visualization in A-Trader. 

Source: Own work. 
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q_S&P500=<q_s&p1, q_s&p2, .... q_s&pM>  

 // S&P500 quotations 

q_GOLD=<q_gold1, q_gold2, .... q_goldM>  

// GOLD quotations 

q_OIL=<q_oil1, q_oil2, .... q_oilM>  

// OIL quotations 

i_Inflation // M/M inflation change 

i_NCI // Net Capital Inflows change 

i_COE // Change of employment M/M 

i_IP // Industrial Production M/M change 

thresholdopen //threshold level for open 

//long/close short //position 

thresholdclose //threshold level for close 

//long/open short //position  

Output: Fuzzy logic recommendation D  

 // (range [-1..1]). 

BEGIN 

if  

CheckPerformanceLevel()  

//If financial indicators are not acceptable 

//see Tab.1  

then 

BeginLearningProcess(); 

p_USD/GBPM+3 := Multi-layerPerceptron 

(q_FTSE100, q_S&P500, q_GOLD, 

q_OIL,i_Inflation, i_NCI, i_COE, i_IP); 

//Prediction of USD/GBP value change 

if  

p_USD/GBPM+3 > thresholdopen  

then 

D:= heuristic_open(p_USD/GBPM+3); 

else if    

p_USD/GBPM+3 < thresholdclose  

then  

D:= heuristic_close(p_USD/GBPM+3); 

otherwise  D:= heuristic_do_nothing 

END 

 

From a financial point of view, fundamental analysis 

agent is founded on money flow interpretation. For instance, 

if S&P 500 is falling and FTSE 100 is rising, one can expect  

investors to swap their S&P shares for USD, then swap USD 

for GBP, and finally buy FTSE 100 shares. Or if they bought 

GBP for USD, the value of GBP to USD would rise. 

While  performing  experiments [21] using  MLP network 

it was found out that the values of  input vectors of most of 

fundamental analysis ratios were relatively stable. The result 

was that  in relation to high short-time fluctuation of 

currencies  learning process was not always convergent and 

the outcomes were financially very weak. These were the 

main reasons to look for more relevant data and more 

complex forecasting models. 

IV. DESIGN OF DEEP LEARNING MODELS 

Deep Learning is a set of machine learning algorithms that 

attempt to model high-level abstractions in data by using 

architectures composed of multiple non-linear 

transformations [27, 28]. Incidentally, MLPs with just one 

hidden layer are not deep because they have no feature 

hierarchy and they operate on original input space. Various 

deep learning architecture, like deep neural networks, 

convolutional deep neural networks, deep belief networks, 

recurrent neural networks are used in financial forecasting. 

    The network architectures used in this research are based 

on Convolutional Neural Networks (CNN). CNNs are 

variations of MLP designed to use minimal amounts of 

preprocessing [29]. CNNs constitute a type of feed-forward 

artificial neural networks in which connectivity pattern 

between its neurons mimics animal visual cortex connection 

structure. Individual cortical neurons respond to stimuli in a 

restricted region of space known as receptive field. The 

receptive fields of different neurons partially overlap such 

that they tile the visual field. Response of an individual 

neuron to stimuli within its receptive field can be 

mathematically approximated by a convolution operation.  

Standard MLP and Deep Learning Model differ both in 

architecture and in the training procedure. Prior to deep 

learning, MLPs were typically initialized using random 

numbers. MLPs currently in use  apply the gradient of the 

network's parameters related to the network's error in order 

to affine parameters so as to improve prediction in each 

 

Fig. 2. MLP agent  

Source: [21]. 
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training iteration. In back propagation, it is necessary to 

multiply each layer's parameters and gradients together 

across all the layers in order to evaluate this gradient. This 

involves intensive computation, especially for networks with 

more than two layers. Often, the gradient converges to 

machine-zero value and training stops or explodes into a 

huge value; ultimately training process becomes intractable 

[30,31]. 

Deep learning offers a new learning algorithm: to find the 

initial parameters for deep CNN, it uses a series of single 

layer networks - which do not suffer from vanishing or 

exploding gradients. The idea of DL is illustrated in the 

example shown on fig. 3 where inputs are marked violet, 

hidden layers are marked green and outputs are marked blue. 

This process makes it possible to create progressively initial 

features of CNN input data. It can be performed in the 

following way [32]: 

1. An auto-encoder (a simple 3-layers neural network 

where output units are directly connected to the 

neurons of the next layer – top right column on Fig. 3) 

is used to find initial parameters for the first layer of a 

deep CNN (left column on Fig 3). 

2. In the same way, a single layer auto-encoder network is 

used to find initial parameters for the second layer of a 

deep CNN, and likewise for the next layers. 

3. Finally, a softmax classifier (logistic regression) is used 

to find initial parameters for the output layer of a deep 

CNN. 

 Deep Learning is able to efficiently discover and extract 

new features that can be tuned with more data but there are 

not easy to interpret. Deep leaning models are highly 

flexible and configurable, however, its theory is still not well 

understood. For example, the problem to define a number of 

neurons and number of layers essentially remains 

unresolved; nevertheless, it is a known fact that more layers 

means non-linearity, while more neurons translates to more 

features.   

V. DEPLOYMENT AND EVALUATION OF DL MODEL 

Implementation is done in H2O. H20 is an open-source 

distributed in-memory data analysis and modeling platform 

[33]. It is interactive, scalable, extensible solution consist of 

several machine learning models (including Deep Learning 

Model), oriented to exploration of Big Data.  The advantage 

of H2O is that it integrates all programming environment and 

analytical platforms, e.g. Java, Python, JSON, R, Scala 

commonly in use [34]. In our project H2O has been 

integrated with A-Trader. Detailed architecture of this 

system has been presented in [19,20,21]. In this paper, we 

have outlined only those components closely related to Deep 

Learning Model (Fig 4).   

Notification Agent of A-Trader receives  quotations, 

distributes messages and data to various agents, and controls 

system operation. The main objective of Supervisor Agent is 

to generate profit-generating, investment risk-minimizing 

trading advice. A Supervisor, by using different trading 

strategies, coordinates  computing on the basis of decisions 

generated by other agents, and gives the trader the final 

decision. Conflicts are resolved and integration   of agents’ 
pieces of advice is performed by the Supervisor, after 

factoring in the decisions of all the other agents, and 

evaluating their performance (on the basis of performance 

ratios described in the further part of this paper). The 

Supervisor determines the agents of whom the advice is to 

be taken into consideration when making an investment 

decision and those, the advice of whom is to be ignored. 

TheDeepLearningH2O Agent runs in two modes (controlled 

by Supervisor): 

 

 

Fig.3. Deep learning process 

Source: [32]. 

 

1. Learning mode (continuous dots) – in this mode 

following steps are performed: 
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 Import time series to H20 platform (because H20 

constitutes A-Trader’s external module, data are 

imported indirectly from A-Trader database, it 

does not use the data notified by Notification 

Agent), 

 Specification of Deep Learning (DL) model, 

 Parametrization of DL model – (such parameters 

as number of hidden layers, number of training 

epochs, stopping rounds, stopping metrics, etc), 

 Model building – on the basis of structure of 

imported data and determined parameters, 

 Learning-Testing –built model is trained on the 

basis of training time series and testing on the 

basis of validation dataset.  

2. Forecasting mode (dashed dot) – the time series are 

continuously imported from A-Trader database and 

trained model is used for forecasting future rates of 

returns.  

Other agents of A-Trader support the process, among 

other:  

 Basic Agents - pre-process time series and 

compute the basic indicators;  agents with own 

knowledge base can learn and change their 

parameters as well as their internal states,  

 Intelligent Agents include all the agents based on 

artificial intelligence models (e.g. genetic 

algorithms, neural networks – including MLP, 

rule-based systems, etc.), agents analyzing text 

messages, agents observing market behavior. A 

decision transferred to the Supervisor Agent 

constitutes the output of Basic Agents and 

Intelligent Agents.   

Next part of the paper details the Deep Learning Model 

used in DeepLearningH2O Agent.  

Formally, the model can be defined as follows: 

 qpii

t xxxDLMY ,1  ,      (1) 

where: 

x
i
 is an input vector of rates of return related to main 

quotation. 

x
p,…,xq

 are inputs containing rates of return related to 

quotations correlated with main quotation (e.g., main 

quotation is USD/GBP and related quotations are oil 

quotes and gold quotes). 

Long-return rates- are used in this model, they are 

calculated as follows: 












i

t

i

ti

S

S
tr

1

log)(         (2) 

where i

t
S  is a price of quotation i at time t. 

Long-returns rates are normalized and projected by H2O 

in the range from -1 to 1.  

Formula of input vector related to main quotation: 

 )(,),1(),( ktrtrtrx
iiii        (3) 

where k is a number of past quotations used as inputs – in 

this experiment we assume k=30. 

Yt+1 assumes a value in the range [-1, 1] (generated as 

fuzzy logic output) and it predicts a log-rates-of-return at 

time t +1 (normalized value).  

Training set consists of input vectors i
x  and inputs 

 

 

Fig.  4 Schema of processes. 

Source: Own work 
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qp
xx  at time t, t – 1, etc. (in this experiment have been 

used about 1400 inputs quotations) and output at time t + 1 

(the learning process is performed on the basis of historical 

time series, hence log-rate-of-return at time t + 1 is known). 

On the basis of DeepLearningH20 Agent’s output, the 

Supervisor Agent is able to use different strategies to 

generate opening/closing positions, for example by using 

genetic algorithm or consensus strategy. Supervisor takes 

into consideration thresholds for open/close positions 

determined by genetic algorithm. Supervisor also determines 

the mode of DeepLearningH20 Agent operation. Learning 

mode is started if performance (performance ratios are 

presented in further part of this paper) of this agent is low. If 

performance is high, then only forecasting mode is run using 

previously generated model. 

The agent’s performance analysis was carried out for data 

within the M5 period of quotations from  FOREX market. 

For the purpose of this analysis, test was performed in which 

the following assumptions were made:  

1. USD/GBP quotes were selected from randomly chosen 

periods (each - 1440 quotations), notably: 

 15-03-2016, 0:00 am to 15-03-2016, 23:59 pm, 

 16-03-2016, 0:00 am to 16-03-2016, 23:59 pm, 

 22-03-2016, 0:00 am to 22-03-2016, 23:59 pm. 

2. At the verification, the trading signals (for open 

long/close short position equals 1, close long/open short 

position equals -1) were generated by the Supervisor on 

the basis of DeepLearningH2O Agent and MLP agent. 

3. It was assumed that decisions’ probability levels for 
open/close position are determined by the genetic 

algorithm (on the basis of earlier periods). 

4. It was assumed that pips (a pip is equivalent to the final 

number in a currency pair's price) constituted the unit of 

performance of analysis ratios (absolute ratios).  

5. The transaction costs were directly proportional to the 

number of transactions. 

6. The capital management - it was assumed that in each 

transaction the investor commits 100% of the capital held 

at the leverage 1:1. The investor may define another 

capital management strategy.  

7. The results obtained by tested agents were compared 

with the results of Buy-and-Hold benchmark (a trader 

buys a currency at the beginning and sells a currency at 

the end of a given period).  

The DeepLearningH2O Agent was run in stand-alone 

computer with 4 processors Intel Xeon E52640 v3 2.6GHz 

8C/16T, and 32GB memory  with the following parameters: 

 input: 30 return rates USD/GBP, oil and gold 

quotes, (sliding window), 

 hidden layers [100,100,100,100] trained for 200 

epochs, 

 output 1 predicted, 

 overwrite_with_best_model = true, 

 stopping_rounds = 5, 

 stopping_metrics = ”MSE”, 

 stopping _tolerance = 5e-2, 

 score_validation_sampling = ”Stratified”, 

 score_duty_cycle=0.1, 

 to reduce overfitting we have specified 

RectifierWithDropout, and the default values for 

Hidden_dropout_ratio = 0.15. 

 

 The final deep learning contained 4 hidden layers of 78, 

64, 87, and 63 neurons respectively. The learning time of 

model is about 1 minute. The computing time of forecasting 

was approximately  0.14 sec. 

Table 1 presents the results obtained in given particular 

periods. In general,  it should be noted that not all decisions 

generated by agents were profitable. However, in A-Trader, 

performance evaluation does not compute rate of return 

alone, there are other ratios of significance, among them risk 

involved in trading (these measures have been described in 

detail in [20]).  

 The evaluation function provides the fast choice of the 

best agent. It may be noted that the values of efficiency 

TABLE I. 

PERFORMANCE ANALYSIS RESULTS  

Ratio 

DeepLearningH2O MLP  B & H 

Period 

1 

Period 

2 

Period 

3 

Period 

1 

Period  

2 

Period 

3 

Period 

1 

Period  

2 

Period 

3 

Rate of return [pips] 27 127 24 9 -66 28 -143 89 -160 

The number of transactions 11 14 9 4 7 5 1 1 1 

Gross profit [pips] 21 110 43 11 61 43 0 89 0 

Gross loss [pips] 14 63 38 17 37 28 -143 0 -160 

The number of profitable transactions 7 9 6 3 3 3 0 1 0 

The number of profitable consecutive transactions 3 3 2 2 2 2 0 1 0 

The number of unprofitable consecutive transactions 2 2 1 1 3 2 1 0 1 

Sharpe ratio 0.83 1.64 1.17 0.55 1.8 0,78 0 0 0 

The average coefficient of volatility [%] 1.12 0.74 1.92 1.66 0.86 1.94 0 0 0 

The average rate of return per transaction 2.45 9.07 2.67 2.25 -9,43 5,6 -143 89 -160 

Value of evaluation function (y) 0.45 0.51 0.42 0.38 0.17 0.53 0.06 0.32 0,03 
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ratios of particular agents differ in each period. Values of 

this function oscillate in the range [0.03, 0.53].  Therefore, 

use of this function makes it possible to reduce   divergence 

of the values of the ratios.  

 The results of the experiment allow us to state that the 

ranking of agents’ evaluation was different for different 

periods. In the first and second period, the 

DeepLearningH2O was the best agent, in the first period 

MLP Agent was ranked higher, but was ranked lower than 

B&H benchmark in the second period. In the third period 

MLP Agent was ranked the highest, with DeepLearningH2O 

being ranked higher than B&H. 

The highest value of evaluation function of 

DeepLearningH2O Agent (in first and second period) results 

from the highest Average Rate of Return per Transaction 

and low values of risk measures. The B&H benchmark was 

ranked lowest in all periods, it generated losses in the first 

and third periods. It should be noted that an upward trend 

was observed in the second period, hence B&H’s Rate of 

Return was positive. The first and the third periods show a 

downward trend, implying  negative Rate of Return for 

B&H. Taking all the periods into consideration, it may be 

stated that DeepLearningH2O Agent was ranked highest the 

most time. DeepLearningH2O Agent always was 

characterized by greater number of transactions than MLP 

Agent. DeepLearningH2O is characterized by higher Rate of 

Return than MLP Agent. Both, DeepLearningH2O Agent 

and MLP Agent are characterized by low level of risk.  

VI. CONCLUSION 

The deep learning model implemented as agent in A-Trader 

is used for supporting trading decision on FOREX market. 

Deep Learning proved to be a powerful, efficient and robust 

financial time series forecasting model. This model helps 

achieve better performance than MLP model. Experiments 

have shown that the error rate of time series forecasting has 

dropped significantly with CNN compared to other models. 

An important advantage of deep learning applications that 

makes them attractive to stock trading practitioners and 

researchers is the wide availability of high quality open 

source software, libraries and computation facilities. 

 Learning mode constitutes the main disadvantage of using 

Deep Learning Model, it is a time consuming process with a 

negative effect when near real time trading is applied [31]. It 

can be reduced, for example, by using a distributed cloud 

computing architecture. It was also interesting to observe the 

ability of deep learning model not only to dynamically adapt 

to network architecture but also to discover unknown 

features in raw financial time series. 

 The further research works may be related, among others, 

to optimization deep learning model by tuning values of 

parameters, and evaluating its performance. Additionally, 

models with different inputs vector structure could be 

developed, e.g. by using another number of log-rates-of-

return or using weighted inputs. 
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Abstract—The aim of our study is to investigate ERP 

project critical success factors (CSFs) with a focus on 

higher education institutes (HEIs). We conducted a 

systematic literature review to identify specific CSFs 

affecting HEIs’ project outcome. Building on these 

results, we led several interviews within selected German 

HEIs. Overall, there is little literature dealing with the 

HEIs’ CSFs, but nearly all factors found in the literature 

were also mentioned by the interviewees. However for 

HEIs, factors like ERP system tests or ERP system 

configuration are even more important than Top 

management support or Project management that are 

the most important CSFs in general studies. Our study 

shows that in spite of the maturity of the field, revisiting 

CSF research for specific types of organizations/ 

institutions is still worthwhile. 

I. MOTIVATION AND BACKGROUND 

OWADAYS, companies need to be able to efficiently 

and effectively react to rising globalization as well as 

changing markets and economic conditions. However, 

public bureaucracy and especially higher education institutes 

(HEIs) such as universities and universities of applied 

sciences are facing similar challenges as private enterprises. 

They not only have to respond to far reaching changes in 

government and society but also have to compete nationally 

and internationally. Challenges include declining financial 

support from state-level governments, unpredictable 

fluctuation of student numbers, globalization, and global 

competition among universities as well as increasing 

competition on the national level for students, scientists, and 

third-party funds. Therefore, as a result of these changing 

conditions, universities need the highest possible efficiency 

and effectiveness in their administrative processes as stated 

by several researchers (e.g., [1]-[6]).  

Given these numerous and varied challenges, the task is to 

find organizationally and technologically suitable solutions 

to these requirements. In order to create effective and 

efficient management and administrative processes and to 

bundle resources and databases, universities (mostly large 

HEIs) have started to implement integrated application 

systems (e.g. ERP systems) beginning in the mid-1990s, and 

especially during the 2000s. Attention is given to similar 

concepts that have been effective in integrated information 

processing in the corporate world [3], [7]. Several benefits 

result from the implementation of ERP systems for 

universities [4], [8]: 

 improved information supply and flow for planning and 

controlling processes of the university;  

 improved service for faculties, students, and staff;  

 lower business risks;  

 reduced expenditures through increased process 

efficiency. 

The implementation of integrated application systems 

such as ERP systems is a complex and time-consuming 

project during which organizations face both great 

opportunities and enormous risks. Furthermore, these 

implementations often require significant organizational 

changes. Implementation at universities represents a doubly 

difficult task as these systems influence both the academic 

and administrative fields. Here, approaches that have proven 

successful during the last decades for the implementation of 

application systems in private companies cannot be 

transferred equally to projects in HEIs [2]. This must be 

taken into account when implementing ERP systems at 

HEIs. In addition, vendors have less experience with the 

implementation of application systems in universities than in 

enterprises. To take advantage of the potential opportunities 

rather than get caught by the risks of these implementation 

projects, it is essential to focus on those factors that support 

a successful implementation of an information system. By 

being aware of these factors, an organization (private 

enterprise or HEI) can positively influence the success of the 

implementation project and effectively minimize the 

project’s risks [9]. Recalling these so-called critical success 

factors (CSFs) is of high importance whenever a new system 

is to be adopted and implemented or a running system needs 

to be upgraded or replaced. 

In recent years, several studies have been published in 

which specific information system implementation projects 

at selected universities are considered and analyzed (e.g., 

[4], [6], [7], [8]). However, none of these studies provide 

insight into the CSFs of those implementation projects at 

universities. The existing ERP system success factor 

research (e.g., [10]-[14]) has focused mostly on the selection 

and implementation of ERP systems in private enterprises. 

Less or even no attention has been paid to the 

implementation projects in HEIs.  

In our opinion CSFs are useful and a fruitful path to 

increase understanding of the complex organization-IT 
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relationship. Therefore, it is worthwhile to continue research 

in the area. For example, it is valuable to revisit old 

frameworks to check their validity and also their adoption by 

practice. Moreover, the use of ERP systems in “new types” 

of organizations, such as HEIs, motivates our research. Iden-

tifying and recalling, as well as considering the CSFs for 

ERP projects at HEIs can still be seen as an important issue. 

Therefore, the central objective of our research project 

was and still is the detailed investigation of ERP implemen-

tation project CSFs for HEIs. To achieve this goal, we set up 

a study with a specific focus on the implementation of ERP 

systems in HEIs’ administrations. Overall, our study was 

driven by the following research questions: 

 Q1: What are the critical success factors of ERP system 

implementation projects in HEIs? 

 Q2: What similarities and differences exist between 

critical success factors for ERP implementation projects 

in HEIs and private enterprises? 

To answer those questions, as a first step in our study, we 

conducted a systematic literature review in order to detect 

already identified CSFs for HEI ERP implementations. On 

the basis of the CSFs identified, we conducted multiple 

interviews within German HEIs to obtain insights into the 

CSFs for their ERP system implementation projects. We 

focused on German HEIs in this step as an initial starting 

point for our investigation due to our cultural background.  

Selected results of this first step will be presented within 

this paper. Therefore, the paper is structured as follows. The 

following section deals with the results of our literature 

review. Next, our data collection methodology is described 

and the results of the interview study are presented. Finally, 

the paper concludes with a summary of the results and 

discusses the limitations of our study. 

II. LITERATURE REVIEW – CRITICAL SUCCESS FACTORS FOR 

HEI ERP IMPLEMENTATIONS 

A. Procedure of the Literature Review 

A critical success factor for an ERP project is defined ac-

cording to [13] as a reference to any condition or element 

that is seen as necessary in order for the ERP implemen-

tation to be successful. However, not every CSF has the 

same impact on the success of every project. Therefore, we 

are also referring to the definition of [11] who see CSFs as 

“a number of factors that may affect the ERP implement-

tation process and the probability of conversion success.” 

With regard to our research questions, we conducted a 

literature review by systematically reviewing articles in five 

different databases, as well as papers drawn from several 

international conference proceedings. The literature review 

was performed in several steps, similar to the approaches 

suggested by [15], [16]. More specifically, we had already 

conducted several literature reviews with a focus on the 

CSFs of ERP implementations at private enterprises (e.g., 

[14], [17]) and thereby, we have adapted our review 

approach according to the experience we gained during 

those reviews. 

Step 1: The first step was to define the sources for the 

literature review. Therefore, five databases (Academic 

Search Complete, Business Source Complete, Science 

Direct, SpringerLink, and WISO) and conference 

proceedings (AMCIS, ECIS, HICSS, ICIS, and 

Wirtschaftsinformatik conference) were identified. 

Step 2: In this step, we had to define the search terms for 

the database-driven review. Keywords selected for this 

search were mostly derived and adapted from the keywords 

supplied and used during our previous CSF reviews (e.g., 

[14], [17]). Example search terms that we used are listed in 

Table I. Since the WISO database also includes German 

papers, we additionally used the German translation of the 

search terms. For the conference papers, only inappropriate 

search fields were provided. Hence, we decided to manually 

review the abstracts and titles of the papers in this step. 

TABLE I. 

SEARCH FIELDS AND SEARCH TERMS 

Database + search fields 
Examples of search terms / 

keywords 

Academics Search Complete: 

“TI Title” or “AB Abstract or 

Author Supplied Abstract” 

ERP + university + success* 

ERP + university + failure 

ERP + university + crit* 

ERP + higher education + CSF 

ERP + higher education + CFF 

ERP + higher education + fact* 

“Enterprise system*” + university 

+ success* 

“Enterprise system*” + university 

+ failure 

“Enterprise system*” + university 

+ crit* 

Business Source Complete: 

“TI Title” or “AB Abstract or 

Author Supplied Abstract” 

Science Direct: 

“Abstract, Title, Keywords” 

SpringerLink: 

“Title” or “Abstract” 

WISO: 

“General Search Field” 

Step 3: During step 3, we performed the initial search 

according to step 1 and step 2. The initial search provided 

6,963 papers from the databases. From the conference 

search, 34 papers remained. Altogether, 6,997 papers were 

identified during this initial search step. 

Step 4: Step 4 included the identification of duplicates 

and irrelevant papers. During the initial search, we did not 

apply any restrictions. The search was not limited to the 

research field of IS; therefore, papers from other research 

fields were included in the results, too. Thus, these papers 

had to be excluded. This was done by reviewing the 

abstracts of the papers and, if necessary, by examining the 

papers’ content. The elimination of duplicates was done by 

using the literature management software Mendeley 

(https://www.mendeley.com/) where duplicates are auto-

matically identified during the literature import process. Of 

the papers, 185 stemming from the database search and all 

34 conference papers remained. Altogether, this step yielded 

219 papers potentially relevant to the field of CSFs for ERP 

system implementations at HEIs.  

Step 5: The fifth step consisted of a detailed analysis of 

the remaining 219 papers and the identification of the CSFs. 

Therefore, the content of all papers was reviewed in depth. 

Emphasis was placed not only on the wording of the CSFs 
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but on their meaning. Following this step, only eight relevant 

papers that suggested, discussed or mentioned CSFs in the 

context of HEI ERP implementations remained. 

Step 6: Because of the small number of relevant papers, 

we applied (contrary to our previous reviews) a sixth step 

during which the references of the eight relevant papers were 

searched to identify suitable papers. With this method, we 

could identify seven additional papers addressing the field of 

ERP projects at HEIs. Therefore, we had a list of 15 relevant 

papers for further investigation. The identification of the 

additional seven papers also shows that papers focusing this 

topic are not all published in the “main” publication 

channels. Those papers often stemmed from smaller 

conferences or journals not indexed in the used databases. 

B. Results of the Literature Review 

The identified 15 papers were again reviewed in depth in 

order to determine the various concepts associated with 

CSFs. For each paper, the CSFs were captured, along with 

the publication year, the type of data collection used, and the 

HEIs (i.e., the number and size) from which the CSFs were 

derived. Overall, 30 different factors were identified. In most 

previous literature reviews of other researchers with a focus 

on private enterprises, the CSFs were grouped more coarsely 

so that a lower number of CSFs was used (e.g., [11], [13]). 

The grouping was neither done within our review nor within 

our own previous reviews ([14], [17]). With 30 factors, we 

used a larger number than earlier researchers had because we 

expected the resulting distribution to be more insightful. 

While identifying the CSFs within the papers, no special 

weighting of the factors was used. This means that each 

success factor that has been addressed within a paper will 

considered with “1” in our result list. Afterwards, we 

counted these numbers. Table II lists the identified success 

factors according to their frequency.  

TABLE II 

CSF’S IN RANK ORDER BASED ON FREQUENCY OF APPEARANCE IN 

ANALYZED LITERATURE 

Factor 
No. of 

instances 

Top management support and involvement 8 

Communication 8 

User training 8 

Balanced project team (cross-functional) 6 

Involvement of end-users and stakeholders 6 

Change management 6 

Project management  6 

Organizational Culture 5 

Interdepartmental cooperation 5 

ERP system acceptance / resistance 5 

Organizational fit of the ERP system 5 

External consultants 5 

Clear goals and objectives (e.g., vision, decision strategies) 5 

Vendor relationship and support 4 

Project leadership / empowered decision makers 3 

Skills, knowledge, and expertise 3 

IT structure and legacy systems 3 

Business process reengineering 3 

Environment (e.g. language, culture) 3 

Data accuracy (analysis and conversion) 3 

Organizational structure  2 

Available resources (e.g. employees, budget) 2 

ERP system configuration 2 

ERP system tests 2 

Error management and troubleshooting 1 

Monitoring and performance measurement  1 

Knowledge management 1 

University (Company’s) strategy / strategy fit 1 

Project champion 1 

Vendor tools and implementation methods 1 

We will not describe each factor in detail in this paper. 

However, to provide a comprehensive understanding of the 

different CSFs and their concepts, we previously described 

most of the 30 factors (since most are also affecting ERP 

implementations in private enterprises) in [14]. 

The differences in the CSF frequencies are only minimal 

and are related to the small number of identified papers. 

Therefore, deriving CSFs and their differences in importance 

on HEIs ERP projects based on a literature review was just 

the first step in our research project. Thus, our follow up 

study (2nd step) addresses this little amount of identified 

papers and their CSFs by investigating ERP projects at HEIs 

and the respective successes and/or problems.  

III. QUALITATIVE APPROACH – INTERVIEW STUDY  

A. Study Design – Data Collection Methodology 

To gain a deeper understanding of the differences and 

importance of the CSFs for ERP system projects at HEIs, we 

used a qualitative exploratory approach within German 

universities and universities of applied sciences. As 

mentioned in the motivation we selected, to get initial 

insights, German HEIs due to our cultural background. The 

units of analysis in our study were the ERP implementation 

projects carried out within the HEIs’ administrations. For the 

data collection, we conducted several interviews with 

members of the ERP implementation project teams or with 

the projects’ responsible persons to identify the factors that 

they found to be relevant for the projects’ success. In this 

process, we interviewed employees of nine HEIs located in 

Germany: one HEI with more than 40,000 students, three 

HEIs with 30,000 to 40,000 students, one HEI with 20,000-

30,000 students, three HEIs with 10,000 to 20,000 students, 

and one HEI with less than 10,000 students. 

Within these HEIs, due to the low number of ERP 

systems available for the specific requirements of 

universities, we have a low range of ERP systems (which 

cannot be named directly within this paper due to data 

protection). However, it can be stated that most of the HEIs 

have implemented a system from the same ERP 

manufacturer. Most of the implementation projects took 

place in the early or mid-2000s. The interviewees were 

indeed active in various areas of the administration, but they 

were also deeply integrated into the project and therefore 

could well provide information about the project. Five of 

those interviewees were ERP project managers, three were 

administrative IT managers, and one was a key user. 

To gain a deep and detailed view of the HEIs and their 
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structures as well as of the interviewees’ experiences, we 

chose direct structured interviews as our method of data 

collection. The interviews were conducted in retrospect to 

the ERP projects in summer and autumn 2015. The 

interviews were designed as partially standardized 

interviews using open to semi-open questions as initial 

starting points for the conversation. An interview guideline 

was developed, based on the questions of [18], who 

conducted a similar study with an enterprise focus, as well as 

on the basis of our previous CSF studies, which had also an 

enterprise focus [10], [19]. We changed the questions to 

align with our identified CSFs (see Table II) in order to 

ensure that all of the factors were discussed in the 

interviews. The interview guideline consisted of five topic 

sections with 61 main questions and further sub-questions: 

 Section A: Background information on the interview 

partner and the university 

 Section B: Project management in the context of the 

selection and implementation of the ERP system 

 Section C: Procedure, tools and methods used for the 

ERP implementation 

 Section D: System analysis, system selection, technical 

implementation 

 Section E: Final assessment of the ERP implementation 

These questions were formulated in an open way so that it 

would be possible to identify “new” CSFs that were not 

currently identified in the literature review. This 

questionnaire was sent to interviewees before the interviews 

took place, to allow them to prepare for their interviews. 

Due to the large physical distance, telephone interviews 

were conducted by the authors. For a more thorough analysis 

of the results, we recorded all interviews (the interviews 

typically took between 60 and 240 minutes) and transcribed 

them afterwards (resulting in about 160 pages of written 

text). The calls were recorded by the app TapeACall 

(https://www.tapeacall.com/). To evaluate the CSFs, the 

transcribed interviews were analyzed with reference to each 

CSF question block. All in all, the evaluation and assessment 

of the interview results followed the approach of [20]. The 

coding itself was carried out using the MAXQDA software 

(http://www.maxqda.com/).  

B. Results of the Interview Study 

After the coding, we again matched the answers and 

statements of the interviewees to the respective factor. Then 

each CSF was ranked according to a four-tier scale (see 

legend of Table III). This rating was done regarding the 

respective statements of the interviewees (similar to our 

approach used in [10]). After setting up this ranking of 

CSFs, we discussed the factor rating with other researchers 

in this field to reduce the subjectivity of the rating. Finally, 

this procedure resulted in a ranking of 30 CSFs according to 

the interviewees’ statements and answers (Table III).  

Compared to the results of the literature review (Table II) 

four new factors could be identified during the interviews 

(marked yellow within Table III): Key users, Requirements 

specification, Use of a steering committee, and Call for 

tenders; whereby four factors found in the literature review 

were not mentioned by the interviewees: Clear goals and 

objectives, Involvement of end-users and stakeholders, 

Environment, and Project champion. However, most of 

these new and not-found factors were only on medium ranks 

in both lists. Only the factors Involvement of end-users and 

stakeholders as well as Clear goals and objectives were 

among the top ten factors of the literature review. 

TABLE III. 

CSF’S ACCORDING THE FOUR-TIER-SCALE RATING 

Rank Factor 

Factor 

rating 

(4-tier-scale) 

1 Culture of the HEI 25 

2 User training 24 

3 Communication 23 

4 
ERP system configuration 22 

ERP system tests 22 

6 
Go-Live approach / vendor tools and 

implementation methods 
21 

7 
External consultants 20 

Organizational fit of the ERP system 20 

9 Monitoring and performance measurement 19 

10 Error management and troubleshooting 18 

11 
Balanced project team (cross-functional) 17 

Business process reengineering 17 

Project management 17 

14 Key users 16 

15 

Requirements specification 15 

IT structure and legacy systems 15 

Data accuracy (analysis and conversion) 15 

Top management support and involvement 15 

Vendor relationship and support 15 

20 
Change management 14 

Skills, knowledge and expertise 14 

22 
Project leadership / empowered decision 

makers 
13 

23 
Use of a steering committee 11 

ERP system acceptance/resistance 11 

25 Call for tenders 9 

26 Available resources (e.g. employees, budget) 8 

27 Knowledge management 7 

28 
University (Company’s) strategy / strategy fit 4 

Organizational structure 4 

Interdepartmental cooperation 4 

3 – the factor was intensively considered during the project and 

influenced the project significantly 

2 – the factor was stated and did have observable effects on the project 

1 – the factor was stated but did not have any observable effects on the 

project / was not seen as an important factor 

0 – the factor was not mentioned at all  

maximum possible rating on basis of 9 interviews = 27 

IV. CONCLUSION AND LIMITATIONS 

The aim of our study was to address the research field of 

CSFs for ERP implementation projects, with a specific focus 

on ERP projects at HEIs. Another objective was to compare 

the identified factors with the CSFs of ERP implementations 

in private enterprises. 

As a first step, we carried out a systematic literature 

review to identify CSFs affecting HEIs’ ERP projects. Our 

review turned up very little variety of papers focusing on 

those specific CSFs. All in all, we identified only 15 relevant 
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papers dealing with the CSFs of ERP system projects at 

HEIs. From these existing studies, we derived 30 different 

CSFs (see Table II). Compared to a similar literature review 

that we conducted focusing on CSFs at private enterprises’ 

ERP projects [14] – here, we identified 320 articles with this 

explicit focus – those 15 papers with an HEI focus reveal 

that this can still be seen as a clear lack of research. 

To this end, we set up an empirical interview study with a 

specific HEI focus. We found that nearly all factors found in 

the literature review were mentioned by at least one 

interviewee. However, four CSFs were not mentioned, and 

we could identify four additional CSFs that were not found 

within the existing literature. Here, contrary to the ranking 

resulting from the literature reviews, we identified factors 

with a more technological focus as also important for those 

ERP projects. The factors ERP system tests and ERP system 

configuration, as top 5 factors, refer to more technological 

aspects. Hence, factors with an organizational characteristic 

could also be identified as part of the top 5 factors in our 

study (User training, Culture of the HEI, Communication). 

Regarding our research questions, our study could show 

that most factors that influence the success of ERP system 

implementation projects in large-scale enterprises also 

influence ERP projects at HEIs. However, we found that the 

importance of the factors differs remarkably and that HEIs 

and also the ERP manufacturers have to be aware of these 

differences in the factors’ characteristics. They should also 

focus on the technological aspects of the ERP 

implementations rather than focusing mainly on the 

organizational factors, as they are more important for the 

large-scale private enterprises.  

Overall, we conclude that the specificities of different 

types of organizations/institutions and domains make it 

worthwhile to identify and rank CSFs within these fields 

instead of simply relying on what is known from other 

studies. Thus, revisiting CSF research from time to time, 

especially with a specific focus, still reveals new findings in 

this mature research field. 

A few limitations of our study must be mentioned as well. 

For our literature review, we are aware that we cannot be 

certain that we have identified all relevant papers published 

in journals and conferences since we limited our selection to 

five databases and five international conferences. Another 

limitation is the coding of the CSFs. We tried to reduce the 

subjectivity by formulating coding rules and by discussing 

the coding of the CSFs with several independent researchers. 

However, other researchers may code the CSFs in other 

ways. For the interview study, the interviews conducted and 

data evaluated represent only an investigation on sample 

ERP projects in German HEIs. These results are limited to 

the specifics of these organizations and the experience of the 

interviewees. In light of this, we will conduct further case 

studies and some larger surveys to broaden the results of this 

investigation. 
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

Abstract—This paper addresses the problem of selecting the

most  appropriate  project  management  and  communication

software  for a  project  having specific  requirements.  A four-

stage  procedure  featuring  the  weighted  regularized  Hasse

method is used to compare and rank the candidate tools. The

ranking of the tools takes into consideration the importance of

the  functional  and  non-functional  features  of  the  project

management systems with their respective weights based on the

results  of  a  questionnaire  conducted  among  members  of  a

dispersed international project team.

I. INTRODUCTION

EALIZING projects  in  dispersed  teams  is  a

complicated and demanding task. In any project  it  is

vital to follow a project management methodology or set of

best practices to manage its different areas including scope,

schedule,  costs,  quality  and  human  resources.  Yet,  in

dispersed,  multinational  teams,  additional  communication

and collaboration issues may arise, as a result of linguistic

problems,  limited  trust,  scarce  direct  contact  among  team

members  and  less  influential  leadership.  Moreover,  the

physical  distance  in  dispersed  teams  augments  the

importance  of  the  software  systems  supporting  project

managers in planning and monitoring project progress and

whole  teams  in  communicating,  collaborating  and

documenting the results.

R

The  project  management  and  communication  software

differs  in  offered  features,  complexity  of  handled

information, ease of use, and price per user. Choosing one

for  a  specific  project  should  take  into  consideration  its

scope,  size,  management  model,  workflows  and  users’

expectations.

With  tens  of  available  project  management  suites,  and

tens of criteria to consider, the choice of the right tool is not

trivial. Moreover, such choice should be repeated for every

project undertaken, as the specificity of a given project may

render  unusable a tool used successfully  in multiple other

projects.  Hence  the  need  for  an  easy-to-use  technique

capable of supporting such type of decisions.

The aim of this paper is to propose a selection procedure

using  the  weighted  regularized  Hasse  method  [1]  as  an

effective solution for this purpose. This method is not only

The  publication  was  financed  from  the  funds  of  the  Department  of
Engineering  of  Information  Systems  at  the  Faculty  of  Economics  and

Management of University of Szczecin for maintaining research potential.

simpler  than  the  most  widely  used  methods  supporting

multi-criteria decision process (such as PROMETHEE, the

ELECTRE  family  methods,  or  the  Analytic  Hierarchy

Process – see [2] for a comprehensive review), but also has

a  number  of  other  benefits  (primarily,  highly  informative

and highly readable form of results – see section VI).

As a proof of concept, this method is applied to evaluate

and  rank  project  management  systems with  regard  to  the

criteria  and  their  weights  defined  for  the  case  of  an

international  project  consortium,  consisting  of  seventeen

partners from eight countries. Due to its territorial dispersion

and the multiplicity of communication channels among the

project  team  members,  the  project  represents  a  valid

exemplification  of  a  situation  in  which  a  deliberately

selected project management and communication system is

needed to ensure effective and successful project realization.

The paper is structured as follows. Section II explains the

nature  of  issues  related  to  project  management  in  an

international  dispersed  team,  also  stressing  out  the

significance of the project management software. Section III

provides an insight on the chosen approach, introducing the

concepts of partial ordering and Hasse diagrams. Section IV

provides  basic information  on the case project.  Section V

describes  the  applied  selection  procedure,  whereas  Sec-

tion VI presents its results. Section VII concludes.

II.PROBLEM BACKGROUND

Realization  of  any  kind  of  project  in  a  dispersed

international team is a challenging task. Different research

studies  show  that  geographic  dispersion  may  impede

effective  information  sharing,  coordination,  problem

solving, building trust, and constructively resolving conflicts

with others  on  the  team [3,4].  Project  delivery  risks  with

distributed teams tend to be greater when compared to co-

located teams [5].  This is  mainly due to the lack or  high

limitation  of  face-to-face  contact,  which  hinders

interpersonal  relations,  trust  and  commitment  and  causes

misunderstandings. 

In  dispersed  global  project  teams,  most  communication

and  the  building  of  relationships  is  performed  through

information and communication technologies (ICT), and  the

ICT support becomes one of critical success conditions [6].

The  current  trend  in  project  management  is  to  find

technology  that  allows  the  creation  of  a  professional
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environment for dispersed teams, similar to the one expected 

if these teams were collocated [7].  

Project management software is a very broad category [8]. 

Selecting the right tool has therefore a significant effect on 

the success of the project and effectiveness of teamwork [9].  

III. CHOSEN METHODOLOGY 

It is a significant challenge to analyze data and make a 

decision taking into account many different aspects and 

criteria. The fact that many different indicators must be 

included simultaneously means that the so-called multi-

indicator system or multi-criteria analysis must be used [10].  

One way to handle a multi-indicator system is a 

mathematical mapping of the single indicator values to get a 

one-dimensional scalar, eventually to be used as the ranking 

indicator [11]. However such a mapping process, e.g. by 

using a weighted sum, hides all background information and 

may also cause unwanted compensation effects [12].  

There are well-known outranking methods to obtain a 

linear order from a multivariate data matrix [2]. A less 

known yet attractive alternative to the above-mentioned 

methods is the partial order method. It allows not only to 

rank objects but also to obtain information to what extent a 

given object is better than another.  

In partial ordering, to acknowledge object X as better than 

object Y (written as: X ≥ Y ), there must be at least one 

indicator value for object X which is higher than the 

corresponding indicator value for object Y, and no indicator 

for object X is lower than the corresponding indicator value 

for object Y. If some indictors for object X are higher and 

others are lower than the corresponding indicators of object 

Y, then the objects are recognized as incomparable. A set of 

comparable objects is called a chain, whereas a set of 

mutually incomparable objects is called an antichain. If all 

indicator values for two objects are equal, the objects are 

considered as equivalent, having the same rank [13].  

Partial orders can be visualized with Hasse diagrams, in 

which comparable objects are connected by a sequence of 

lines, while incomparable objects are not connected. The 

levels give approximation to a weak order of the objects 

from “bad” (bottom) to “good” (top). Before constructing a 
Hasse diagram, it is essential to make sure that all indicators 

have a uniform orientation. Partial order method provides a 

weak order, where tied orders are not excluded. This is 

obtained by calculating the average order of the single 

objects, as e.g. described by Bruggemann and Annoni [14]. 

Partial order methodology has been used in many different 

research studies in environmental sciences, chemical 

industry, poverty analysis and many others (see [15]). It has 

also been successfully applied to software selection problem 

in the case of digital assets management systems [16].  

That approach has, however, a significant weakness. In the 

case of problems with many criteria, such as the one 

researched here, often a large number of incomparabilities 

are observed which leads to a less meaningful representation. 

Moreover, the original Hasse method considers all criteria as 

equally relevant in determining the final data structure, and 

that is not always desired. A comprehensive solution to both 

these shortcomings has been proposed by Grisoni et al. [1] in 

the form of the weighted regularized Hasse method. It is this 

improved method that has been chosen to solve the discussed 

problem. The details of the performed procedure will be 

provided in section V; before that, however, the project 

selected for the exemplification will be described. 

IV. THE CASE PROJECT 

The case project is an international cooperation project titled 

BalticMuseums: Love IT!, realized within the Interreg South 

Baltic Programme 2014-2020 and supported by the 

European Union from the European Regional Development 

Fund. The project team comprises three scientific partners, 

five museum or cultural institution partners and one partner 

specialized in creative IT-related events. Apart from the nine 

partners, taking part in all project activities, there are also 

eight associated partners, involved only in selected activities. 

The partners are based in eight European countries. 

The main aim of the project is to develop new IT-enabled 

tourism products for natural and cultural heritage tourist 

destinations in the South Baltic Region in a form of 

multilingual BYOD-guided tours providing an enhanced 

visitor experience during and after the visit featuring 

multimedia content and gamification techniques. 

The case project has the following characteristic 

properties: 

 there is no single project management system used a 

priori by all or most of the partners (the users have 

different experiences and expectations); 

 the partners have very different levels of IT fluency, 

hence the need for a very easy to use, but still highly 

functional solution; 

 the project is scheduled for three years (there is enough 

time to learn the new software); 

 the financial management is done in a separate system 

prescribed on the European Union programme level 

(that is why no financial features should be taken into 

account in the evaluation). 

V. SELECTION PROCEDURE 

The procedure of selecting the best project management and 

communication software included four stages. The first one 

comprised two phases – selection of criteria against which 

the potential project management systems will be ranked and 

obtaining weights reflecting the importance of each criterion. 

The weights were set on the basis of a questionnaire 

answered by the project partners’ representatives. For each 

criterion, they were asked to assess its importance on a five 

grade scale. For each value on the scale, a number has been 

assigned: not important – 0, of little importance – 1, desired 

– 2, important – 3, absolutely crucial – 4. The weights of the 
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respective criteria were calculated by summing up the 

numbers obtained from the respondents and then normalizing 

them to make the sum of weights of all the criteria equal to 1. 

In stage two, a set of project management systems to be 

evaluated was chosen. Because of the huge amount of that 

type of tools available, a pre-selection phase was needed. 

The pre-selection was based on the following assumptions: 

the software is recognized as popular on the benchmarking 

lists [17,18], the annual cost of using the tool by 25 users 

does not exceed the threshold of 600 euro, the available disk 

space (in case of cloud solutions) is not less than 20 GB, and 

a demo/trial version of the tool is freely available for testing.  

In the third stage, the pre-selected project management 

tools were evaluated with Irespect to the criteria – features of 

the system which were defined in stage one. Fourteen of the 

criteria could be rated using a binary scale: with 1 assigned if 

a certain criterion was met, and 0 if it was not. Other criteria 

needed a larger evaluation scale (0 to 2 or even 3), because 

their scope strongly differed among the tested tools. All 

functions and features which were evaluated using a non-

binary scale are listed in Table I (see Table II for a full list).  

As a result of stage three, the original Hasse matrix and 

the corresponding diagram (see Fig. 1) were obtained. 

The goal of the final stage was to determine the complete 

ranking of the project management and communication 

systems for the BalticMuseums: Love IT! project team, 

taking into consideration the weights of the respective 

criteria. To accomplish that, the approach proposed by 

Grisoni et al. [1] was followed. 

In its first phase, the weighted count matrix tW was 

obtained using the following formula [1, eq. 1]: 

  
k

kjik
W
ij wt ,,  

TABLE I. 

EVALUATION RULES FOR THE NON-BINARY FEATURES OF THE PROJECT MANAGEMENT SYSTEMS 

Feature (scale) Levels (points awarded) 

sharing and co-creating docs (0-3) 
no sharing/co-creating (0), place to store and share files (1), place to store and share files with version control 

(2), sharing files and co-creating documents (3) 

email integration (0-3) 
no email integration (0), notifications to external email (1), possibility to send to/receive from external email (2), 

own mailbox/internal messages (3) 

instant messenger (0-2) no chat (0), one-on-one chat (1), group chat (2) 

notifications (0-2) 
no notifications (0), automatic, but poorly configurable notifications (1), highly configurable automatic 

notifications (2) 

project schedule (0-2) no schedule (0), schedule only defined in tasks (no visualization) (1), schedule displayed on a Gantt chart (2) 

managing tasks (0-2) 
flat or two-level task hierarchy (0), at least three level tasks hierarchy (1), multilevel task hierarchy, task 

dependencies (2) 

dashboard (0-3) 
no dashboard (0), dashboard with only recent activities (1), dashboard with tasks, activities, calendar (2), 

dashboard with graphical visualization of project status (3) 

shared calendar (0-2) 
no shared calendar (0), calendar with no integration with external calendars (1), calendar with integration with 

external calendars and/or meeting planner (2) 

access control (0-2) no user access management (0), basic user access management (1), advanced user access management (2) 

mobile version (0-2) no mobile app (0), basic functions mobile app (1), full mobile app (2) 

interoperability (0-2) no interoperability (0), basic export/import possibilities (1), integration with many different tools (2) 

 

(1) 

TABLE II. 

NORMALIZED WEIGHTS OF THE PROJECT MANAGEMENT SOFTWARE EVALUATION CRITERIA 

Symbol Criterion (feature of the system) Normalized 

weight 

 Symbol Criterion (feature of the system) Normalized 

weight 

C1 sharing and co-creating documents 0.053493  C14 risks register 0.034934 

C2 email integration 0.063319 C15 shared calendar 0.043668 

C3 audio/video conference 0.040393 C16 poll option 0.028384 

C4 discussion forum 0.032751 C17 access control 0.036026 

C5 instant messenger 0.029476 C18 mobile version 0.044760 

C6 notifications 0.046943 C19 configurability 0.031659 

C7 project schedule 0.049127 C20 interoperability 0.044760 

C8 managing project tasks 0.052402 C21 ability to install on an own server 0.025109 

C9 work time register 0.037118 C22 availability of detailed documentation 0.030568 

C10 wiki pages 0.032751 C23 availability of tutorials 0.045852 

C11 search engine 0.037118 C24 helpdesk – technical support 0.039301 

C12 dashboard 0.046943 C25 ability to withdraw and delete data 0.033843 

C13 issues register 0.039301    
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and: wk denotes the weight of criterion k, and xik the 

evaluation of object (software system) i with regard to 

criterion k. 

In the second phase, a weighted regularized Hasse matrix 

HR was obtained from the weighted count matrix using the 

following formula  [1, eq. 2]: 
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where t* has been set to the minimum allowed value of 0.55 

– i.e. it is enough for object i to be better than object j in 

55% of the criteria to set an ordering between the two. 

Although Grisoni et al. [1, p. 97] suggested one more 

phase to obtain a total ordering, in our case it was 

unnecessary as the chosen value of t* for the construction of 

the weighted regularized Hasse matrix was sufficient to 

eliminate all the incomparability between evaluated tools and 

to construct the complete ranking.  

VI. RESEARCH FINDINGS 

The first stage of the research procedure resulted in 

specifying 25 criteria – features of project management tools 

whose importance was evaluated by the respondents of the 

questionnaire – the representatives of the project partner 

organizations. Note the simplicity of the data gathering 

process as compared to, e.g., the AHP method requiring 

pairwise comparisons [19]. 

Table II presents the criteria together with corresponding 

normalized weights (the normalization consisted in dividing 

each weight by the sum of all weights so that the sum of all 

normalized weights is 1). The values reflect which criteria 

were indicated as the most important by the majority of the 

respondents; the five top-ranked were: email integration, 

sharing and co-creating documents, managing project tasks, 

project schedule, and dashboard. 

The second stage of the research concentrated on the pre-

selection of project management and communication tools 

for the final evaluation. As a result of the pre-selection 

process, the following nine project management systems 

were chosen: Zoho Projects Premium (T1), Freedcamp Lite 

(T2), Moovia (T3), Proofhub Start up (T4), AdminProject 

(T5), Teamwork Projects Small Office (T6), Trello free 

(T7), 2-Plan Team free (T8) and Open Project free (T9). 

In the third stage, each of the pre-selected systems was 

evaluated with regard to each of the 25 criteria, what resulted 

in creation of a source matrix for the Hasse diagram. Note 

that at this stage the criteria weights were not yet taken into 

account. 

 

Fig.  1 The original Hasse diagram  

(source: own elaboration, obtained using [20]). 

The Hasse diagram, presented in Fig. 1, reveals the 

dependences among the evaluated project management 

systems. There are five chains showing the order among 

some of the systems: T6 ≥ T4 ≥ T3, T6 ≥ T7, T6 ≥ T2, T1 ≥ 
T2 and T1 ≥ T7. Apart from the listed chains, other tools are 
incomparable with one another. Due to the existence of 

incomparable objects, the Hasse diagram does not provide 

the complete ranking of the evaluated software. 

In order to accommodate the criteria weights, in the first 

phase of the final stage, the weighted count matrix tW was 

calculated (see Table III). The weighted count matrix was 

then used to calculate a weighted regularized Hasse matrix 

HR(0.55). The Hasse diagram resulting from this matrix (not 

presented here as it has an obvious form of a degenerate tree) 

revealed the complete ranking of the project management 

systems (see Table IV). 

(3) 

(2) 

TABLE III. 

WEIGHTED COUNT MATRIX FOR THE SELECTED PROJECT MANAGEMENT TOOLS 

Project management tool T1 T2 T3 T4 T5 T6 T7 T8 T9 

T1 0.500 0.729 0.718 0.574 0.678 0.447 0.778 0.664 0.694 

T2 0.271 0.500 0.570 0.362 0.553 0.249 0.585 0.493 0.538 

T3 0.282 0.430 0.500 0.310 0.456 0.247 0.510 0.419 0.463 

T4 0.426 0.638 0.690 0.500 0.691 0.373 0.723 0.632 0.698 

T5 0.322 0.447 0.544 0.309 0.500 0.269 0.554 0.463 0.507 

T6 0.553 0.751 0.753 0.627 0.731 0.500 0.800 0.717 0.716 

T7 0.222 0.415 0.490 0.277 0.446 0.200 0.500 0.409 0.431 

T8 0.336 0.507 0.581 0.368 0.537 0.283 0.591 0.500 0.544 

T9 0.306 0.462 0.537 0.302 0.493 0.284 0.569 0.456 0.500 
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TABLE IV. 

THE FINAL RANKING OF THE SELECTED SYSTEMS 

Rank Id Project management tool 

1 T6 Teamwork Projects Small Office 

2 T1 Zoho Project Premium 

3 T4 Proofhub Start up 

4 T2 Freedcamp Lite 

5 T8 2-Plan Team free 

6 T9 Open Project free 

7 T5 AdminProject 

8 T3 Moovia 

9 T7 Trello free 

VII. CONCLUSION 

The selection of the most appropriate project management 

system is one of the most important decisions which 

influence the realization, communication, collaboration and 

documentation processes throughout the project. It is, of 

course, only one of many important factors which determine 

the success of the project, but using the right IT tools makes 

all other processes easier to realize.  

In this paper, it was shown how the selection of the most 

appropriate software can be supported using a procedure 

consisting of four stages: (1) definition of the evaluation 

criteria and their importance for the project team members, 

(2) pre-selection of the project management software tools, 

(3) evaluation of the pre-selected tools against the defined 

criteria, and (4) establishing the complete ranking of the 

evaluated tools, using the weighted regularized Hasse matrix 

(which is much simpler than AHP or outranking methods). 

The proposed procedure has been validated using the case 

of an international project, realized by a consortium of 17 

organizations from 8 countries. The applied procedure led to 

the final ranking of the project management tools, listing the 

systems under consideration in the order of preference based 

on the fulfillment level of the 25 defined evaluation criteria 

and the criteria weights set by the consortium members.  

Selection of the project management and communication 

software is an important element of setting up an effective 

project realization environment. It must be, however, taken 

into consideration that using even the best software tools for 

project management and communication is not enough to 

ensure project success. Appropriate procedures and 

processes must be defined and observed by the whole team 

to let the software be utilized in the best possible way [21]. 

It should be noted that the procedure applied in this 

research for evaluating and ranking the project management 

systems can as well be applied to other software selection 

problems having similar context (many candidate solutions, 

multiple criteria, criteria having distinct weights).  
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Abstract—Collaboration in business environments is
an ongoing trend that is enabled by and based on cloud
computing. It supports flexible and ad-hoc reconfigu-
ration and integration of different services, which are
provided and used via the internet, and implemented
within business processes. This is an important com-
petitive advantage for the participating stakeholders.
However, trust, policy compliance, and data privacy
are emerging issues that result from the distributed
data handling in cloud-based business processes. Up to
now, several architectures and technical systems that
enable the cloud-based collaboration within business
processes have been developed, but the selection of
an appropriate business process management system
(BPMS) is missing. An implemented BPMS has to
meet certain requirements that result from the cloud-
based characteristics and from the other implemented
systems. This paper derives requirements for BPMSs in
cloud-based environments, currently available BPMSs
are evaluated against the derived requirements and the
selected one is implemented subsequently.

I. Introduction

COLLABORATION is one of the essential mecha-
nisms in business environments that follow the trend

of outsourcing and concentration on core competencies in
order to create customized business processes. Foundation
and enabler of this development is the technology of cloud
computing (CC) [1], [2]. Next to benefits such as facili-
tated collaboration, flexibility, and ad-hoc reconfiguration,
there are certain challenges arising from the virtualization
of resources and the decentralized data handling within
the CC paradigm. Especially, the cloud based planning,
operation and monitoring of business processes incorpo-
rates sensitive data. Hence, data privacy and the related
policy compliance results in a crucial challenge for affected
companies that participate in such a cloud-based business
environment [3]. Recent publications deal with the issues
of data privacy in cloud-based business processes [4], based
on the so called collaborative business process as a service
(BPaaS) [4], [5]. Several components of a comprehensive

The work presented in this paper was funded by the German
Federal Ministry of Education and Research within the project ’Lo-
gistik Service Engineering und Management’ (LSEM) under the ref-
erence BMBF 03IPT504X and within the project ’Privacy-preserving
Methods and Tools for cloud-based Business Processes’ (PREsTiGE)
under the reference BMBF 16KIS0082K. More information can be
found on the websites http://lsem.de and http://prestige.wifa.uni-
leipzig.de.

architecture and their interfaces have been described in
several papers [4], [6], [7]. The only missing core compo-
nent of the presented architecture is the Business Process
Management System (BPMS), which the paper focuses on.

The BPMS has to meet several requirements from the
perspective of business and privacy policies. Further, the
already implemented components of the architecture im-
pose additional requirements based on the given ways of
communication and the underlying logic. In summary, the
paper answers the following research question: How is a
privacy preserving BPMS to be designed and implemented
in order to grant data privacy for collaborative BPaaS?

The paper is structured as follows: After the introduc-
tory motivation, section 2 focuses on the theoretical back-
ground. Section 3 briefly introduces the applied method-
ology, which comprises the deriving of the requirements
for privacy-driven cloud-based BPMS, the introduction of
several alternatives and their evaluation. After section 4
that briefly introduces the implementation of the selected
BPMS, the paper is concluded in section 5.

II. Theoretical Background
Business Engineering (BE) is the approach of the me-

thodical implementation of new business solutions as well
as company’s organization design, especially of business
processes comprising its modeling, strategy and infor-
mation systems usage [8]. Alphar et. al. [9] refer to
St. Gallen’s business architecture and define BE as the
method of integrated design based on process orientation
focusing on the link between business strategy and IT.
The key aspects of BE are the optimization of existing
and the design of new customer-oriented processes. The
design should ensure substantially completed processes
and that activities are presented ordered chronologically
and logically with regards to the business objectives [9],
[10]. The outputs of the activities have an essential impact
on the process execution as they serve as input for the par-
ticular subsequent activity. The most important challenges
and main objectives of business engineering are execution
time, promotion of customer loyalty as well as reduction
of process faults and errors [8].

There are two fundamental approaches used for process
design: top-down and bottom-up. The first one proceeds
from business strategy down to its IT-implementation and
comprises vision, initial diagnose, redesign, development
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as well as evaluation phases. The benefits of this approach
are the systematic consideration of customer orientation,
business strategy, and its objectives. Moreover, it allows
to build end-to-end processes starting at customer needs
and ending with its achievements [11]. However, [9] argues,
that the criticized bottom-up project implementations are
frequently applied due to rare possibility of top-down’s
greenfield approach integration.

The need of proper process design and its preparation
results from the information models’ complexity and their
high quality requirements [12]. A methodical approach
supports the handling of complex business model design,
as those models consist of multiple, standardized, and
modular components and dependencies. Hence, systems
and modules can be reused in other business models to
accelerate the design process [9]. With the help of reference
models, during BE particular business IT architectures
can be developed [13]. There is a variety of solutions,
notations, and approaches for process modeling such as
ARIS (Architecture of Integrated Information Systems),
BPMN (Business Process Model and Notation), EPC
(Event-driven Process Chain) etc. [8].

Business strategy and business objectives are the foun-
dation and purpose of business process modelling [11].
Business process modeling is part of business process man-
agement, which encompasses the whole livecycle of busi-
ness processes. This comprises design, modeling, execu-
tion, monitoring, and optimization [14]. Business process
management systems (BPMS) comprise tools, methods,
and concepts to support business process management for
the whole business process life-cycle [11], [12].

The result of business process design is a machine-
readable process description, which can be executed by
process engines of the BPMSs. Languages for this purpose
are e.g. XPDL (XML (Extensible Markup Language) Pro-
cess Definition Language) and BPEL (Business Process
Execution Language). The major drawback of those lan-
guages is the lack in graphical process representation [10],
[15], [16]. In order to overcome this problem, the language
BPMN was developed. Nowadays, it is the most common
notation in business process management due to its mul-
tiple advantages: the processes created in BPMN are exe-
cutable, machine readable, and further a special graphical
representation was created to enable human readability.
Consequently, the BPMN has prevailed against BPEL and
other languages and has become a standard in process
modeling. BPMN is based on structured layers, each of
those consists of different elements. The most fundamental
ones, that make it possible to construct BPMN diagrams
are Process, Choreography and Collaboration [17].

Due to the rapid growth of information system’s modu-
larity by the implementation of technologies such as SOA
and Web Services, BPM is an integrator for coupling and
connection of independent components with the help of
the process level. This helps to deliver personalized and
specialized processes to customers, in order to provide

a mix of responsive products and services, that work
together in value chains. The cloud provides a flexible and
scalable environment for such integration tasks. Hence,
the realization of BPMS in the cloud is a consequential
step. Benefits of the cloud paradigm’s implementation
are e.g. reliable performance on demand, scalability, and
predictive analytics for process tasks. Usually cloud ser-
vices are distinguished into Infrastructure as a Service,
Platform as a Service, and Software as a Service, which are
different levels of abstraction of services from virtualized
hardware to whole ready to use software products [18],
[19]. Reference [18] defines the three following diverse
system categories of BPMS, that could be implemented
on the particular cloud level: Interconnecting Systems for
information exchange through all accessible channels on
IaaS and PaaS; Adaptive Systems for internal process and
customer monitoring based on SaaS; Specialized customer-
oriented Systems at SaaS level. When it comes to BPMS in
the cloud, another layer, the Business Process as a Service
(BPaaS) is added to the stack. The mentioned benefits of
the cloud paradigm are also valid on BPaaS layer.

Considering how functionality of BPM architecture
spreads across the cloud, [20] defines the four following
levels: Infrastructure Service Layer, which comprises Ser-
vice Bus with File Storage System; Platform Service Layer
for business process engine and pre-built business process
rules libraries with diverse middle-ware core elements;
BPMS-as-a-Platform layer, which provide full BPM-life-
cycle management support, especially process design and
monitoring; and finally, Software and Service Layer with
the tools for information analysis on the highest abstract
cloud computing level. According to [5], the transforma-
tion of BPMS paradigm from domain-specific business
process to executable work-flow in Cloud consists of five
levels to be fulfilled as follows. Knowledge Externalization
comprises the representation of cloud service features in a
human and machine readable way, can be achieved by clear
semantics and language. BPaas design maps the activities
of business process to cloud services. The third level of
transformation is BPaaS allocation, where each business
process in the cloud can be understood as a service, which
can be deployed to the cloud. The BPaaS execution level
provides the orchestration of such cloud service on a higher
abstraction. Finally, the level of BPaaS evaluation collects
all information from the BPaaS deployment in multi-cloud
environments to provide conceptual analytics on business
level. Through all those levels security and privacy has to
be guaranteed.

The public access as well as multi-tenancy provided
by cloud computing have a tremendous impact on infor-
mation security and privacy. Reference [21] defines the
five following perspectives based on high level security
requirements of business processes, in order to guarantee
integrity, consistency and completeness:

• Information Perspective refers to the structure and
relationship of information units
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• Function Perspective is the mapping of and the
dataflow between process activities

• Dynamical Perspective concers the representation of
all states for each information unit as well as its status
transformation during information unit lifecycle

• Organization Perspective provides information about
who executes which activity at which point of time

• Business Process Perspective represents the business
process as activity and information stream from the
perspective of the whole process.

Apart from the process security, also security on the
cloud environment itself should be considered. Reference
[22] argues the communication of components based on
Trusted Third Party (TTP) Services as the ideal solution
for integrity, confidentiality, and credibility in the cloud.
TTPs are operationally connected certificate paths, that
provide a notion about Public Key Infrastructure (PKI)
and support strong process authentication, authorization
for an access to resources, data banks and informative
systems as well as data confidentiality.

Summarizing, BPaaS provides a suitable approach for
business process management in cloud-based collabora-
tions. One of the major challenges in this field is the
compliance of privacy policies due to decentralized han-
dling of sensitive data. This challenge has already been
met for some parts of BPaaS architectures [4]. However,
the evaluation and selection of a suitable BPMS is still
missing. The following section derives requirements for
privacy preservation in collaborative BPaaS and evaluates
existing BPMS.

III. Evaluation and Selection of BPMS
In this section, a method for BPMS evaluation and

selection [23] is introduced and applied in the field of
collaborative BPaaS. Requirements of a BPMS in col-
laborative cloud environments are derived from business
perspective and from the existing architecture’s perspec-
tive. Afterward, existing BPM tools are identified and
evaluated with the help of the derived requirements and
eventually an appropriate tool is selected for subsequent
implementation.

The method of [23] comprises the three steps that are
depicted in Figure 1: identifying the the organizational
requirements, identifying BPM tools, and selection of
appropriate BPM tool with the help of the requirements.
The common and specific requirements help to improve
the decision of tool selection. According to [23] both first
steps are executed in parallel. In the identification of BPM
tools during second step, there are some weak spots in the
method because of its proposal to identify all available
market tools without any restriction. This leads to com-
prehensive and extensive list, that should be elaborated
completely. One of the options here is to reduce the list
by identifying common criteria both for software and BPM
tools with regards to common evaluation practices. During
the last step, each BPM tool from the list is evaluated by

Step I

Identifying the needs of the organizations through:

- Documentation analysis

- Common software requirements

Step II

Identifying BPM tools through:

- Common reuqirements for software selection

- Common requirements for BPM tool selection

- Common assertion methods

Step III

Selecting

appropriate

BPM Tool

Phase 1: Determine Evaluation Criteria

Phase 2: Define Methods + Rating Scale

Phase 3: Analyze the Results

Is the tool

available for

evaluation?
yes

no

Out of the sample

Fig. 1. Methodology for BPM Tool selection (referring to [23], [24])

particular criteria in order to evaluate the tools’ suitability
to meet the requirements. Moreover, a tool cannot be
evaluated, if at least one criteria cannot be applied and
evaluated.

A. Identifying Organizational Requirements
According to [24] there are two types of organizational

requirements, that are described in functional specifica-
tions. First type comprises a compilation with the scope
on delivery and performance. The second type describes
the implementation. Further, a distinction can be made
between functional and non-functional requirements [24].
According to [25] there are various document types for
documentation such as use case and class diagrams, soft-
ware glossary, sequence diagrams, domain models, perfor-
mance and interface description, etc.

An interview among companies from the logistics sec-
tor revealed that privacy is one of the most important
concerns of companies when it comes to collaborative
BPaaS. Also the application of SOA (Service Oriented
Architecture) principles for the whole system has been
emphasized by the interviewees.

The central outcomes of the architecture’s development
[4] are structures for design, execution and monitoring of
privacy preserving business processes. The focus is laid on
the customer-specific declaration of privacy rules. They
are monitored with strategic, operative and tactical KPIs
(Key Performance Indicator) with the focus on price,
time as well as quality. The quality aspect is verified
through test cases development, evaluation and continu-
ous improvement. Through functional and non-functional
requirements as well as description of desired conditions,
a requirements catalog has been developed, which com-
prises five architecture-specific criteria. The architecture’s
functionality is defined through component diagrams and
descriptions as well as interface descriptions.

The functional requirements are briefly introduced:
1) Service Selection: The first requirement is the ability

of reusing process activities from a (IT) Service Catalog,
e.g. as proposed in [26]. It can both accelerate and fa-
cilitate the process design. However, it is not to think
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about a general service repository in the sense of SOA con-
text such as WSDL (Web Service Description Language)
directory, but as repository for structuring and retrieval
of customized business process activities, that in BPMS
context are known as Work Items.

2) Remote invocation: This criteria comprises interface
and functionality for remote process administration and
control. For instance, one of the architecture’s main com-
ponents is able to start the process per remote invocation,
while another component should be capable of the pro-
cess’ deployment. Moreover, one important feature is the
parameter delivering and its acceptance by process during
its execution, as well.

3) Process Activity Logging: In enterprise systems,
transaction are executed and persisted for compliance as
well as for monitoring reasons. The logging of each step
during process execution is a challenging task. There is a
need for so-called Safe-Points within the process because
of real-time process tracking, which is done by parts of the
architecture’s external components for process monitoring.
Safe points save the state of the process instance during
process execution. The logging support is required for
the process execution engine, as well as for the trigger
performance for remote control.

4) Security Provider: The environment of architecture’s
components should be homogeneous and privacy preserv-
ing. Processing with the Single-Sign-On technique can
guaranty confidentiality and ease of use for its clients. As
a result, one of the requirements on BPMS is the support
and integration with OpenID systems.

5) Cloud Readiness: As the architecture’s business pro-
cessing is managed in the cloud, a crucial requirement is
the BPMS’ support of various features such as support
of a CLI (Command Line Interface) for process admin-
istration, in order to ease project management. Multi-
tenancy feature support is another requirement because
of the necessity of process virtualization. This enables in-
dependent execution and design for each particular user or
groups of users according to particular roles. It comprises
also the possibility to use e.g. customized data sources, or
customized persistence configurations.

The trust evaluation index system proposed by [27]
was used in order to define non-functional requirements.
The three chosen criteria are: reliability, security, and
maintainability. The BPM tools will be further evaluated
towards meeting the requirements usability and system
architecture. Altogether, five non-functional criteria with
the following key points to be supported have been defined:

1) Reliability: process monitoring, simulation and de-
sign as well as process mining

2) Security: data security and confidentiality as well as
process roles and access

3) Maintainability: testability as well as product sup-
port and service

4) System Architecture: SOA/Enterprise-components,
repository, audit/history logs, human task, work-

bench
5) Usability: both installation complexity and GUIs

(Graphical User Interface) for modeling, process and
project administration

Summarizing the first step, there are five aspects deter-
mined for the BPMS evaluation that outline the functional
requirements.

B. Identifying BPM Tools
The architecture’s objectives are being used to derive

organization types and use cases in accordance with partic-
ular aspects of the decision framework proposed by [28] in
order to choose the best fitting BPMS. According to [24],
there are some common analytical methods for software
tools identification, which comprise market review, rough
selection as well as gathering of price offers. For the current
paper, the market review and online sources were used.
Multiple BPMSs were detected. However, the majority
of the BPMSs did not provide the capability of process
execution, but only the capability of process design. As
a result, common BPMSs are distinguished from BPMN-
Engines, which do offer the capability of process execution.
Consequently, the list with BPMN engines from [29] was
used and extended with the BPEL-Engines from the list
of [30] that support BPMN 2.0 language. The list com-
prised more than 30 BPMN 2.0 engines. Derived from the
architecture’s setup, the features of BPMN 2.0 Core are
determined as essential for the evaluation and selection.
Consequently, the list was reduced to seven BPMN 2.0
engines, i.e. Edorasware, Camunda BPM, Imixs Workflow,
jBPM, Stardust, W4 BPMN+, and inubit BPM.

By now the BPMN engines have been evaluated based
on the BPMN 2.0 Core characteristics. However, reliability
and similar aspect such as process monitoring, simulation,
and deployment are not part of the BPMN specification
[17] but should be considered for evaluation, as well.

C. Selecting BPM Tool
With the aforementioned non-functional requirements,

the seven identified BPMS are evaluated. Final results of
this assessment are presented in Figure 2. Harvey Balls are
chosen as the rating scale. Only jBPM resulted to fully
meet all non-functional requirements. However, through
interviews with project managers, there was defined an
importance of each particular non-functional requirement.
The highly weighted are reliability, system architecture
as well as security (en-framed bold). Hence, three BPMN
engines were chosen to be thoroughly examined concerning
the functional requirements in the next step.

The BPM tools are being pre-chosen according to
the non-functional requirements. The remaining three
are now evaluated concerning the extent to which they
meet the functional requirements. The weight of the sub-
requirements are presented in the following list:

• Service Selection: Work Item Task (50%), Work Item
Repository (50%)
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Fig. 2. Evaluation of BPMS against the developed requirements.

• Remote Invocation: Remote API for process admin-
istration (50%), parameter mapping (50%)

• Process Activity Logging: Signal Events with Remote
API (Application Programming Interface) (50%), pa-
rameter mapping (50%)

• Security Provider: Support and its full integration
(100%)

• Cloud-Readiness: CLI (50%), Virtualizing (50%)
Regarding the executed evaluation, there is only one

BPMS fulfilling all functional requirements, i.e. jBPM.
The tool jBPM is open a source product supporting
BPMN 2.0 since 2013. It comprises a huge community and
provides a comprehensive and well written documentation.
Further, product maturity and integrity can be assumed
as it is available in the sixth stable release (currently:
6.5). In the next section, the implementation of the jBPM
and the integration with the other existing parts of the
collaborative BPaaS architecture is described.

IV. Implementation of BPMS
The following section presents the general implementa-

tion of jBPM in the context of a collaborative BPaaS and
the implementation of the architecture-specific functional
requirements in particular. Further, performance opti-
mization methods for BPMS processes are described. To
increase the comprehensibility, some short code snippets
are presented.

The integration of privacy evaluation into each activity
of the business processes can be achieved by evaluating the
privacy at the start of the activity and annotating the data
produced by the activity with the appropriate privacy poli-
cies. This functionality is not provided by jBPM originally,
but it is implemented by creating customized Work Items
which represent the activities of the business processes.
Such Work Items have to be kept extremely flexible. This
Work Item is called "Execute_Generic_Task" and is the
core element of the privacy extensions added to jBPM.

A. Service Selection
The first functional requirement is the service selection

from a service catalog. Two out-of-the-box services are

provided by jBPM, which can be used for external commu-
nication between the components from within the process.
However, there is not much flexibility provided by them, as
their data fields and behavior are predefined and cannot be
adapted easily. The most adaptive design provides the in-
terface AbstractWorkItemHandler that can be used within
customized Work Items. Its implementation is realized as
a plug-in into the process modeling palette. There are
two interfaces available: WorkItemHandler with only two
methods to be implemented and the abstract class of Ab-
stractWorkItemHandler, which implements WorkItemHan-
dler-interface. Multiple useful methods are provided and
are further discussed in the following. The abstract class
that takes over StatefulKnowledgeSession object as the
parameter is responsible for the extended funcationality
that has to be integrated. It provides a common way for
interacting with the process engine through the follow-
ing methods: getProcessIntance(WorkItem wi), getNodeIn-
stance(WorkItem wi) together with getSession().

First of them provides an access to meta-information
about the current process or its parent process, while
the second one provides the meta-information about the
particular node. Finally, getSession()-method gets no pa-
rameter and returns the global session that comprises the
current session and further various ones being instantiated
within the particular project. Further, the above described
methods provide also the access from within the node
to process variables through the input/output-interface.
The procedure of registering the customized Work Item
and to inform the process engine about the customization
and registration during process execution, comprises three
following steps:

1) Work Item artifact upload: After compiling the Work
Item as jar-file, it should be uploaded into the
process repository which is managed by the maven
dependency tool. There are several options available:
direct upload through jBPM Workbench with sub-
sequent referencing to it as project dependency in
the project management console. The other option is
pointing to the deployment ids i.e. groupId, artifac-
tId, and version from the company’s external maven
repository in the setting.xml file. The Work item will
be loaded from the maven repository.

2) Work Item registration by Runtime Manager: The
AbstractWorkItemHandler has to be registered
in the kie-deployment-descriptor.xml file. In code
snippet1 line 4 points to the class as well as to its
constructor with the ksession as parameter being
taken over, where ksession is the global variable
registered automatically by jBPM Engine and points
to StatefulKnowledgeSession object.

3) Work Item registration by Work Definition:
WorkDefinitions.wid file provides all important
information of Work Item that is being displayed
in the design palette as well as its reference to
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the Work Item artifact through its name. The
list of parameters in code snippet 2 refers to the
input elements, that will be taken over by Work
Item. This particular Work Item returns no output
parameters. Otherwise, they could be listed through
results keyword as a list that is similar to the list of
input parameters.

Code Snippet 1 Registration of WorkItem by Runtime
Manager

1 <work -item - handlers >
2 <work -item - handler >
3 <resolver >mvel </ resolver >
4 <identifier >org. example .

ExecuteGenericTask ( ksession )</
identifier >

5 <parameters />
6 <name >CustomWorkItem </name >
7 </work -item - handler >
8 <work -item - handlers >

Code Snippet 2 Registration of WorkItem by WorkIDef-
initions.wid

1 [ "name" : " ExecuteGenericTask ",
2 " parameters " : [
3 " elementId " : new StringDataType (),
4 "ip" : new StringDataType (),
5 "email" : new StringDataType (), ],
6 " displayName " : " ExecuteGenericTask ",
7 "icon" : " defaultservicenodeicon .png"

]

For the WorkItemHandler interface registration the
first and the third steps are the same. However, as an
interface provides no constructor, it cannot be regis-
tered via kie-deployment-descriptor.xml file, but it should
be registered in kmodule.xml file, where the session as
well as its setups should be provided manually. Hav-
ing Work Items being uploaded as well as registered in
the project, they are displayed in the modeling palette
on the left side as shown in fig. 3. Both work items
"Get_Initial_Request_Data" and "Service Selection" are
instances of "Execute_Generic_Task" being renamed ac-
cording to their purpose. This is possible because of
the generic implementation being written with Abstract-
WorkItemHandler interface.

B. Remote invocation
The possibility to run the process by remote invocation

is provided by the jBPM Remote API (Application Pro-
gramming Interface). From the multiple use cases which
are provided by this interface, there are suitable ones for
the project-specific requirements to be used by some of

the project’s components. Remote process invocation from
within the privacy management system taking over the
user’s IP address and email address as well as remote pro-
cess deployment by the configurator are crucial interface of
the architecture. To realize the first use case, there are two
components to be known, namely process definition id as
well as deployment name. Code snippet 3 shows the web
service call which is necessary to start the process with
process definition id "main:project:1.0" and deployment
name "project.generic-process". The process definition id
is created by stringing together repository, project name,
and version delimited by colons, while the deployment
name comprises repository and process name which are
delimited a dot. While creating the URL it is crucial to
take care of data types and automatic type recognition
of the application server and framework because of e.g.
the IP address which contains dots is not interpreted as
a floating point number. This can be ensured by masking
critical characters of the values. After request is received
and the process is started, the variables are being assigned
to the global process variables as shown in code snippet 4.
This way their values can be accessed in all Work Items
of the whole business process.

Code Snippet 3 The URL for starting the process

Http post = new HttpPost ( " https ://< host
>:8443/jbpm−conso l e / r e s t / runtime /main :
p r o j e c t : 1 . 0 / proce s s / p r o j e c t . gener i c −
proce s s / s t a r t ?map_ip=user_ip&map_email
=user_email " )

Code Snippet 4 Assigning taken over variables to process
global ones (kcontext is jBPM’s global variable being in-
stantiated by default and points to ProcessContext object)

kcontext . s e t V ar i a b l e ( " email_var " ,
kcontext . g e tVar i ab l e ( " emai l " ) ) ;

kcontext . s e t V ar i a b l e ( " ip_var " , kcontext .
g e tVar iab l e ( " ip " ) ) ;

C. Process Activity Logging
One of the most important project requirements to be

implemented is the Safe Points one. It’s main objective is
to provide process logging after each activity while the pro-
cess is executed. On the one hand, Signal Events in jBPM
are provided via a REST API (Representational State
Transfer API) and execution can be resumed program-
matically through the BPMS-controller after the log file is
read off and all its content is sent to Log-Collector (i.e. the
architecture’s logging database collecting all operational
logs during process execution). On the other hand, as
already mentioned, all the logic of the process being packed
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Fig. 3. Business process with custom Work Items being plugged in jBPM Workbench

within the Work Item, each Work Item should control pri-
vacy compliance, and, if the privacy rules are violated, the
process should be stopped. If the privacy violated could
be resolved by the user the process needs to be continued
from the node at which the process was stopped. For this
purpose XOR-gateways (see Fig. 1) were implemented,
which consume boolean values being supplied by Signal
Event after a process resume request. If the value is false,
the process continues its execution. Otherwise, the Work
Item creates a link to a web service which enables the
process to be continued manually and sends it to Log
Collector. The Cockpit retrieves the link from the Log
Collector and presents it to the user indicating the node
where the process was suspended. When the user clicks
on the link the process is resumed from the activity which
failed the privacy evaluation.

D. Security Provider
As discussed earlier an important step in terms of

privacy and security of BPaaS can be achieved by securing
the cloud environment itself. This can be done by selecting
and implementing secure components. E.g. keycloak is
an open source identity and access management system,
that provides the easy to integrate and secure single sign
on mechanism OpenID connect. By providing a minimal
configuration, it is possible to provide fully integrated
process security with the service provider and user infor-
mation being known. After keycloak’s deployment to the
application server and the server adapter (part of the ar-
chitecture’s gateway) being installed, the setup parameters
for integration with client and for identity provider can
be provided through web-based GUI. Moreover, there is
a list of parameters being used during client’s integration
e.g. type of ssl being required, principle-attribute selection
as well as basic authentication enabling, which provides
flexible setup of the system. Altogether, keycloak is an
easy to implmement tool to provide security integration
for jBPM environments which is also very reliable.

E. Cloud-Readiness
Due to the multi-tenancy of clouds the data of each busi-

ness process have to be kept separated from each other.
Following this, the unintentional data transfer between

Code Snippet 5 Distinguishing properties in pom.xml to
be changed

1 <groupId >#{ groupId }</ groupdId >
2 <artifactId >#{ artifactId }</ artifactId >
3 <version >#{ version }</ version >

two business processes is avoided. To ensure such a strict
separation of the business processes each business process
is packaged in an individual project. This project is then
deployed to the jBPM server. Then the process can be
started independently by each user. This steps of this
approach are as follows.

1) Preparing Project Artifacts: Since projects in jBPM
are managed in a maven repository, a pom.xml has to be
created for each project in order to deploy it to the jBPM
server. To simplify the generation of the pom.xml for the
processes a template has been generated. The template
is copied to the project folder and the process ids, i.e.
groupId, artifactId, and version, are filled in automatically.
This way each deployment’s id is different from each other.
The relevant section of the template is depicted in code
snippet 5.

Business processes which have been designed in the
Configurator are uploaded to an XML database (see sixth
criterion’s implementation) as xml files. The BPMS pro-
vides an API to the Configurator to upload the newly
designed process to the database and to send a request to
the BPMS-controller containing all relevant variables as
described above. The necessary steps to replace the vari-
ables in the template and to prepare the deployment of a
business process are shown in code snippet 6. The variables
are extracted from the http request and are used in line 3
to replace the placeholders in the template pom.xml file.
In line 4 the BPMN file for the business process to be
deployed is retrieved from the XML database.

2) Process deployment: Having all artifacts being ap-
propriately prepared for project deployment, it is impor-
tant to check, whether a deployment with the same id al-
ready exists. jBPM provides a REST API for both project
deployment and un-deployment. Hence, both methods can

BJÖRN SCHWARZBACH ET AL.: PRIVACY PRESERVING BPMS FOR COLLABORATIVE BPAAS 931



Code Snippet 6 Generation of process specific pom.xml
and bpmn file

Path path = Paths . get ( System . getProperty (
" user . home" ) + " / standa lone / gener i c −
p r o j e c t /pomToGenerate . xml " ) ;

S t r ing pomContent = new St r ing ( F i l e s .
readAl lBytes ( path ) ) ;

S t r ing pomContentReplaced = pomContent .
r e p l a c e ( "#{groupId } " , groupId ) . r e p l a c e
( "#{a r t i f a c t I d } " , a r t i f a c t I d ) . r e p l a c e (
"#{ve r s i on } " , v e r s i on ) ;

S t r ing processContent = baseXService .
getXMLContent ( groupId + " : " +
a r t i f a c t I d + " : " + ve r s i on + " . xml " ) ;

F i l e s . wr i t e ( Paths . get ( System . getProperty (
" user . home" ) + " / standa lone / gener i c −
p r o j e c t / pro j e c t −to−deploy / s r c /main/
r e s o u r c e s / gener i c −proce s s . bpmn2" ) ,
processContent . getBytes ( ) ) ;

be used consecutively to guarantee the deployment of
the project will execute without any conflicts. Line 1 of
code snippet 7 shows the implementation of project’s un-
deployment, while line 5 shows the deployment of the
project. Line 3 invokes the maven script in order to
compile the project and upload it to the external artifact
repository.

Code Snippet 7 Deployment phase

r e s t S e r v i c e . t r i g g e r ( groupId , a r t i f a c t I d ,
ver s ion , Tr igger .UNDEPLOY) // see
method ’ s implementat ion in the code
sn i ppe t 8

. . .
Runtime . getRuntime ( ) . exec ( "mvn −f " +

System . getProperty ( " user . home" ) + " /
standa lone / gener i c −p r o j e c t / pro j e c t −to−
deploy " + " c l ean i n s t a l l deploy " ) ;

Thread . s l e e p (30000) ;
r e s t S e r v i c e . t r i g g e r ( groupId , a r t i f a c t I d ,

ver s ion , Tr igger .DEPLOY) ; // see method
’ s implementat ion in the code sn i ppe t
8

F. Process operational data’s external storage
As Work Items consume various multiple operational

variables, the number of I/O mappings grows linear to
the number of consumed variables. Hence, the possibility
of errors grows as well. This results in a big performance
issue which will be addressed in further research. In order
to solve this problem, variables are stored to the external
XML database. The following criteria are defined for

Code Snippet 8 Implementation of the method in order
to un/deploy the project

public int t r i g g e r ( S t r ing groupId , S t r ing
a r t i f a c t I d , S t r ing vers ion , Tr igger

t r i g g e r ) {
. . .
HttpPost post = new HttpPost ( hostname + "

:8443/ jbpm−conso l e / r e s t /deployment/ " +
groupId + " : " + " a r t i f a c t I d + " : " +

ve r s i on + " / " + t r i g g e r . t oS t r i ng ( ) .
toLowerCase ( ) ) ;

// evoke r eques t
// re turn s t a t u s code }

Code Snippet 9 Retrieving values from XML-DB with
BaseX API

public Map<Str ing , L i s t <Str ing >>
getDataByAttribute ( S t r ing
proce s s In s tance Id , S t r ing element ,
S t r ing a t t r i bu t e , S t r ing value ) {

HttpGet get = new HttpGet ( hostname + "
:8443/ " + p ro c e s s In s t a nc e Id + " ?
query=//" + element + " [@" +
a t t r i b u t e + "=" + value + " ] " ) ;

// execu t ion
}

their selection: REST interface support, GUI provision as
well as compliance to standards. The selected application
BaseX provides the usage of both XPath and XQuery
via REST API. Thus, documents’ content can be queried
flexibly by the possibility to query either XML nodes
or specific values of attributes. Code snippet 9 provides
one of the methods used during project implementation
to achieve a decision by querying attribute’s value. Pro-
cessInstanceId is the id of the current process instance.
It aso names the referring table which is created during
the process’ execution. In order to ensure privacy, the
XML file with the all operational data is deleted at the
end of each process. The implementation as well as the
creation was provided through Work Items. Fig. 4 contains
a general view of the business process being designed
to meet all requirements. As already mentioned, Work
Items provide the activity’s full range of functionality.
The first activity of each process is not a Work Item,
as the first activity is always "Get Initial Values". This
activity gathers the initial process input data and stores
them in global variables. Those global variables are then
consumable by the following tasks.

V. Conclusion
Collaborative BPaaS is an innovative and important

approach in order to plan, execute and monitor business
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Fig. 4. Evaluation example process.

processes with several involved companies in the cloud.
Next to benefits such as increased flexibility and easy
reconfiguration, however, the decentralized handling of
sensitive data implicates the crucial challenge of compa-
nies’ individual compliant privacy preservation. In order
to meet this challenge, an IT architecture and several
of its components have already been developed. This
paper presents the implementation of a business process
management system as one of the essential components of
this architecture. After deriving the requirements for this
component, existing BPM tools have been roughly sorted
and the remaining one have been evaluated against the
requirements. As a result, jBPM is evaluated as the most
suitable BPM tool that is able to handle the BPMN 2.0
Core specification and thus, jBPM is implemented into the
existing architecture.

Limitations result from the implementation in one ex-
emplary programming language, i.e. Java, as well as from
the selection that is influenced by the research induced
requirements. Requirements and programming language
preference may vary in other contexts of application.

Implication for research is, to the best of our knowledge,
the first scientific approach of selecting and implementing
a BPMS for cloud-based collaborative business processes
in the context of BPaaS. Thus, companies are enabled to
collaborate through the cloud while ensuring the privacy
preservation of sensible data complying to individual com-
panies’ policies. Enabling and realizing the cloud-based
collaboration while preserving data privacy, participating
companies obtain a decisive comparative advantage.

The system has already been evaluated in several ex-
periments and in interviews with experts from research
and practice. Currently, the system is being evaluated
in the context of real life use cases within the business
environments of several companies. One crucial point for
developing the system towards applicability is the opti-
mization of its performance. Starting points for this are the
parallelization of privacy evaluations or the parallelization
of differing process paths’ evaluation.

In summary, the acceptance of cloud computing in
general and collaborative BPaaS in particular can be
increased by ensuring the preservation of individual cus-
tomizable data privacy as an important precondition in
order to build up trust in the cloud paradigm.
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Abstract—The aim of  this  article  is  to  analyze  the  use  of
basic e-government elements by individual users in Poland in
2017.  Article  presents  the  results  of  research  highlighting
popularity,  use and influence of e-government functions that
support  such   application  in  reality.  Seventeen  core  e-
government functions, most popular among respondents, were
selected based on prior  consultation,   being the baseline  for
following analysis.  Authors  conducted the  CAWI analysis  to
evaluate the distinguished e-government functions on a selected
sample of  university students.  A group of  over two hundred
and  fifty  randomly  selected  people  from  the  university
environment was examined. This approach was guided by the
structure  of  the  article  consisting  of  the  presentation of  the
research hypothesis, the description of the methodology and the
research sample, and the analysis of obtained  results and their
discussion,  together  with the conclusions.  The results  can be
used by people involved in the creation and development of e-
government systems.

I. INTRODUCTION

HERE is no definitive and complete definition of the e-
government in the literature. According to the European

Commission, e-government states for the use of digital tools
and information systems to deliver better quality public ser-
vices to citizens and businesses [1]. Polish equivalent – e-
public administration - suggests narrowing this concept  to
public administration [2] only, while e-government also in-
cludes services offered by the budget sector, that go beyond
the scope of the commonly understood public administration
[3]. This is the reason why the Central Statistical Office has
defined this as the use of information and communication
technology (ICT),  organizational  change and  new compe-
tences in public administration to improve public services
and planned democratic processes [4]. Public administration
is understood not only as an executive apparatus of the state,
but also expressed as activities targeted to organize the con-
ditions  and  principles  of  social  relations,  culture,  urban
transportation, environmental protection, etc. [5]).

T

In  the  meantime,  according  to  other  definition,  this  is
more electronic system of information and public services. It
would therefore be more appropriate to define e-public ad-
ministration as an opportunity to exploit the complexity of
telecommunication tools and techniques to streamline com-
mon administrative  and  civil  services.  Gathering  in  one -

virtual space, time and a single public administration portal
all matters related to a specific category of users (citizens,
business)  facilitates  and  expands  the  ability  to  handle
that [6]. 

In the European Union, public services are identified as
guidelines for citizens that can be used via the Internet [7].
For individuals such services are: income tax, job search, so-
cial security, personal identity cards and document, vehicle
registration, construction permits, police admissions, access
to resources of public library, birth and marriage certificates,
college registration, change of place of residence and access
to health services. In Poland above presented list is slightly
modified and according to project „Wrota Polski” it looks as
follow: tax registration, job search and help finding a job,
getting a social pension for unemployed, handicapped and
retired, obtaining a student scholarship, obtaining a personal
ID, obtaining a driving license, obtaining a passport, regis-
tration of a vehicle, obtaining a building permit, reporting to
the police negative events such as theft, access to public li-
brary catalogs and searching them, filing Civil status forms
and acts and obtaining required copies of those, college reg-
istration, change of place of residency and sign up for a doc-
tor's visit [8]. 

Citizens of the European Union more often use the elec-
tronic method of contact  with governmental  agencies  than
Polish citizens. If we consider digital interaction of citizens
with public institutions (excluding e-mail), Poland with the
share of 31% of persons of age 25-64 (in 2015) holds 25th
position in the ranking.  Behind Poland are only three coun-
tries with lesser level of electronic interaction: Italy, Roma-
nia  and  Bulgaria.  E-government  services  are  divided  into
three groups: downloading forms, uploading of filled appli-
cations, and searching for related to service and service pro-
cessing information. In this area Poland is away from lead-
ing  European  standards.  In  groups:  downloading  and  up-
loading  of  forms  and  applications  Poland  is  worse  about
15%  than  average  result  for  all  European  countries  and
about  26%  worse  in  the  group  of  gathering  information
about the matters realized via e-government systems. While
in the  top fifteen  most  developed  European  countries  the
percentage of filing tax returns is 32%, in Poland it amounts
to only 14.2%; percentage of claims for social benefits in
Western Europe is 11% while in Poland 0.7%; use of public
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libraries in Poland is 3.1% compared to the average of 10%
in Western Europe, etc. [9].  The above results indicate that
Polish  citizens  despite  filling  tax  declarations,  don’t  use
more advanced services of the e-government e.g. fulfillment
of e-forms. The most common reasons for this state of use
of e-government interaction is lack of sufficient competence
to do that online (11%), concerns about personal data secu-
rity  (11%)  problems   with  digital  signature  or  digital  ID
(3%) and lack of specific functionality (2%) [10].

Considering above, the main purpose of this study was to
determine whether this adverse status noticed 3-4 years ago
was  maintained.  In  addition,  it  was  attempted  to  find  out
whether the current state of e-government in Poland satisfies
people who are willing to use it and to what extent. Identify-
ing the current status of functionality provided by the e-gov-
ernment  systems  may  become  the  basis  for  the  proposed
changes in this area.

II. RESEARCH METHODOLOGY

Provided in the introduction statistical analysis are not op-
timistic. Those indicate rather low interest of potential users
of electronic administration systems in the current form. The
article neither perform characteristics of those services, nor
critical analysis of accompanied functionality.  The authors
faced the difficult task of selecting, a priory, the range of e-
government services that are the most popular for the ana-
lyzed population and on the one hand,  are consistent with
the findings and definitions of the e-government used in def-
inition of the European Union recommendations.

Research method consists of following steps: creation of
list with all services that are possible to be provided via e-
government  systems;  conducting  the  "popularity  test"  of
used public services on a limited group of twenty-five peo-
ple of the surveyed population; creation of survey question-
naire based on returned from “popularity test” answers, ad-
justed in its essential part and the language and scope of the
question to the respondents' understanding of the basic func-
tions of e-government; sending notifications to potential re-
spondents  and  analysis  and  discussion  of  the  results;  the
conclusions of the survey and the consequences therefrom.

Research was executed based on Computer-Assisted Web
Interviewing (CAWI)  method  [11] on selected sample of
university students at the end of February 2017. CAWI is an
Internet surveying technique in which the interviewer fol-
lows a script  provided in a website [11].  254 respondents
from  academic  environment  took  part  in  the  survey.  197
participants  provided  full  response  to  the  survey,   that  is
76% of the whole survey population. Despite pre-consulta-
tion,  questions  still  were  reported  as  difficult  for  respon-
dents. Survey contained following parts: introductory ques-
tions on the frequency and technology of access to the Inter-
net and frequency of access to e-government; the main part
consisting of: questions about another e-government service,
resulting from the European Commission's assumptions, to-
gether with the question of the quality of the service in rela-
tion to the same service performed in the traditional way and
the results and the degree of satisfaction resulting from it;

open questions addressing the future of e-government and
demographic and social data questions.

The survey was distributed online via servers of Faculty
of Management Of University of Warsaw. Participants were
limited  only  to  academic  environment  and  were  recruited
from students of all types studies at Faculty of Management,
University  of Warsaw, Academy of Finance and Business
Vistula. The survey completed over 250 respondents,  who
evaluated the whole issue. 76 percent of participants submit-
ted correctly  completed  full  questionnaire.  Among the re-
spondents  there  were  78,17%  of  women  and  21,83%  of
men. An average age of the respondent was 21,39 years (out
of range 19-23 years). 

Among respondents 4,06% already finished the Bachelors
studies  and  0,75%  finished  Masters  level.  Approximately
69% of the respondents were students and 30% were work-
ing students. Almost 28% of respondents declared the origin
of the city with the number of over 500 thousand of inhabi-
tants, 12,18% lived in of the cities of 100-500 thousand in-
habitants, over 13% lived in the cities with 50-100 thousand
inhabitants and almost 24% of the respondents declared to
live in the cities up to 50 thousand inhabitants and 22,34%
declared origin of the rural area.

Selection of the sample group was decided after analysis
of D. Batorski research [12],  who proved that the highest
level of Internet activity is within the age group of  16-24
and  25-34  (almost  70%),  following  the  newmarketing.pl
[13]service data, where 34% of all beneficiaries of all on-
line services  (including mobility)  -  were coming from the
age  group  of  18-34  (similar  values  are  given  by  other
sources, e.g. MarketingAutomagic.pl [14]). The accepted as-
sumption about the age of customers  is at the same time an
advantage of the choice that reduced the potential for gener-
alization and also increase the positive results of the analy-
sis.

III. ANALYSIS AND DISCUSSION OF  RESULTS

The most essential findings of the research are presented
below. 

A  significant  number  of  interviewees  (97.97%)  re-
sponded to the question about the frequency of use the Inter-
net, that they use it several times a day, and additionally not
less than once a day answered 1.51%. Only 0.51% of re-
spondents use it rarely - a few times a month. In the mean-
time, the answer to the question whether respondents often
use functions of the  e-government is clearly disappointing.
Most of people (39.59%) use such functions very rarely or
not  at  all  (18.78%),  and  additionally  15.23%  respondents
handle public matters traditionally, which is a testimony to
the fact that almost 75% of respondents does not participate
in the benefits of the functionality of this area. 

The first question concerned the most popular function of
e-government – on-line tax settlement. Almost 45% of re-
spondents have confirmed that they have used often (or have
used  from  the  beginning  of  such  availability)  or  several
times. 8.63% of respondents never used such features. The
traditional way of doing taxes is declared by nearly 30% of
respondents. Almost 60% of those who declare to use this
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system, admit that  on-line tax settlement  is  better  method
than visiting a Tax Office, while the opposite opinion shows
8,12% of respondents.  

At a similar level, was rated the opportunity to use the In-
ternet for  job placement.  In  this case 41% of respondents
used this advantage several times, and 16.24% used at least
once. Unfortunately, more than half participants did not use
it at all, and 8.12% used traditional methods of job-seeking.
This resulted that only slightly more than 19% of respon-
dents  who use such  form of contact  rated  online employ-
ment searching as  better  than traditional  methods,  and al-
most  the  same number  claimed  to  be  equal.  By contrast,
over 56% have no opinion on this subject. From the other
hand,  only  3% believe  that  online  job  searching  produce
worse results than traditional. 

Generally, similar distribution of responses was obtained
in response to the question related to participation in the on-
line social security service for individuals. More than a quar-
ter of respondents declared that they used this form of con-
tact at least once. But almost the same - 2% - claims to han-
dle such cases in a traditional way, and as many as 52.28%
do not use at all such services available on the Internet. 

Much better proportions are noticed in the process of us-
ing online services related to driving area. More than 58% of
respondents used this service at least once, 28% did not use
it. Almost 20% used traditional methods. More than 56% of
respondents  consider  it  to be equal  to  the traditional,  and
only 2.5% assess it worse. 38% have no opinion on this sub-
ject. 

Only slightly over 25% of respondents participated in the
online  process  of  passport  service,  more  than  38% of  re-
spondents handle passports traditionally, 3% of respondents
do not use this online service.  Only 14% believe that online
methods are better than traditional, more than 10% recog-
nize those services as equivalent,  but 66.50% do not have
any opinion. 

Even worse were the results of online personal identifica-
tion services.  At least once, 37% of respondents used this
possibility out  of those two thirds only once. On the other
hand,  4%  of  the  respondents  used  traditional  methods.
Those  who used  on-line services,  claimed that  this was  a
better way than traditional methods (26%),  but more than
half (54%) did not have an opinion on this. 

Almost 48% of respondents don’t use the registration and
de-registration of vehicles process,  34% of participants han-
dle it traditionally. Only 18.28% of respondents supported
these activities using ICT techniques. Only 18% believe that
the results were better or equal to traditional ones.  Nearly
75% have no opinion on this subject. 

76% of respondents do not use online services to obtain
construction and demolition permits and 20% handle it tra-
ditionally.  Only 4% participants use the facilities in this re-
gard. 87% respondents have no opinion about the primacy
of online methods, and almost 80% think that the results of
the systems used in this field are almost none. 

Approximately 19% of respondents used the Internet  to
obtain the required documents from the Office of Civil Sta-
tus. Only one quarter deals with this matter traditionally, and

55% have  never  had  a  need  to  use  those  services  at  all.
However, less than 10% think that online methods are better
than traditional, and 7% recognize the equivalence between
traditional and web supported. But still 74% have no opin-
ion on this subject. Two thirds believe that currently the re-
sults of use of such systems are almost nonexistent. 

The opposite is the situation with the use of on-line health
service. At least 66.7% of respondents used it at least once,
and almost all  of  them considered it at  least  enough,  and
only 23.9% handle  it traditionally. Therefore, 66% consider
such services to be better than traditional, and only 29% of
respondents  have  opposite  opinion.  Even  when  treating
medical services in the general way as were used in the sur-
vey (contact with health services over the Internet), it is not
possible to notice that they are at low level. 

There is also an advantage of using online public opinion
polls and public mailing lists  -  53% over the people who
don’t use such services - 47%. On the other hand, on line
reading is positioned very well, almost 81% of the respon-
dents experienced this form of communication with culture
via the Internet, while 78% consider it to be at least equiva-
lent to traditional methods and 100% are glad with it. 

Additionally,  due  to  the  selected  research  sample,  stu-
dents were asked about the possibility to apply online for
admission to the university,  and  over 94% of the respon-
dents  used  this  form of  communication  and  considered  it
better or at least equivalent to the traditional forms as well
as they confirmed that participants were satisfied with this
form.

IV. CONCLUSION

To sum up the above considerations it should be noted
that average results of use of the e-government systems in
2016 do not differ much from the results described in the
survey carried out in Poland and Europe in 2013-2015. The
fact  is  indicated by nearly  35% of users  of  e-government
systems in 2016, compared to 31-33% in other studies [9],
[15] and similarly 30.% for the tax settlement (compared to
31% in the European Commission databases  [7]).  The re-
sulting  differences  may  be  caused  by  the  methodological
discrepancy or characteristics of the selected test group. 

In summary, conducted surveys,  supplemented by com-
ments from respondents, give the following conclusions:

• the  level  of  electronic  services  in  e-government
area in Poland is considerably lower than in most
of  European  countries.  In  the official  sphere  this
situation has not changed since the last three years,

• some revival can be noted in the social sphere (cul-
ture, public opinion,  public health services,  etc.),
but  the  opinion  expressed  by  respondents  shows
that respondents  do not always distinguish public
administration services from private services,

• the  basic  problem in  using  of  e-government  ser-
vices is lack of ability to handle the whole matter
from start to finish via the Internet. The small range
of available services are often limited to the ability
to print  out a document,  which is even more dis-
concerting than attracting potential users,
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• another element that deduces the benefits of the e-
government is  a need to appear personally in the
office despite the settlement of some cases over the
Internet,

• there is serious level of a mistrust to the local and
central administration as well as perception of a po-
tential lack of internet security,

• for the respondents the decision to use the e-gov-
ernment function is also balanced with the security
of their personal data while handling the matter,

• there are gaps in information how to handle a given
matter or the information is not clear for the user
and he lack of  proper marketing  and  information
about possibility to handle public administration is-
sues over the Internet and education about related
benefits,

• there are technical problems and e-government ser-
vices are incorrectly designed from the user's point
of view and are described in an incomprehensible
language,

• sometimes there is no response from the officials or
lack of answer to the question and the low compe-
tence of officials informing how to fill out the web
forms

• in this situation it is not surprising the large share
of traditional methods in dealing with official mat-
ters.

The above conclusions show a number of potential postu-
lates  for  e-government,  the most  important  considered  by
authors are:

• the ability to provide universal functionality to fill
applications and documents without the need for an
electronic signature as is in its current form, accom-
panied with feedback on whether the document has
been  properly  filled  out,  or  reverse  information
how to correct errors,

• the dissemination of information regarding e-gov-
ernment, as many people simply do not know about
the possibility of settling official affairs and educa-
tion  on  how to use  online  services  and  forms  to
convince unconverted to use this method to contact
with the public offices or institution,

• proper  design  of  e-government  services,  making
them in  a  user-friendly  language,  not  necessarily
professional,  maximizing  the  simplification  of
forms and  minimizing  of  information  taken  from

the citizen, especially when already present in the
databases of the office or institution,

• and above all, the unification, simplification and in-
tegration of numerous legal and organizational reg-
ulations  and  restrictions  that  hinder  contact  with
public  administrations  and  the  use  of  e-govern-
ment.

The presented  study  has  preliminary  character  and  was
concerned  on  the distinguished  population.  Its  nature  was
based  on the results  obtained  from test  group and should
therefore be extended to include a broader social cross-sec-
tional survey and focus more on the use of e-government by
citizens rather than on the current state of its activity and ac-
ceptance.
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Abstract—Survey  is  the  most  common  way  to  gather
information for  research  purposes.  Gathering  information is
usually provided in the early stage of research procedure. The
information create the basis for further activities which lead to
scientific  research  results.  The  problem  is  that  information
gathered as a result of survey is  exposed to the high risk of
errors.  Following factors generates mostly errors: the way of
survey  carrying  out,  the  survey  content  and  just  by  simple
human factors. Researchers very rarely pay their attention to
the data quality taking as an obvious that gathered information
describes properly studied case. In the end of the process they
get  results,  which  are  becoming  basis  for  the  conclusions.
Taking that into account the questions is about the quality, of
research  results,  which  were  based on the  surveys.  What  is
important,  usually  most  publications  do  not  contain  any
information about  source  data on the  basis  of  which results
came out. It disables the independent evaluation of the results.
The  goal  was  to  investigate  the  scale  of  survey  data  errors,
using  the  scientific  experiment.  To  achieve  it,  authors  used
their  own  survey  system,  which  helped  them  in  instant
verification of the respondents’ answers.

I. INTRODUCTION

URVEY is probably the most popular method of data
gathering  for  research  purposes  [1].  It  is  used  as  a

supporting  tool  not  only  for  science  but  for  political  and
business  aspects  of  life  as  well  [2]  [3]  [4].  Surveying
consists in gathering data form respondents using dedicated
tool. Data collected that way should form the standardized
set, mapping reality being examined. People to be surveyed
form the target of previously prepared questions. Questions
can  refer  to  themselves  or  to  theirs’  opinions  about  the
subject being examined [5]. During survey the answers are
being collected into a set, that forms the source data, which
is a basis for the further steps of research procedure. Using
appropriate research methods [6] previously gathered data is
then analyzed. 

S

The  issue  that  can  occur  is  big  possibility  of  errors  in
gathered set of data. The most important is that even single
errors  in gathered data can have negative effect  on all set
[7]. The low quality of the set, of the source data, affects the
further research procedure.  That can cause wrong analysis
results and false complex process results. It is important to
mention  that  a  mistake  made  in  the  beginning  phase  of

research procedure, becomes more difficult to be discovered
while executing the furthers steps. The next problem is lack
of  possibility  to  undermine  answers  given  during  survey.
That is because the answers are individual convictions of the
respondents,  who  represent  tested  reality  [8]  [9].  It  is
difficult  to  prove  that  answers  given  by  respondents  are
wrong and that they do not represent theirs real preferences. 

Considering the above-mentioned issues, there comes the
question about the quality of source data that is used as a
basis  for  the  scientific  research.  As  we  can  find  in  the
different  sources,  the  problem of  errors  in  source  data  is
known and is being current since many years. Assuming that
most research is conducted on the basis of such data sets,
their results may be incorrect.

II.   THE ANALYSIS OF THE PRESENT SITUATION

The problem of the errors in surveys’ data and low quality
of data are being mentioned since long time. Unfortunately
large group of researchers don’t pay appropriate attention to
the quality of used by them data. This is also confirmed by
studies published in 1996 [10]. The results of these studies
suggest that errors in the source data are not perceived as a
significant  factor  affecting  their  poor  quality.  Scientists
often ignore the issue of source data errors. 

There are many proven causes of low quality survey data.
Such a situation is caused by many factors [11] [12], which
are often ignored by the survey authors. Unfortunately, most
of them cannot be eliminated if the survey data collection
method  is  used.  Rapid  development  of  ICT,  caused  that
standard  surveys  are  replaced  by  electronic  ones.  Such
technology made possible reaching faster more respondents.
The  main  advantage  of  collecting  data  through  electronic
surveys is that data are ready for analysis, immediately after
survey is finished [13]. The biggest disadvantage of online
public surveys is the lack of a representative sample [14].
The  interviewer  can’t  verify  the  affiliation  of  his
respondents to the desired target group. It seems that optimal
way is to conduct electronic surveys, under the supervision
of an interviewer. The group of respondents can be verified
and collected data are stored into the database.
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In data quality research, attention is also paid to the lower 

involvement of the respondent, in the case of a web survey 

[15]. The problem with the respondent's involvement is also 

due to the volume of survey. Keeping the respondent's 

attention becomes more difficult, the longer the time it takes 

to respond. An interesting solution for that problem may be 

mobile technology where survey questions are sent 

periodically to the respondent's mobile devices [16]. That 

shows that the development of information and 

communication technologies significantly increases 

elimination of survey errors. 

It is also very important, in the discussed subject, that the 

majority of published research results do not contain any 

source data. Verification of the result is almost impossible, 

without access to the source data that was used. Sharing data 

is a natural in custom areas such as: astronomy and 

genomics [17]. Publishing the source data together with the 

research results, gives the proof of data good quality [18]. 

Authors of those publications choose their research to be 

publicly verified. Publishing source data also gives 

opportunity for other researchers, to use them in their own 

work. It has also been proved to have a positive effect on the 

author's citation rate [19]. In science we can observe a trend 

in which sharing source data is promoted. Some researchers 

support that path and some don’t [20] [21] [22] [23] 

[24][25]. 

III. THE EXPERIMENT  

Present knowledge suggests that the data collected from 

the surveys very often contains errors. Using such a data 

cause that received results may be incorrect. The aim of 

carried out experiment was to diagnose the scale of the 

problem. The goal was to verify possible amount of errors in 

the set of data gathered from survey. During the acquisition 

of data for the research, an electronic survey was used. It 

was filled under the supervision of an interviewer. The 

specificity of the experiment required establishing own 

individual survey system. That is why own author’s ICT 

system was prepared and used. This was due to necessity to 

enter data as a respondent's declaration and their immediate 

practical verification. This activity allowed to check the 

quality of declared responses. Immediate verification of the 

respondent's declarations was possible thanks to the QR 

code technology (Quick Response). QR code works similar 

to the bar code, which is the basis for automatic 

identification [26]. The graphic form of the code stores data 

that can be read by optical input devices, such as a digital 

camera. 

The scenario of the survey assumed the following stages: 

the exclusion of respondents who don’t have the technical 

capabilities to join the survey, placing the survey question 

and receiving the respondent’s answer in a declaration form, 

the practical verification of the previous declaration. 216 

persons participated in the experiment. People aged 19-23 

were invited to the study. It was assumed that this age group 

consists the most people that should be able to solve the 

problem presented in the study. The sample group included 

people connected with technical and non-technical studies 

fields. 

After people who didn’t have technical capabilities for 

survey participation were eliminated, 197 qualified for the 

second stage. That group has been tested and questioned 

with two questions concerning the same issue. The feedback 

coming from the first answer was in a form of declaration. 

That question contained the graphic shown in Figure 1 and 

the question: “You walk into the shop to buy some 

electronics and you see the poster shown above. Would you 

be able to get this discount?” The respondents declared 

whether they would be able to use the promotion. The 

second question was concerning the same issue, but 

feedback was based on the real use (scan) of the QR code. 

Correct scanning of the displayed code formed a practical 

verification, of the previously declared ability. The design of 

the author’s survey system allowed to count how many 

people confirmed their declaration during the practice part of 

the test. Each respondent received individual code and only 

the real scan, saved the response to the survey database.  

 

 

Fig.  1 Graphic of the survey question 

 

The next step in the research procedure was to compare 

the answers given to both questions. That was a comparison 

of the declaration, with the real replies given by respondents. 

By comparing the results from both elements, you can 

discover possible scale of errors in respondents' declarations.  

IV. DETERMINANTS OF FORMAL EVALUATION OF THE 

MULTICRITERIAL DECISION PROBLEM 

An important phase was studying the error formation, 

based on data coming from examination of the preferences 

of a particular group. In order to eliminate factor of the 

"Digital exclusion", technical and economic fields students 

attended the study. In the research author used the method of 

multidimensional functional analysis - the scoring method 

[27]. The scoring method is based on a specific hierarchy of 

elements and their distance from the maximum possible 

achievable value. In the method, hierarchy is characterized 

by an increasing or decreasing, indicating the level of global 

criteria realization, which contains all sub-criteria [28]. 

Using the point method collects the information about 

criteria. The information receives assigned value according 
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to a comprehensive scale of values (Table 1) and the results 

are listed in the summary table [29].  

It should be pointed that the criteria used in the 

elaboration are treated equal and values of factors are 

designated to the scale of preferences. In the assumed and 

accepted method, in assessing the preferences of the 

surveyed students, the following actions were considered: 

- appointing an expert group of representatives of users 

and potential users of QR technology, selected from a rated 

group (university students); 

- defining detailed criteria for QR codes assessment, their 

hierarchy and the relationships between the evaluation 

factors which means creating a detailed survey; 

- compiling results in the form of individual tables and in 

the form of aggregate tables; 

- final results analysis and conclusions (preferences of 

survey respondents and AHP decision support method) 

In the point method, experts assign ratings to the criteria 

according to the scale consistent with the Table 1. 

 

TABLE I. 

SCORING RULE EVALUATION OF EACH OF THE TEST CRITERIA  

Grades range Explanation 

0 Represents lack of a given feature 

0,25 A low (satisfactory) level of a feature 

0,5 An average (sufficient) level of a feature 

0,75 High (fair) level of a feature 

1 Exceptionally high level of a given feature 

 

The point method that was selected for the assessment 

allows partial evaluation for each of tested criterion. That 

method does not specify the criterion as the worst / the best, 

it is only derived from the normalized distance. On the basis 

of the results coming from the point rating of respondents’ 

preferences, the Analytical Hierarchy Process (AHP) method 

was used [30]. The relevance in the AHP method for 

transforming the scores obtained from the expert marks each 

criterion and factor in the hierarchical model, gained from 

the pairwise comparison. The result of comparing two 

elements from the same hierarchy level is reflected by the 

existing domination between them. For the domination 

description we use nine-step preference scale. Then all 

elements values in the row are summed [31] [32] [33]. The 

sums are normalized according to the formula (1) in further 

steps of the method we determine the coherence of the 

ratings (4), which is the same as the transitions of the criteria 

weights. It should be emphasized that in order to assess the 

validity of the criteria to be considered consistent, the value 

of the calculated conformity factor should not be greater 

than 0.1.  
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The divergence factor is derived from the formula (2): 
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Where: n is the number of criteria where (matrix rows) and 

śr
l is the consistency factor. 

The compliance indicator is derived from formula (3): 

CR =
CI

R
                                (3) 

Where, CR is the compliance rate, CI is the coefficient of 

discrepancy and R is the factor random compliance. 

 

The cohesion factor is determined using formula (4): 
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is described by the formula (5): 
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Where, 
i
w

 
is the weight of the criterion i, ijA  is the matrix 

element A. 
 

The coefficient of randomness of R is dependent on the 

number of criteria being taken into account. The value of 

this factor according to the number of criteria is shown in 

Table 2. 

TABLE III. 

VALUES OF CONFORMITY R FOR SPECIFIC QUALITY OF CRITERIA 

n 1 2 3 4 5 6 7 8 

R 0 0 0,52 0,89 1,11 1,25 1,35 1,4 

n 9 10 11 12 13 14 15  

R 1,45 1,49 1,51 1,54 1,56 1,57 1,58  

 

Similarly, the consistency of the preferences of the choice 

options can be determined in relation to each criterion. We 

should adopt n not as the number of criteria but as the 

number of variants. The synthesis of the criteria importance 

and alternatives preferences according to each criterion 

consists in multiplying the weight of a given criterion by the 

value of the variant evaluation for that criterion. That action 

is done for all criteria, and the results received for each 

criterion are summed up. As a result, we obtain the 

generalized alternative quality measure. Those actions are 

repeated for each variant and then variant ranking is created. 

The highest quality value means the best considered variant 

[34]. As the result of the AHP method we receive the 

ranking of variants created according to the quality measure 

coming from each decision alternative. That method 

determines whether the user is able to use the QR code 

correctly. 

V. EMPIRICAL VERIFICATION 

The presented research is based on results of an online 

survey - more in Chapter III: The Experiment. Through the 

survey all phenomena related to the survey errors formatting, 
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based on data from the respondents' preferences were 

categorized. Results are classified by 4 characteristics 

(conditional criteria). The studies used variables, which had 

adopted integers value from the range [0-1]. Data 

characterized the status of variables as: 

K1 Are you using a mobile phone? 

K2 Do you use an Internet access in your mobile? 

K3 Entering the electronics store with a decision to make a 

purchase, you see the poster as shown below. Do you know 

what to do to get a discount? 

K4 Now, scan the code shown below and see what it is 

hiding. 

It should be noticed that the choice of the criteria did not 

solve the problem of decision selection. It was necessary to 

determine the preference vector for those criteria. Due to the 

gained results, questions arise. What were the preferences of 

respondents who responded to the survey questions? What 

did they pay the most attention to? And did the students not 

cheat while answering survey questions? The last key 

question is whether respondents answered all questions 

correctly? Receiving an answer and determining the 

preference vector for the selected criteria requires a point 

method (single or group context). Results of the point 

method of scoring the preferences of respondents are 

presented in Table 3. 

TABLE III. 

ESTIMATION OF RESPONDENTS’ PREFERENCES ACCORDING TO 

CRITERIA  

 Preferences Point scale Explanation 

K1 0,91 1 Very good level of features 

K2 0,95 1 Very good level of features 

K3 0,74 0,75 Good level of features 

K4 0,25 0,25 Satisfactory level of features 

 

After receiving ratings from the survey and pointing the 

respondents’ preferences, the next step was AHP method 

use. The AHP method identifies in dialog mode, not very 

clear statements of a selected group of experts (respondents 

answering the survey questions). The characteristics of QR 

codes according to the evaluation criteria, indicated by the 

AHP method and the preferences of the respondents are 

shown in Table 4. 

Table III. 

QR CODES ACCORDING TO THE INDICATED EVALUATION CRITERIA   

Criteria K1 K2 K3 K4 Scales 

K1 0,17 0,17 0,16 0,19 0,171 

K2 0,18 0,18 0,16 0,19 0,179 

K3 0,31 0,31 0,28 0,25 0,288 

K4 0,34 0,34 0,40 0,37 0,362 

 

In order to assign each criterion’s weight according to the 

AHP procedure, the criteria were compared in pairs and the 

preference of the decision maker was assessed. The next step 

was the matrix of the relative criteria importance 

construction. Based on the matrix's own value, the 

generalized relevance of criteria were determine. Shown in 

Table 5. 

TABLE V. 

GENERALIZED VALIDITY OF CRYTERIA 

Criteria Sum of 

grades 

Scales λmax 

K1 5,82 0,171 1,00 

K2 5,57 0,179 1,00 

K3 3,57 0,288 1,03 

K4 2,73 0,362 0,99 

 

The AHP method uses the 1-9 scale. The goal is to find 

out the advantage of one variant over another, according to a 

particular criterion. Quantitative data were used in that 

study.  

As a result of the AHP procedure, we received the W1 

preferences matrix (declared data) and W2 (practically 

verified data), according to all criteria and containing 

generalized preferences. That matrix is shown in Table 6 and 

the distribution of results in Figure 2. 

TABLE VI. 

VARIANT PREFERENCE MATRIX   

 K1 K2 K3 K4 Scales 

W1 0,476 0,487 0,425 0,200 0,364 

W2 0,524 0,513 0,575 0,800 0,636 

 

 

Fig 2 Variant Preference Matrix according variants W1 and W2 

 

In the preferences matrix distribution according variants 

W1 and W2 shown above, we can observe clearly 

dominance of W2. The difference between variants 1 and 2 

was the first element recorded standard survey declaration 

and the second one examined the actual situation. Thanks to 

the presented results received using author’s survey system, 

we could investigate the phenomenon of survey data error 

formation. In the experiment we combined declared values 

with data practically verified. That study showed the 

probable scale of the low quality data coming from survey 

research. The collected data indicate that part of respondents 

were wrong about their competence in the examined subject. 

Thanks to the QR and other IT technologies that 

phenomenon was discovered and described in the above 

research. 

942 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



 

 

 

 

VI. CONCLUSION 

The result forms the basis for the analysis of the current 

respondents behaviour. It concerns the area of justification 

and the subsequent efficiency using survey as a method of 

obtaining data for research. The presented approach to 

multicriteria evaluation of the decision problem allowed us 

to use the point method for the evaluation of the 

respondents’ preference designation and the AHP. Thanks to 

the used survey tool, the data obtained for the experiment 

include not only the declared responses, but also their 

practical verification. A comparison of the data from two 

sources showed that the theoretical data obtain to be 

significantly different from the real. Using such data sets in 

research may lead to wrong results and cannot be verified. 

The current state of ICT development allows step by step 

resignation from survey data acquisition methods. We have 

presently more and more opportunities to use modern mobile 

devices and data-communication technologies for data 

collection [35]. Those technologies can be used successfully 

to conduct research procedures and they can eliminate 

respondents’ involvement in the survey process. 
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Abstract— The paper aims at 1) finding the most important

factors influencing positive customer reactions and purchasing

merchandises after seeing online social media advertising and

2)  identifying  characteristics  of  customer  clusters  having

positive reaction,  as  well  as  of purchasing customer clusters,

after  seeing  online  social  media  advertising.  Data  from  370

respondents are collected by questionnaires using convenience

sampling method. Attribute selection and clustering techniques

are  employed in data analysis  to find important factors and

identify customer clusters, respectively. It is found that there is

a  strong  correlation  between  the  reason  for  clicking

advertisement  on  social  media  and  the  satisfaction  with

merchandise, and between purchasing merchandise online and

saving information for further consideration. The findings also

indicate the characteristics of “Product conscious” and “Price

Conscious”  clusters  for  customer’s  reaction  and  purchasing

after seeing online social media advertising.

I. INTRODUCTION

ITH high popularity of social media,  several social

media websites have been developed such as Line,

Facebook,  Twitter,  etc.  and  the  usage  rate  has  increased

every year. Social media has become a fast and easy way to

reach  people  in  almost  every  group  categorized  by  age,

occupation, and education etc. with less cost. The usage of

social  media  is  widespread  in  private  and  public

environments.  In  the  highly  competitive  business  world,

social media has become a source of large amounts of data

that  is  extremely  useful  when data are  analyzed  properly.

The results from analyzing data properly can be useful in

variety of disciplines including education, business, politics,

social, science, technology, etc.

W

Marketing campaigns with online advertising are one of

the methods  that  businesses  use for  increasing purchasing

motivation.  Finding  target  customer  characteristics  and

customer reactions to social media advertising helps to reach

more customers and is useful information for a marketing

campaign. Data mining is one of the known techniques to

analyze data to find hidden information from a large amount

of  available  data  without  having  prior  hypotheses.  Data

This  work  was  supported  by  King  Mongkut's  Institute  of  Technology
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mining provides a variety of methods such as association,

classification,  clustering,  etc.  for  analyzing  data,  but

selecting  a  method  to  match  with  the  objectives  is  a

challenge. 

The  purposes  of  this  study  are  to  1)  find  the  most

important  factors  influencing  positive  customer  reactions

after seeing online social media advertising, 2) find the most

important factors influencing purchasing products advertised

online, 3) identify customer clusters characteristics that have

positive  reaction  after  seeing  online  social  media

advertising, and 4) identify customer clusters characteristics

that purchase merchandise after seeing online social media

advertising.

The rest of paper is organized as follows. Section II gives

a  review of  literature.  Section  III  describes  methodology.

Results are  given in  Section IV.  Section  V concludes  the

paper and gives discussion. 

II.LITERATURE REVIEW

Data mining has  been  defined as  the process  to extract

knowledge from large quantities of data in order to discover

meaningful patterns and rules [1]. Reference [2] defines data

mining  as  the  analysis  of  (often  large)  observational  data

sets to find unsuspected relationships and to summarize the

data in novel ways that are both understandable and useful

to the data owner.  Reference [3] defines data mining as a

process of knowledge discovery. Reference [4] summarized

that data mining contains three key stages: finding patterns,

interpreting  them  in  order  to  check  their  usefulness,  and

finally using the patterns  to solve business  problems.  The

ultimate goal of data mining is to discover knowledge and it

will be useful in several disciplines. In business, data mining

is used for strategic benefit such as direct marketing, trend

analysis,  etc.  In  direct  marketing,  data mining is used for

targeting people who are most likely to buy certain products

and  services.  For  trend  analysis,  data  mining  is  used  to

determine trends in the marketplace [5]. 

Reference [4] explains that there are two main types of

DM models as follows: 1) Predictive model: This model is

constructed  to  predict  a  particular  outcome  or  target

variable.  Commonly  used  predictive  modeling  techniques
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include  multiple  regression  (for  predicting  value  data),

logistic  regression  (for  response  prediction)  and  decision

trees  (for  rule-based  value  or  response  models).  2)

Descriptive model: This model gives a better understanding

of  the  data,  without  any  single  specific  target  variable.

Commonly  used  descriptive  techniques  include  factor

analysis (to extract underlying dimensions from multivariate

data), cluster analysis (for grouping a customer database into

segments),  and  association  analysis  (for  discovering

relationships between items such as retail products).

A marketing campaign is a specifically defined series of

activities  used in marketing  a new or changed product  or

service,  or in using new marketing channels and methods.

Marketing activities are efforts to increase awareness for a

particular product or service. Social media is one of the most

popular marketing channels due to the ability to reach large

numbers  of  customers  with  low  cost.  Social  media

advertising  helps  businesses  find  new potential  clients  by

using the users’ own shared information to identify interest.

Rather  than  re-actively  targeting  users  who  search  for  a

certain  term,  social  media  advertising  proactively  targets

relevant users before they even begin their searches.

Prior  research  that  relates  to  the  study  topics  were

reviewed as  follows:  Reference  [6]  researched  the  factors

that influence the recipients to open direct emails and make

an action desired by the company and also studies whether

and what elements in the email would influence them to buy

the products or services promoted. The results are obtained

based on a data mining analysis which includes clustering

and  classification  processes  and  offer  a  guide  on  how

organizations  should  design  their  email  marketing

communications  in  order  to  have  higher  response  rates.

Reference [7] researched on the value of social technologies

in  organizations  based  on  the  ‘value  focused  thinking’

approach.  The  findings  highlight  innovation  of  internal

processes,  creation  of  organizational  identity  and  new

business  models,  integrated  business  functions,  as  well  as

employee  support  to  be  important  values  of  social

technology enabled innovation in organizations.  Reference

[8] researched on the segmenting of consumer reactions to

social  network  marketing.  The purpose  of  the study is  to

understand how consumers may be segmented with respect

to their reactions to social  network marketing.  The results

identified five segments – Passive, Talkers, Hesitant, Active,

and  Averse  –along  with  significant  covariates  such  as

information  search,  convenience,  entertainment,  age,  and

gender that predict membership.

III. METHODOLOGY

Several  aspects  related  to  the  factors  that  influence  a

respondent to react and purchase a product or service after

seeing  social  media  advertising  are  explored  from  the

literature  review.  Based  on  the  literature  review,  the

questionnaires are developed and distributed to people who

used  to  purchase  product  or  service  through  social  media

such as Facebook, Line, Instagram, etc. The questionnaires

are composed of the three parts; the first part is about the

demographic  data  of  the  respondents,  the  second  part  is

about  the respondent’s  reaction  when seeing social  media

marketing  campaigns,  and  the  third  part  is  open-ended

questions about the respondent’s opinion. The data has been

gathered at the level of samples including 370 respondents

aged  less  than  60  and  being  employees,  freelancers,

entrepreneurs,  managers,  and  students.  The data has  been

collected between January and April 2017 through an online

survey by using the convenience sampling method.

The  research  directions  include:  determining  the  most

important  factors  that  influence  the  customers  to  have  a

positive  reaction  after  seeing  social  media  advertising;

determining  the  most  important  factors  influencing

purchasing  products  that  advertise  online in social  media;

identifying the customers characteristics that have positive

reaction  after  seeing  social  media  advertising;  and

identifying  the  customer  clusters  characteristics  that

purchase merchandises after seeing social media advertising.

The software used to analyze  data is  WEKA data mining

software. The research employs an attribute evaluator called

“CorrelationAttributeEval”  for  determining  the  most

important factors with respect to class attributes.  It also uses

the  “SimpleKMeans”  clustering  algorithm  for  grouping

customers.

IV. RESULTS

The analysis results indicate that most of the respondents

are  students,  females,  aged  21-30,  single,  and  educational

level  of  Bachelor’s  degree,  and  average  income less  than

15,000  THB.   Highest  percentage  on  the  usage  of  social

media is  Facebook,  followed by Line and Instagram.  The

most purchasing are in fashion merchandise, followed by IT

and software, and beauty and health merchandise. Spending

per transaction is between 500 to 1,000 THB. 

In  order  to  identify  the  most  important  factors  that

influence  the  customers  to  have  a  positive  reaction  after

seeing  social  media  advertising,  the  class  attribute  called

ReasonForClickingAdvertisementOnSocial  Media  is

selected.  The  relation  between  the  class  attribute  and  the

others  is  determined  using  CorrelationAttributeEval.  The

results  present  that  for  the  customers,  there  is  a  strong

correlation between the reason for clicking advertisement on

social  media  and  the  satisfaction  with  merchandise

(0.12727), special rewards (0.08522), not buying (0.0852),

and  link  for  searching  on  more  details  (0.08507).  Other

attributes are ranked below 0.07.

The  class  attribute  PurchasingMerchandiseOnline  is

selected to determine the most important factors influencing

purchasing  products  with  social  media  advertising.  The

relation  between  the  class  attribute  and  the  others  is

determined  using  CorrelationAttributeEval.  The  results

present that for the customers, there is a strong correlation

between  purchasing  merchandise  online  and  saving

information  for  further  consideration  (0.13879),
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merchandise  logo  (0.10179),  and  immediately  purchase  if

satisfied (0.09747). Other attributes are ranked below 0.09.

The  EM  (Expectation  Maximization)  and

“SimpleKMeans”  clustering  algorithms  are  used  for

grouping similar customers based on positive reaction after

seeing social media advertising. The EM algorithm is used

to identify the approximated cluster numbers.  In this case,

the result is 2 clusters. This value is used as a parameter for

the “SimpleKMeans”  algorithm.  The algorithm results  are

presented in Table I.

Cluster 0: Most customers in this group save information

for  further  consideration (74%) and are  interested  in high

percentage of discount (64%) after seeing advertising in the

social  media.  For  this  cluster,  the  advertising  should

emphasize on merchandise quality as well as price to create

more positive reaction.

Cluster 1: Most customers in this group save information

for  further  consideration  (70%),  are  interested  in  high

percentage of discount (64%) after seeing advertising in the

social media, and are also interested in seeing text, image,

and clip advertising (65%). For this cluster, clip advertising

may  increase  the  customer’s  interest  and  create  more

positive reaction.

Clustering customers based on purchasing merchandises

after seeing social media advertising is similar to clustering

based  on  positive  reaction  after  seeing  social  media

advertising . The results are presented in Table II.

Cluster 0: This group of customers can be called “Product

conscious.”  Most customers in this group save information

for further consideration (74%) after seeing advertising on

the  social  media  and  purchase  when  satisfied  with

merchandise or services (55%). Seeing text, image, and clip

advertising is also interesting for this group (53%). For this

cluster,  the  advertising  should  emphasize  on  quality  and

brand to justify the price.

Cluster  1:  This  group  can  be  called  “Price  conscious.”

Everyone  in  this  group  is  concerned  about  price  before

purchasing merchandise. Interesting price (100%) and high

percentage  of  discount  (71%)  will  get  these  customers’

attention.  Customers  in  this  group  also  like  to  save

information  for  further  consideration  (65%)  and  are

interested to see text, image, and clip advertising (58%). For

this  cluster,  the  opportunity  to  purchase  at  a  low  price

should be emphasized on the advertisement online. 

V.CONCLUSION AND DISCUSSION

Based  on  the  findings  from  this  research,  e-commerce

business  should  draw  attention  to  the  content  that  is

emphasized  in  the  advertisement  online,  due  to  some

clusters 

Table I. Customers cluster based on positive reaction after

seeing social media advertising

No. Attributes Cluster 0

(94, 25.4%)

Cluster 1

(276, 74.6%)

1 Interested in Seeing Advertisement on 

Social Media: merchandise logo

0.2128 0.0725

2 Interested in Seeing Advertisement on 

Social Media: text, image, and clip

0.266 0.6522

3 Interested in Seeing Advertisement on 

Social Media: marketing campaign

0.2766 0.1739

4 Interested in Seeing Advertisement on 

Social Media: link for searching more 

details 

0.2234 0.0725

5 Interested in Seeing Advertisement on 

Social Media: package or merchandise

0.0213 0.0254

6 Interested in Seeing Advertisement on 

Social Media: others

0 0.0036

7 Influence of Advertisement on Social 

Media: immediately purchase if satisfy

0.1596 0.1667

8 Influence of Advertisement on Social 

Media: saving information for further 

consideration

0.7447 0.6993

9 Influence of Advertisement on Social 

Media: sent it out for more comments

0.0426 0.0326

10 Influence of Advertisement on Social 

Media: irritating and don’t like adver-

tisement

0.0532 0.0725

11 Influence of Advertisement on Social 

Media: not buying

0 0.0254

12 Influence of Advertisement on Social 

Media: others

0 0.0036

13 Advertise Influence Buying: interesting 

price

0.3617 0.3659

14 Advertise Influence Buying: popular 

brand

0.1383 0.1268

15 Advertise Influence Buying: exciting 

new merchandise

0.0745 0.0507

16 Advertise Influence Buying: Satisfaction

with merchandises or Services

0.2872 0.3732

17 Advertise Influence Buying: more refer 

in social media

0.1064 0.058

18 Advertise Influence Buying: like market-

ing campaign

0.0213 0.0217

19 Advertise Influence Buying: others 0.0106 0.0036

20 Marketing Campaign Influence Buying: 

high percentage of discount

0.6383 0.6449

21 Marketing Campaign Influence Buying: 

having complimentary

0.1277 0.1522

22 Marketing Campaign Influence Buying: 

special rewards

0.0319 0.0145

23 Marketing Campaign Influence Buying: 

having after sales service

0.2021 0.1739

24 Marketing Campaign Influence Buying: 

others

0 0.0145
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Table II. Customers cluster based on purchasing

merchandises after seeing social media advertising 

No. Attributes Cluster 0

(235, 63.5%)

Cluster 1

(135, 36.5%)

1 Interested in Seeing Advertisement on 

Social Media: merchandise logo

0.0894 0.1407

2 Interested in Seeing Advertisement on 

Social Media: text, image, and clip ad-

vertising

0.5362 0.5852

3 Interested in Seeing Advertisement on 

Social Media: marketing campaign

0.2383 0.1333

4 Interested in Seeing Advertisement on 

Social Media: link for searching more 

details 

0.1021 0.1259

5 Interested in Seeing Advertisement on 

Social Media: package or merchandise

0.0298 0.0148

6 Interested in Seeing Advertisement on 

Social Media: others             
0.0043 0

7 Influence of Advertisement on Social 

Media: immediately purchase if satisfy

0.1234 0.237

8 Influence of Advertisement on Social 

Media: saving Information for further 

consideration

0.7489 0.6444

9 Influence of Advertisement on Social 

Media: sent it out for more comments

0.0468 0.0148

10 Influence of Advertisement on Social 

Media: irritating and don’t like adver-

tisement

0.0596 0.0815

11 Influence of Advertisement on Social 

Media: not buying

0.017 0.0222

12 Influence of Advertisement on Social 

Media: others

0.0043 0

13 Advertise Influence Buying: interesting 

price

0 1

14 Advertise Influence Buying: popular 

brand

0.2043 0

15 Advertise Influence Buying: exciting 

new merchandise

0.0894 0

16 Advertise Influence Buying: Satisfac-

tion with merchandises or services

0.5532 0

17 Advertise Influence Buying: more refer 

in social media             

0.1106 0

18 Advertise Influence Buying: like mar-

keting campaign             

0.034 0

19 Advertise Influence Buying: others 0.0085 0

20 Marketing Campaign Influence Buying:

high percentage of discount

0.6043 0.7111

21 Marketing Campaign Influence Buying:

having complimentary             

0.1362 0.163

22 Marketing Campaign Influence Buying:

special rewards             

0.017 0.0222

23 Marketing Campaign Influence Buying:

having after sales service

0.2255 0.1037

24 Marketing Campaign Influence Buying:

others

0.017 0

that are product conscious while others are price conscious.

For the product conscious group, price does not matter as

much  for  them  and  they  decide  to  purchase  based  on

satisfaction  with  the  merchandise  after  thoroughly

considering. Merchandise quality alone can get the product

conscious group to purchase or have positive reaction after

seeing  online  advertising  in  social  media.  For  the  price

conscious  group,  they are  looking for  an interesting  price

and  a  high  percentage  of  discount.  Presenting  interesting

price  will  draw  high  attention  from  the  price  conscious

group.  However,  both  groups  are  interested  in  the

advertisement online,  and the advertisement that can draw

customer’s attention should provide interesting text, image,

and  clip  advertisement.  The  advertisement  should  be

attention-getting about the pricing so that it would convince

the customers to click on the advertisement and continue to

purchase  the  merchandise.  The  advertisement  should  also

emphasize the high percentage of discount, which can draw

attention from customers in both clusters that derive from

positive reaction and lead to the purchasing of merchandise

after seeing online advertising in social media.

The major limitation of the research consists in the low

number  of  respondents  (only  370),  so  this  exploratory

research should be followed by a conclusive one to verify

the conclusions of the present research. Also, the majority of

the respondents were students, aged 21-30, with low income

and  low  spending  per  transaction,  which  may  have

influenced  the  positive  reaction  after  seeing  online

advertising in social media.

Future  directions  of  research  may  include:  (1)  using

association techniques to determine rules related to positive

reactions and purchasing, (2) adding some other information

about respondents like time spent in front of the computer

and time spent in using social network,  and analyzing the

influence  of  those  factors  on  positive  reactions  and  the

purchasing of merchandise.
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Abstract—This paper investigates the problem of the sus-
tainable ammonium nitrate transport. The significance of this
problem is increasing, considered the occurrence of the worldwide
agricultural production boost. The existing international regula-
tions for the transport of the dangerous chemical substances are
not sufficient to obtain a satisfactory solution for the sustainable
transport. The main reason for that is the fact that the safety
criteria can easily become dominated by the economic factors.

In this paper, the authors use the COMET method to identify
a decision making model for the selection of the best scenario
of sustainable transport. The COMET method is a new multi-
criteria decision-making technique that is free of the rank
reversal phenomenon. The identified model provides information
about the global and local significance level of each of the criteria.
The proposed approach can be easily expanded by using a
greater number of criteria, depending on the particular problem
analyzed. The proposed methodology is an efficient and highly
accurate solution to make decisions based on experts’ knowledge.

I. INTRODUCTION

THE ammonium nitrate is one of the most popular mineral
fertilizers in Poland and in Europe. It supports a highly

developed agricultural industry [1], [2]. The carriage of the
ammonium nitrate is regulated by international legal standards
due to its dangerous nature [3]. The process of the registration
of the transport of the ammonium nitrate and its classification
to a group of hazardous materials determines a number of
guidelines on its transport [4]. The obligation to ensure the
compliance of the carriage of the ammonium nitrate with
international laws and regulations for transporting dangerous
materials by rail (RID - Réglement concernant le transport
International ferroviaire des marchandises Dangereuses) and
road (ADR - L’ Accord européen relatif au transport interna-
tional des marchandises Dangereuses par Route), affects the
final time and cost of the transport of the product [4], [5].

The sustainable transportation systems should not only be
efficient, robust and economical, but also friendly towards the
environment, which is the requirement of the modern times
[6]. They should minimize the impact on the environment,
such as air pollution, noise, etc [7]. The evaluation and
selection of the best scenario for the transportation system

is a big challenge. Many popular evaluation methods, such as
Economic-Effects Analysis (EEA), private investment analysis
and CBA, are considering mainly the economic effects [8],
sometimes neglecting the ecological, spatial or social aspects
of the transport scenario [9]. Even if those latter aspects
are taken into account, for example in a Social Cost-Benefit
Analysis (SCBA), it remains difficult to obtain a monetary
assessment of all the criteria [10]. This challenge can be solved
with a usage of appropriate multi-criteria decision making
(MCDM) methods, which are frequently used in transportation
systems’ management problems [11], [12].

Generally, the MCDA methods can be divided into two
groups: American and European schools. The former are based
on a functional approach – a utility or value function is used
[13], [14]. Two types of relationship among the alternatives
are used in these methods, namely, the indifference and the
preference. The incomparabilities of the variants are skipped.
The pronounced downside of these methods is the fact that
they do not consider the expert judgements’ variability and un-
certainty [15]. The methods from the latter group are based on
a relational model. The relations of weak or strong preference,
indifference or incomparabily are used most commonly [16],
and the outranking relation is used in the aggregation process
to provide the final rankings of the studied alternatives [17].
Unfortunately, although the ranking of alternatives is produced
in the European school methods, the quantitative information
on the differences between alternatives is often lost.

Apart from the aforementioned groups of methods, there has
also been some research that connects the MCDA approach
of both of them [18]. Additionaly, methods based on a rule
sets exist. A range of the MCDA methods, along with their
assignment to the American, European, mixed or rule set
approach, is presented in Table I.

The MCDA methods from all the aforementioned groups
have been successfully used to facilitate decision making
in various kinds of transport management: land [49], [50],
[55], maritime [47], [54] and air [27] transport. Some of the
researched transport management decision problems also in-
cluded the carriage of hazardous materials [55]. A comparison
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TABLE I
MCDA METHODS FROM AMERICAN AND EUROPEAN SCHOOLS, MIXED AND RULE SET BASED.

School Method Name Abbreviation Preference relations References

American

multi-attribute utility theory MAUT indifference, preference [19]
multi-attribute value theory MAVT indifference, preference [20]
analytic hierarchy process AHP indifference, preference [21]
analytic network process ANP indifference, preference [22]
simple multi-attribute rating technique SMART indifference, preference [23]
utility theory additive UTA indifference, preference [24]
measuring attractiveness by a categorical based evaluation tech-
nique MACBETH indifference, preference [25], [26], [27]

technique for order preference by similarity to ideal solution TOPSIS indifference, preference [28]

European

ELimination Et Choix Traduisant la REalit’e (ELimination and
Choice Expressing the REality) ELECTRE incomparability, outranking [29], [30]

Preference Ranking Organization METHod for Enrichment of
Evaluations

PROMETHEE indifference, preference, incom-
parability [31]

Novel Approach to Imprecise Assessment and Decision Envi-
ronment

NAIADE incomparability, outranking [32]
Organisation, Rangement Et Synthese de donnees relaTion-
nElles

ORESTE indifference, preference, incom-
parability [33]

REGIME REGIME incomparability, outranking [34]

ARGUS ARGUS indifference, incomparability,
outranking [35]

Treatment of the Alternatives according To the Importance of
Criteria

TACTIC indifference, preference, incom-
parability [36]

Methode d’Elimination et de Choix Incluant les relation
d’ORdre

MELCHIOR incomparability, outranking [36], [37]
Procedure d’Agregation Multicritere de type Surclassement de
Synthese pour Evaluations Mixtes PAMSSEM incomparability, outranking [38]

mixed

Multicriteria Evaluation with MixedQualitative and Quantitative
Data

EVAMIX indifference, preference [39]

QUALItative FLEXible multiple criteria method QUALIFLEX incomparability, outranking [40]
(Multicriterion Analysis of Preferences by means of Pair-
wiseActions and Criterion comparisons MAPPAC indifference, preference, weak

preference, incomparability [16]

Preference Ranking Globalfrequencies in Multicriterion Analy-
sis

PRAGMA indifference, preference, incom-
parability [16]

Passive and Active Compensability MulticriteriaAnalysis PACMAN indifference, preference, weak
preference, incomparability [41]

Intercriteria Decision Rule Approach IDRA indifference, preference [42]

rule set Characteristic Objects Method COMET indifference, preference [43]

Dominance-based Rough Set Approach DRSA indifference, preference, weak
preference, incomparability [44]
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Fig. 1. An example of a triangular fuzzy number with the support [a, b] and
the core m.

of selected approaches of the MCDA methods’ application
in the transport management decision-making is presented in
Table II. A further literature review can be found inter alia in
[6], [57] and [58].

Unfortunately, the classical MCDM methods are often criti-
cized for their possible shortcomings, such as the rank reversal
phenomenon [59]. Therefore, new MCDM approaches have
been developed to avoid the identified flaws. One of the
issues considered is the fact that the decisions are often being
made on the basis of multiple conflicting information sources.
Based on these premises, a new MCDA method, Characteristic
Objects METhod (COMET) has been developed, which is

completely free of the Rank Reversal phenomenon [60].
The rest of this paper is organized as follows: in the

next section, the Fuzzy Set Theory preliminaries are outlined.
The third section describes the COMET method as a tool
to identify the decision models. Subsequently, in section IV,
an experiment to build a decision model for an exemplary
ammonium nitrate transport is described and the results are
presented. The conclusions and the possible future directions
are presented in section V.

II. FUZZY SET THEORY: PRELIMINARIES

The development of fuzzy set theory was initiated by Lofti
Zadeh, who presented the idea and the first conception of
fuzzy sets in his "Fuzzy Sets" paper [61]. Today, the fuzzy
set theory is a very important approach to the control and
model creation in various scientific fields. Modeling with the
usage of the fuzzy sets has proven to be an effective way
to formulate the multi-criteria decision problems [62], [63],
[64]. The basic notions and concepts of the Fuzzy Set Theory
are defined below [65], [66], [67]:

Definition 1 The fuzzy set and the membership function
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TABLE II
SAMPLE APPLICATIONS OF MCDA METHODS IN TRANSPORT MANAGEMENT SUSTAINABLE DECISION PROBLEMS.

Method Application Number of alternatives Number of criteria Reference
AHP Selection of a location and design of a highway in a metropoli-

tan area.
4 6 [45]

AHP Selection of transportation fuels and policy for Singapore land
transport. 10 6 [46]

AHP / EVAMIX
Evaluation of AGV Fleet Operation at Port Container Terminal.
An attept to increase of a container terminal productivity in
order to reduce ship turnaround times.

12 scenarios - [47]

AHP / TOPSIS Selection of alternative fuels for public transportation. 12 11 [48]

ANP Selection of a third party logistic service provider. - 23 [49]

ANP Selection of a supplier. - 10 [50]

Fuzzy AHP Evaluation of environmental effects of 5 different transport
modes.

5 9 [51]

Fuzzy TOPSIS A methodology to support the outsourcing of the logistic
services to third parties. 3 12 [52]

Fuzzy TOPSIS Selection of the locations for urban distribution centers. 3 11 [53]

Fuzzy VIKOR Creation of a decision-making model for the choice of a green
reverse logistics solution. 6 5 [7]

MACBETH Evaluation of air transport performance and efficiency. Self-
benchmarking study of 3 airports. - 8 [26]

MACBETH Airlines Performance and Eflciency Evaluation, comparison of
low cost carriers and legacy carriers. 6 18 [27]

MAPPAC / FANP
An integrated MAPPAC / FANP approach to the performance
assessment of the Iranian maritime container terminals was
researched.

6 18 [54]

ORESTE A multi-criteria and multi-actor MCDA decision problem on the
nuclear waste management. 27 actions 4 [55]

TOPSIS Assessment of the improvement areas in the implementation of
the green supply chain initiatives. 3 16 [56]

The characteristic function µA of a crisp set A ⊆ X
assigns a value of either 0 or 1 to each member of X , as well
as the crisp sets only allow a full membership (µA(x) = 1)
or no membership at all (µA(x) = 0). This function can be
generalized to a function µÃ so that the value assigned to
the element of the universal set X falls within a specified
range, i.e., µÃ : X → [0, 1]. The assigned value indicates
the degree of membership of the element in the set A. The
function µÃ is called a membership function and the set
Ã = {(x, µÃ(x))}, where x ∈ X , defined by µÃ(x) for each
x ∈ X , is called a fuzzy set [68], [69].

Definition 2 The triangular fuzzy number (TFN)
A fuzzy set Ã, defined on the universal set of real numbers

ℜ, is told to be a triangular fuzzy number Ã(a,m, b) if its
membership function has the following form (1) [68]:

µÃ(x, a,m, b) =





0 x ≤ a
x−a
m−a a ≤ x ≤ m

1 x = m
b−x
b−m m ≤ x ≤ b

0 x ≥ b

(1)

and the following characteristics (2), (3):

x1, x2 ∈ [a, b] ∧ x2 > x1 ⇒ µÃ(x2) > µÃ(x1) (2)

x1, x2 ∈ [b, c] ∧ x2 > x1 ⇒ µÃ(x2) < µÃ(x1) (3)

An example of triangular fuzzy number Ã(a,m, b) is
presented on Figure 1.

Definition 3 The support of a TFN Ã

The support of a TFN Ã is defined as a crisp subset of the
Ã set in which all elements have a non-zero membership value
in the Ã set (4):

S(Ã) = {x : µÃ(x) > 0} = [a, b] (4)

Definition 4 The core of a TFN Ã
The core of a TFN Ã is a singleton (one-element fuzzy set)

with the membership value equal to 1 (5):

C(Ã) = {x : µÃ(x) = 1} = m (5)

Definition 5 The fuzzy rule
The single fuzzy rule can be based on the Modus

Ponens tautology [68], [69]. The reasoning process uses the
IF − THEN , OR and AND logical connectives.

Definition 6 The rule base
The rule base consists of logical rules determining the

causal relationships existing in the system between the input
and output fuzzy sets [69], [70].

Definition 7 The T-norm operator: product
The T-norm operator is a T function modeling the AND

intersection operation of two or more fuzzy numbers, e.g. Ã
and B̃. In this paper, only the ordinary product of real numbers
is used as the T-norm operator [68], [69], [70] (6):

µÃ(x) AND µB̃(y) = µÃ(x) · µB̃(y) (6)

III. THE CHARACTERISTIC OBJECTS METHOD

The COMET method is completely free of the Rank Rever-
sal phenomenon. The basic concept of the COMET method
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was proposed by prof. Piegat [69]. In the previous works, the
accuracy of the COMET method was verified [71]. The formal
notation of the COMET method should be briefly recalled
[65], [66], [67].

Step 1. Definition of the space of the problem – the expert
determines the dimensionality of the problem by selecting
r criteria, C1, C2, ..., Cr. Then, a set of fuzzy numbers is
selected for each criterion Ci, e.g. {C̃i1, C̃i2, ..., C̃ici} (7):

C1 = {C̃11, C̃12, . . . , C̃1c1}
C2 = {C̃21, C̃22, . . . , C̃2c2}
· · ·
Cr = {C̃r1, C̃r2, . . . , C̃rcr}

(7)

where c1, c2, . . . , cr are the ordinals of the fuzzy numbers for
all criteria.

Step 2. Generation of the characteristic objects – The
characteristic objects (CO) are obtained with the usage of the
Cartesian product of the fuzzy numbers’ cores of all the criteria
(8):

CO = C(C1)× C(C2)× . . .× C(Cr) (8)

As a result, an ordered set of all CO is obtained (9):

CO1 = C(C̃11), C(C̃21), ..., C(C̃r1)

CO2 = C(C̃11), C(C̃21), ..., C(C̃r2)
· · ·
COt = C(C̃1c1), C(C̃2c2), ..., C(C̃rcr )

(9)

where t is the count of COs and is equal to (10):

t =
r∏

i=1

ci (10)

Step 3. Evaluation of the characteristic objects – the ex-
pert determines the Matrix of Expert Judgment (MEJ) by
comparing the COs pairwise. The matrix is presented below:

MEJ =




α11 α12 . . . . α1t

α21 α22 . . . α2t

. . . . . . . . . . . .
αt1 αt2 . . . αtt


 (11)

where αij is the result of comparing COi and COj by
the expert. The function fexp denotes the mental judgment
function of the expert. It depends solely on the knowledge of
the expert. The expert’s preferences can be presented as (12):

αij =





0.0, fexp(COi) < fexp(COj)
0.5, fexp(COi) = fexp(COj)
1.0, fexp(COi) > fexp(COj)

(12)

After the MEJ matrix is prepared, a vertical vector of the
Summed Judgments (SJ) is obtained as follows (13).

SJi =
t∑

j=1

αij (13)

Eventually, the values of preference are approximated for
each characteristic object. As a result, a vertical vector P is

obtained, where the i− th row contains the approximate value
of preference for COi.

Step 4. The rule base – each characteristic object and its
value of preference is converted to a fuzzy rule as follows
(14):

IF C(C̃1i) AND C(C̃2i) AND ... THEN Pi

(14)
In this way, a complete fuzzy rule base is obtained.

Step 5. Inference and the final ranking – each al-
ternative is presented as a set of crisp numbers, e.g.,
Ai = {a1i, a2i, ..., ari}. This set corresponds to the criteria
C1, C2, ..., Cr. Mamdani’s fuzzy inference method is used to
compute the preference of the i − th alternative. The rule
base guarantees that the obtained results are unequivocal. The
bijection makes the COMET completely rank reversal free.

IV. THE AMMONIUM NITRATE TRANSPORT

The development of the production of the ammonium
nitrate, which is one of the most popular fertilizers on the
European market, entails the problems of its transport. Poland
is one of the five world largest producers of the ammonium
nitrate, realizing about 5.5% of the total world production. The
biggest Polish plant producing ammonium nitrate – Zakłady
Azotowe "Puławy", plans to expand its production lines by
2020, thus increasing the production of the fertilizer to the
level of 1,200 tons per day.

The paper presents the sustainability model of decision
making for transport management scenario where ammonium
nitrate is transported from Puławy to Gdańsk. Based on the
RID [5] and ADR [4] regulations, a set of 16 possible sce-
narios of ammonium nitrate transport, A1-A16, was prepared.
The alternatives A1-A8 represent the rail transport scenarios,
whereas the alternatives A9-A16 represent the road transport
scenarios. The scenarios within each of the rail and road
groups differ in the type of the container used during the
transport. The COMET method and the expert’s knowledge
was used to create the decision model.

Step 1: Definition of the space of the problem

Based on the expert’s knowledge, the dimensiality of the
problem was determined to be equal to r = 3. The expert
pointed out the three most important criteria for the evaluation
of the hazardous materials’ carriage:

• C1 – time required for the transport, including loading
and unloading time (in hours);

• C2 – transport safety (a value from the range from 0 to
10, where 0 means low and 10 means high safety);

• C3 – the cost of the transport of a single ton, including
the cost of loading and unloading (PLN/ton).

The performance table of the alternatives A1-A16 and the
criteria C1-C3 is presented in Table III. It can be observed,
that the rail alternatives are slightly cheaper, but significantly
slower than the road ones. Regardless of the method of trans-
port chosen, the alternatives using steel crates are characterized
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TABLE III
THE PERFORMANCE TABLE OF THE ALTERNATIVES A1-A16.

Alternative Method Container Time [h] Safety Cost [PLN/ton]
Linguistic Numeric

A1 RID cistern 79 High 9 320

A2 RID in bulk, closed container 78,5 High / Medium 7 262

A3 RID in bulk, open container 78 Medium 5 252

A4 RID steel crates 87 High 9 1837

A5 RID cardboard boxes 86 Medium / Low 3 352

A6 RID rigid DPPL 84 High / Medium 7 932

A7 RID elastic DPPL 85 Medium 5 262

A8 RID plastic canisters 96 High / Medium 7 498,6

A9 ADR cistern 14,2 High 9 426,4

A10 ADR in bulk, closed container 13,6 High / Medium 7 388

A11 ADR in bulk, open container 13,2 Medium / Low 3 366

A12 ADR steel crates 22,2 High 9 1917

A13 ADR cardboard boxes 21,2 Low 2 432

A14 ADR rigid DPPL 19,2 High / Medium 7 1012

A15 ADR elastic DPPL 20,2 Low 2 342

A16 ADR plastic canisters 31,2 Medium 5 579

by the highest price per ton, as opposed to the alternatives
where the cargo is transported in bulk, in an open container.

Subsequently, the expert’s knowledge was used to divide
the domain of each of the criteria to three triangular fuzzy
numbers. The obtained division is expressed by (15):

C1 = {10, 40, 100}
C2 = {0, 5, 10}
C3 = {200, 600, 2000}

(15)

The triangular fuzzy numbers for the criteria C1-C3 are
presented on Figures 2-4. The membership functions for the
triangular fuzzy numbers short, medium and long for the
criterion C1 are defined in the equations (16)-(18) respectively.
The membership functions for the TFNs for the criteria C2 and
C3 can be defined in a similar manner.

µshort(C1) =





1 C1 = 10
40−C1

30 10 ≤ C1 ≤ 40
0 C1 ≥ 40

(16)

µmedium(C1) =





C1−10
30 10 ≤ C1 ≤ 40

1 C1 = 40
100−C1

60 40 ≤ C1 ≤ 100
(17)

µlong(C1) =





0 C1 ≤ 40
C1−40

60 40 ≤ C1 ≤ 100
1 C1 = 100

(18)

Step 2: Generation of the Characteristic Objects

The characteristic objects OC1-OC27 were generated as a
Cartesian product of the fuzzy numbers’ cores of each of
the C1-C3 criteria. The obtained characteristic objects are
presented in the first four columns of Table IV and depicted
on Figure 5.

Fig. 2. The set of three triangular numbers for the transport time criterion
(C1).

Fig. 3. The set of three triangular numbers for the transport safety criterion
(C2).

Step 3: Evaluation of the Characteristic Objects

Subsequently, the expert performed a pairwise comparison
of the characteristic objects. As a result, the Matrix of Expert
Judgement (MEJ) was determined, where each αij value
was calculated with the usage of (12). The MEJ matrix is
depicted on Figure 6, where the αij values of 0, 0.5 and 1 are
represented by white, black and grey boxes respectively.

Next, the vertical vector of the Summed Judgements (SJ)
was calculated with the usage of (13). The SJ vertical vector
is presented in the fifth column of Table IV. Eventually, the
SJ vector was used to approximate the values of preference,
which rendered the P vertical vector of preference (see the
sixth column of Table IV).
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Fig. 4. The set of three triangular numbers for the transport cost criterion
(C3).

TABLE IV
THE RESULTS OF THE COMET METHOD.

COi C1 C2 C3 SJ P
CO1 10 0 200 16.5 0.65

CO2 10 0 600 14.5 0.55

CO3 10 0 2000 5 0.15

CO4 10 5 200 22 0.90

CO5 10 5 600 20.5 0.85

CO6 10 5 2000 13 0.45

CO7 10 10 200 26.5 1.00

CO8 10 10 600 23.5 0.95

CO9 10 10 2000 15.5 0.60

CO10 40 0 200 14 0.50

CO11 40 0 600 11 0.40

CO12 40 0 2000 3 0.10

CO13 40 5 200 20 0.80

CO14 40 5 600 15.5 0.60

CO15 40 5 2000 7.5 0.20

CO16 40 10 200 23.5 0.95

CO17 40 10 600 19 0.85

CO18 40 10 2000 10 0.35

CO19 100 0 200 8 0.25

CO20 100 0 600 7.5 0.20

CO21 100 0 2000 0.5 0.00

CO22 100 5 200 14 0.50

CO23 100 5 600 10 0.35

CO24 100 5 2000 2.5 0.05

CO25 100 10 200 17.5 0.70

CO26 100 10 600 15.5 0.60

CO27 100 10 2000 8.5 0.30

Step 4: The rule base

In the next step, each characteristic object and its perfor-
mance was converted to a fuzzy rule with (6). A sample rule
is presented below (19):

R1 :
IF C1 ∼ 10 AND C2 ∼ 0 AND C3 ∼ 200
THEN P ∼ 0.65

(19)

Step 5: Inference and the Final Evaluation

In the last step of the model creation, each alternative was
presented as a set of crisp numbers corresponding to the C1-
C3 criteria. Mamdani’s fuzzy inference method was used to

compute the preference Pi of each of the alternatives. The
obtained P vertical vector, along with the resulting ranks of
the alternatives, are presented in Table V.

According to the ranking generated by the COMET method,
the A9 alternative (i.e. ADR, cistern) is the best method of
ammonium nitrate transport. It is fast, relatively cheap, and
yet very safe. The second position was assigned to the A10

alternative, i.e. ADR, in bulk, closed container. This type of
container renders the alternative only slightly less safe, but
the time of the transport is shorter and the price is lower
than in the A9 alternative. The A1 alternative is the best one
from the RID alternatives and has the fourth position in the
ranking. It provides high safety and a lower price than the
aforementioned alternatives, however the time of transport is
significantly longer. The A12 alternative, having the thirteenth
position, is the worst one from the ADR group, and the A4

alternative is considered to be the worst solution in the ranking.
This is probably caused by the very high cost associated with
the the steel crates’ container type.

Sensitivity analysis

To verify the robustness of the obtained decision model, a
sensitivity analysis was performed. Values of each of the C1-
C3 criteria were increased by 1%. The numeric and percentage
difference between the original and the new Pi values for each
A1-A16 alternative were calculated. Table VI demonstrates the
highest and the lowest changes of the P value for all the A1-
A16 alternatives. The absolute values of the percentage change
vary from 0.0503% to 1.4602%, thus confirming the stability
of the obtained decision model.

Comparison to a Linear Model

In the last step of the research, a linear model was created
on the basis of the characteristic objects, to verify how the
simplification of the model would affect the results. The linear
model results were compared to the COMET method results.
The formula from equation (20) was used to calculate the
P ′
i value for each of the A1-A16 alternatives. The coefficient

of determination R2 is presented in equation (21) and its
value suggests that the linear model fits the COMET model
very well. The seventh column of Table V contains the P ′

vertical vector, and the eight column presents the difference
between the preference calculated by the linear model and
by the COMET method. As it can be noted, the difference
between P and P ′ for the A12 alternative is equal to 6.91%,
which shows, that despite the R2 value being very close to 1,
the linear model does not fit the COMET model perfectly well.

P = 0.5111− 0.1453 · C1 + 0.1618 · C2 − 0.1966 · C3 (20)

R2 = 0.9644 (21)
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Fig. 5. Characteristic objects in the space of the problem

TABLE V
CONSIDERED ALTERNATIVES AND THEIR RESULTS

Ai C1 C2 C3 P P rank P’ diff

A1 79 9 320 0.7169 4 0.7095 -1.04%

A2 78.5 7 262 0.6585 8 0.6482 -1.57%

A3 78 5 252 0.5881 10 0.5748 -2.27%

A4 87 9 1837 0.3046 16 0.2998 -1.58%

A5 86 3 352 0.4191 15 0.4415 5.35%

A6 84 7 932 0.4367 14 0.4597 5.27%

A7 85 5 262 0.5498 11 0.5456 -0.76%

A8 96 7 498.6 0.5001 12 0.5223 4.45%

A9 14.2 9 426.4 0.9378 1 0.9298 -0.86%

A10 13.6 7 388 0.9007 2 0.8639 -4.09%

A11 13.2 3 366 0.7542 3 0.7154 -5.15%

A12 22.2 9 1917 0.4926 13 0.5267 6.91%

A13 21.2 2 432 0.6421 9 0.6295 -1.96%

A14 19.2 7 1012 0.7145 5 0.6866 -3.91%

A15 20.2 2 342 0.6702 7 0.6558 -2.15%

A16 31.2 5 579 0.6815 6 0.6713 -1.49%

V. CONCLUSIONS

The development of the agriculture and the increase of the
demand for mineral fertilizers, ammonium nitrate being one of
them, results in the intensification of the fertilizers’ transport.
Since the ammonium nitrate is classified as a hazardous
material, there are many factors to consider when transporting
it.

While many of the prior studies focused on the economic
aspects of the problem, the MCDA methods allow to build
transport management models that include the other, often con-
flicting, factors. The authors’ contribution in this paper was to

create a sustainable transportation management decision model
that incorporates some of the aforementioned criteria, yet is
not prone to the rank reversal problem. Furthermore, it was
demonstrated that the COMET method can be successfully
employed in the ammonium nitrate transport management
decision problems scope.

The problem of ammonium nitrate transport management
was described in the paper. A methodology of sustainable
decision model creation with the usage of the fuzzy set
theory and the COMET method was presented. Eventually,
an experiment was performed to evaluate sixteen alternative
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Fig. 6. The Matrix of Expert Judgement (MEJ).

TABLE VI
SENSITIVITY ANALYSIS FOR ALTERNATIVES ASSESSMENT IN RESPECT TO EACH CRITERION

C1 + 1% C2 + 1% C3 + 1%

num. per. num. per. num. per.

min. change -0.0005 -0.0503% 0.0011 0.1592% -0,0006 -0.0680%

max. change -0.0041 -0.8926% 0.0042 1.3641% -0.0056 -1.4602%

modes of the fertilizer transport on the route from Puławy
to Gdańsk, based on the three most dominating ammonium
nitrate transportation management criteria and the expert’s
knowledge.

In the first step of the experiment, the space of the problem
was defined. Subsequently, the characteristic objects were
generated. Next, the Matrix of Expert Judgment was created.
In the fourth step, the rule base was defined, to allow to
perform the inference and creation of the final ranking in the
last step of the experiment. The robustness of the obtained
ranking was then verified by the sensitivity analysis execution.
Additionally, a linear model was created and its results were
compared to the COMET ranking.

The research has identified possible areas of improvement
and future work directions. This study was based on a set
of the three dominating criteria, i.e. transport time, safety
and cost. It would be beneficial to extend this set with
additional criteria and thus create a complete hierarchy of
ammonium nitrate transport management sustainable decision-
making criteria. Furthermore, the hesitancy factors could be
considered and a hesitant fuzzy version of the model could be
created.
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Abstract—Small companies have the potential to be agile, 

flexible and informal because they are usually formed by 

few members. This usually creates more synergy among 

these professionals because they tend to have more than a 

single role inside the company. With such role versatility, 

it is understandable that those professionals have to 

multitask/split their working hours among different kinds 

of demands: that may cause difficulties in planning, 

development, verification and improvement of internal 

processes. This article brings a case study where the 

COBIT 5.0 toolkit (Process Assessment Model) was used 

to identify internal processes that needed improvement 

within the studied company. In order to improve the 

selected processes, ABNT NBR ISO/IEC 12207 was 

tailored concerning the company’s needs. Additionally, it 

was applied the PDCA cycle of continuous improvement 

and it was also proposed the adoption of an agile method, 

SCRUM, to integrate internal activities and processes. 

I. INTRODUCTION 

HIS article presents a viability case study for the 
application of an Information Technology (IT)  

corporative governance program in a small software 
development company. [2] shows metrics about Apps 
development projects – about 56% concluded within agreed 
deadlines and 68% within agreed budget.	 In order to meet 
deadlines and have better budget control, IT area must be 
efficient, aligned with business goals, and solutions must not 
only meet quality requirements but also have low cost and 
adaptability[19][2]. IT alignment with business goals can be 
achieved adopting a Governance model. COBIT (Control 
Objectives for Information and Related Technology) is a De-
fact standard used to provide IT area with a governance model 
and it helps understanding and managing its associated risks 
[17]. IT efficiency can be improved with well-defined 
processes and standardization, using ISO/IEC 12207[8], the 
international standard for software life cycle processes[19]. 
Process should be easily adaptable as business’ needs change. 
The adoption of agile development is increasing due to the 
need of fast adaption to changes. The most used agile method 
nowadays is Scrum [17][18][23]. Considering the 
Governance context (COBIT), the development model 
(ISO/IEC 12207) and SCRUM method, this article aims to 

investigate the application viability of COBIT, ISO/IEC 
12207 and SCRUM in the context of a small company (up to 
9 people, statistic average in Brazil) [1]. COBIT, ISO/IEC 
12207 and SCRUM should be tailored considering a small 
company’s resources limitation, where it is common to find 
human resources assuming multiple roles while working on 
different projects at the same time. The small IT Brazilian 
company analyzed in this case study, identified as “studied 
company” had reported the following main problems: rework 
due to scope change, consecutive delays due to lack of 
stakeholders’ commitment, stakeholder’s change and/or 
multiple stakeholders with inadequate communication. If not 
well managed, such problems can imply in financial loss, lack 
of productivity, frequent re-negotiations, and negative impact 
in other projects and human resources reallocation. Therefore, 
affecting commercial, development, creation and quality 
assurance areas – company’s key areas.	

II. RESEARCH GOAL 

The goal of this study is to assess the application viability 
of COBIT 5.0 and consequent verification, analysis and 
proposition of improvements in a small companies’ context, 
providing a viability analysis of the challenges and benefits 
observed when applying COBIT, ISO/IEC 12207 and 
SCRUM in a small company context. The primary analysis 
will be done with COBIT toolkit version 5.0. The application 
of this framework aims to verify which are the main processes 
influenced by the cited problems – knowing such processes 
will enable the application, within the right adherence level, 
of standards and/or techniques based in good practices of IT 
governance and software engineering.  

III. EXPECTED CONTRIBUTIONS AND METHOD 

It is possible to cite as expected contributions of this study 
internal processes and governance improvement, and the fact 
that this study is related to a less studied domain: small 
companies – Showing the application viability of such 
practices in this context. The method used in this study has 
the following activities: (1) Collection of information and 
problematic situations; (2) Analysis of collected data; (3) 
Application of COBIT 5.0 framework; (4) Bibliographic 
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survey for possible solutions; (5) Analysis and proposition of 
hypothetical solution; and (6) Development of paper that 
documents adopted procedures and obtained conclusions. 

IV. RELATED WORK 

Several researchers have investigated the harmonization of 
Governance models with agile models of development. [16] 
used concepts of COBIT, PRINCE2 and SCRUM to propose 
the addition of security tests requirements and penetrations 
tests into the agile development lifecycle. [14] proposed a 
software acquisition model aligned with COBIT, ITIL, PDCA 
concepts for continuous improvement, adding concepts as 
daily meetings from Scrum and portfolio management from 
SAFe. [22] observed the migration of a company to agile 
models from Waterfall, while complying with COBIT – 
listing challenges and adopted solutions, while losing the big 
picture in design, a problem solved with the addition of a zero 
sprint step following a formal approval process. Similarly to 
such studies, this work has combined COBIT, PDCA and 
SCRUM, however using a different approach, adding COBIT 
to identify which processes should be improved on a context 
of small to medium enterprises, using ISO 12207 for the full 
software development life cycle and PDCA for continuous 
improvement. In order to combine Governance control over 
the agile model, researchers had worked on mapping COBIT 
process with SCRUM activities. [7] mapped COBIT controls 
with the development processes of understanding 
requirements, designing, building, testing and implementing 
solutions to make agile projects comply with Sarbanes Oxley 
regulatory requirements. [24] validated their proposed model 
AGIT (AGIle software developmenT), which includes 
measurement of Scrum-based software development, with 
information systems auditing criteria, as described in COBIT. 
[4] observed the impact of applying control over the project 
context and over the team communication either using formal 
control, based on performance evaluation strategy and 
Informal control, based on social and people strategies. [3] 
researched metrics that could provide IT management with 
information regarding progress of scrum-based software 
development process not harming SCRUM’s agility. This 
work has also mapped COBIT process with the ISO/IEC 
12207 processes and SCRUM model. 

V. CASE STUDY 

A. Problems analysis – causes and effects 

It was necessary to collect information and understand the 
processual problems shown by this company in order to 
enable its analysis and consequent improvements/solutions 
proposition. The method used to analyze all problems 
consisted of:  
1. Brainstorm: Informal meetings with the board of directors 
(2 members responsible for the management of the 
Marketing, Sales, Operations, Finances) and the technical 
team (3 members that work assuming multiple roles during 

software’s lifecycle) in order to detect the main problems 
affecting company's management and operations; 
2. Data Collection analysis: All the main topics discussed 
during the brainstorm were analyzed and the main 
problematic situations detected were: 
A: Rework due to scope change; 
B: Delays due to lack of stakeholder’s commitment; 
C: Stakeholders change and/or multiple stakeholders; 
D: Money loss due to delays in projects and company’s 
unavailability to work in new projects; 
E: Lack of productivity due to extra work caused by 
unexpected scope changes; 
F: Frequent renegotiations due to inadequate process and 
communication, and scope change; 
G: Negative impact in other projects; 
H: Human resources reallocation. 
3. Brainstorm: Meetings with the board of directors to 
identify the possible root causes and the effects of each 
problematic situation detected;  
4. Cause-effect matrix: Problematic situations were 
classified into causes or effects of other problems and 
distributed in a cause-effect matrix. The following matrix 
shows causes (C) and their effects (E): 

TABLE I. CAUSE-EFFECT MATRIX
1 

CAUSE 

EFFECT A-2 B-2 C-2 D-2 E-2 F-2 G-2 H-2 
TOTAL 

CAUSES  

A-1 - E E C C C C C 5 

B-1 C - E C C C C C 6 

C-1 C C - C C C C C 7 

D-1 E E E - C E E C 2 
E-1 E E E E - E E E 0 
F-1 E E E C C - C C 4 
G-1 E E E C C E - C 3 
H-1 E E E E C E E - 1 

1 
Read the matrix as follows: e.g. A-1 is cause/effect of B-2. Grey cells 

represent the selected main causes. 
After building the cause-effect matrix, an established criterion 
was applied to allow the identification of the main causes 
among all problems. The criterion was: the problematic 
situation should cause at least 70% of problems. The goal was 
to define root problems/major causes: “A”, “B” and “C” were 
found as such. The actual development model is based on the 
waterfall model. The process is defined as follows: initial 
scope analysis and alignment between it’s internal manager 
and stakeholder; characterization of necessary 
documentation, development, tests and delivery - in modular 
increments. When a module is delivered, the stakeholder 
might not be the same who did the initial request, his need 
might have changed or due the lack of alignment during the 
module development, it might not be what he was expecting 
(problematic situations “B” and “C”). This will cause the 
problematic situation “A”. 

Additionally, whenever an alignment is needed, meetings 
are scheduled without any pre-determined periodicity as there 
are no formalized alignment milestones. Considering the need 
to generate more commitment from stakeholders, the 
previously proposed adoption of an agile method can be 
cogitated as an essential part of the solution. This may help 
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focusing on scope’s alignment and delivery validations due to 
frequent alignment during development process. 

B. COBIT 5.0 framework application 

This framework was conceived for technology information 
management. Its application involves business requirements 
analysis considering: effectiveness, efficiency, integrity, 
availability, compliance and trustability. Its results bring a 
panoramic view on the general maturity level of the 
company’s IT area, helping to understand what needs to be 
done to reach higher levels.  

COBIT 5.0 framework was applied addressing the 
previously cited problems - the assessment was done for every 
process described in the framework. It stablishes 6 maturity 
levels, on a 0 to 5 scale. 

There was an initial process of governance being executed 
to ensure the governance setting and maintenance (EDM01 – 
Rated: Level 1), but it was not being properly 
managed/maintained - resulting in a lower maturity level. 

Value optimization governance (EDM02 – Rated: Level 3) 
was being managed and had a defined process, but needed 
well-defined quality attributes to measure its effectiveness. 

Risk optimization governance (EDM03 – Rated: Level 2) 
was being managed at the start and end of projects, but lacked 
management and measurements during its life cycle. 

The budget and costs management process (APO06 – 
Rated: Level 4) establishes measuring points during the 
process, to provide costs monitoring and control for the full 
life cycle of the project. 

The positive aspect regarding quality management 
governance (APO11 – Rated: Level 3) lies in the 
establishment of more rigorous processes during software 
development (direct or indirectly). 

A bigger level of quality control should be assured by 
verifying, validating and making revisions in partnership with 
stakeholders. This would mitigate uncovered problems in 
quality metrics that were found during COBIT’s application. 

Risk management governance (APO12 – Rated: Level 2) 
should be continuous, during the entire project’s life cycle. 
There is a stablished process, but it’s not managed. Each risk 
must be analyzed and proper actions should be taken 
(avoiding, assuming, reducing or transferring risk) and 
documented. 

Requirement’s definition governance (BAI02 – Rated: 
Level 2) can be improved by using a well-defined acquisition 
process, suggesting a process to the acquirer (if he does not 
have it already). Other project’s phases will also suffer impact 
such as: provision, development, maintenance, 
documentation, quality assurance, verification, validation, 
joint review and management. 

Upon the establishment of a clearer and more well-defined 
process, operations management governance (DSS01 – 
Rated: Level 3) can be more complete, by controlling and 
monitoring more crucial aspects about projects. To improve 
these processes - requirements, risks and costs must be 
traceable and documented. To reach this goal, it was 
suggested the adoption of an ALM (Application Life Cycle 

Management) tool that automatically registers these steps. A 
small company’s team cannot spend time with bureaucracy 
that can be automated. 

VI. ANALYSIS AND SOLUTION HYPOTHESIS 

Many studies were considered [4][5][6][20][21] for the 
choice and proposition of a viable solution for the studied 
company. It was found as a viable solution the definition of 
an adherence level to the ISO/IEC 12207 standard[8];  the 
incorporation of SCRUM [9][10][13][15] and the 
implementation of continuous improvement cycle with 
PDCA [11][12].  Cycle-based processes, based in a study that 
shows how to apply ISO/IEC 12207 with SCRUM and Agile 
Methods [15]. Please, view Appendix for full details in this 
section. 

VII. RESEARCH AND SOLUTION PROPOSITION:  
ISO/IEC 12207, PDCA CYCLE AND SCRUM 

As a technical standard reference, it was adopted the 
ISO/IEC 12207 [8]. The decision for SCRUM was taken 
based on study [6]. To reach an agile process, it was also 
recommended to follow the Agile manifesto and its key 
principles[9]. 

In order to properly adapt the ISO/IEC 12207 [8], it was 
used some criteria that is fully explained in the full article. 
ISO/IEC 12207[8] sub-processes were selected considering 
the previously mentioned criteria and adaptations were made 
to it, relating to it SCRUM activities and the affected COBIT 
processes. Please, view Appendix for full details in this 
section. 

VIII. CONCLUSION 

In this case study of a small company, it was applied the 
COBIT 5.0 framework in order to identify which IT goals 
impacting processes needed improvement. 

After improving selected processes, ISO/IEC 12207 was 
adapted according to the company’s needs, and it was also 
suggested the adoption of PDCA cycle for continuous 
improvement along with SCRUM to organize company’s 
development process. 

The application of COBIT 5.0 in this company was 
complex, because small companies usually don’t have 
specific departments to manage their internal processes. 
Every roles and attributions, in general, are treated by a 
reduced amount or people, that accumulate roles, mixing 
activities in different processes. 

It was also noticed that some activities and processes such 
as the monitoring of costs and risks (during the project’s life 
cycle) were not being formally executed. 

Although the company was aware of the consequences and 
impacts of scope changes in the project, there were no 
formalized processes to tackle this problem in order to 
standardize decisions in such scenarios. During the 
development of this case study it was verified that COBIT 5.0 
governance framework when applied in a small company’s 
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context, might be challenging, because it requires some 
adaptions (given the deepness of its analysis) such as: 
lowering of its high complexity (may be hard to understand 
and use it), having enough time and human resources on 
getting it to a reduced scope (for analysis) and bringing 
together the high volume of information/necessary resources 
for a precise diagnostic.  

It’s possible to imply that these might be challenging 
situations, because in a small company context, there is a 
reduced amount of people to execute certain tasks, and they 
end up accumulating responsibilities regarding some 
processes, that may have different maturity levels. 

This research’s goals can be defined as attained: It was 
verified as viable the diagnostic of a small company’s IT 
governance using COBIT, identifying processes that 
impacted strategic goals and proposing solutions as the 
definition of formalized processes, based on ISO/IEC 12207. 
The PDCA cycle along with SCRUM contributed to the 
improvement process and it will be useful enabling the 
company to adopt a continuous delivery tactics, gaining more 
competitiveness in the market. 

This study was limited to processes related to software 
engineering in ISO/IEC 12207 and IT governance impacting 
solutions were proposed. These propositions of improvement 
on processes involved the establishment of a set of controls 
and processes with positive impacts in company’s 
management, helping it achieving higher maturity levels. 

Concluding, an objective and selective process view is 
obtained by the application of COBIT framework and it’s 
possible to adopt standards and patterns in a tailored level of 
adherence and complexity within processes, enabling better 
processes and reduction of efforts/costs – mainly in the 
studied context. 

APPENDIX 

This paper and the study that was made is extensive. Due 
to paper’s space restraints, the full paper was published in the 
following internet address for further reading with more 
details regarding problem analysis, solution hypothesis and 
paper’s contributions: 

http://www.fei.edu.br/~plinio.aquino/cobit_scrum/ 
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Abstract—The main aim of this article is to analyse the
collected opinions on the use of electronic banking tools by indi-
vidual clients in Poland, at the end of 2016. The research has been
carried out using a CAWI method. The survey questionnaire,
which was verified by finance experts, was made available to
respondents on the servers of the Faculty of Management at the
University of Warsaw. The following article structure has been
adopted: after a brief introduction, the authors presented the
assumptions of the conducted research and the research method,
and subsequently the authors have carried out an analysis and
discussion of the obtained findings and conclusions, which may be
seen as supplementary in relation to previous studies conducted
in the summer of 2016.

I. INTRODUCTION

ELECTRONIC banking is an economic sector which is
developing in the most consistent and sustainable way.

In relation to the third quarter of 2015, in the same time in
2016 the number of individual clients with potential access
to account increased by 21.71% (which amounted to 4.94%
more than in corresponding period in 2014/2015) reaching
over 33.009 million users; the number of active individual
clients in the same period increased by over 5.44% [13]. Thus,
undoubtedly, due to mobile banking phenomenon, this is the
fastest and simultaneously, the most spectacularly developing
banking sector. The growth in the number of clients with
potential internet access to account is accompanied with the
continuous increase in the number of active clients (at least
one banking operation a month); nevertheless, the share still
fluctuates around up to 55%. From year to year, the population
of new users taking advantage of the opportunities created by
the Internet to handle banking transactions is growing. Last
year we could observe a continuous growth in the number of
active individual clients from 14.468 million people to 15.300
million [5]. Thus, it is a significant, greatly diversified market,
which may be seen as a wide area for research analyses.

The main aim of this article is to analyse the opinions on the
use of electronic banking tools by individual clients in Poland
at the end of 2016. IT banking system is a conglomerate of
traditional and modern computer and Internet/network commu-
nication systems [1]. Among the modern systems, as indicated
above, electronic banking enjoyed the greatest popularity. E-
banking is frequently divided according to the tools which
are used to carry out transactions into particular areas such

as: internet banking, mobile banking, payment cards systems,
ATM and POS systems. The most popular kind of internet
banking is here understood as the realization of business enter-
prises which uses the Internet to conduct banking operations.
The realization consists in obtaining access to account by
means of the Internet. The said access to the Internet may be
obtained in two ways: by means of various devices/hardware
and applications/software. The first is the access via a browser
and a website. It may be carried out by means of traditional
devices such as a laptop or a desktop computer or mobile
devices such as a smartphone/tablet. The second one, which
relates only to mobile devices, offers an additional possibility
to perform banking functions using mobile applications [2].

II. ASSUMPTIONS OF THE STUDY

The discussions on the evaluation of the access to internet
e-banking services are presented in an extensive body of
the literature on the subject and based on considerable and
valuable practical and research experience. However, there is
no single evaluation approach which would determine a set
of evaluation criteria which would be objectively regarded
as the best and most suitable indicators from the point of
view of individual clients [8], [9], [10], [11], [12], [14]. On
the basis of the literature review one may conclude that e-
banking websites/services may be analysed from the point of
view of: their usefulness/usability (e.g.: site map, directory),
interactivity (e.g.: availability and responsiveness), functional-
ity (e.g. search engine, navigation and contents), visualisation
(colour scheme, background, graphics, text, etc.), effectiveness
(e.g.: cost of purchase, transport, the differences in prices in
traditional and online shops), reliability and many others.

The available methods of websites evaluation do not fully
cover the research problems associated with using the e-
banking services [4]. They need to be accompanied by fur-
ther studies which would complement the findings obtained
additional studies. And it is difficult to compare with com-
prehensive survey surveys in this field included eg. in [6],
[7]. The prototype of the survey was created in a traditional
form and it was tested on a selected group of professionals,
specialists in the area of finance and banking, and following
the verification and modification of the questionnaire, the
authors created an electronic version of the survey and made
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it available online to be completed by respondents. In the
fact it was pilot study for more specified research of the
chances for using of using m-banking in Poland tailored to
the level of the user group. In December 2016, the authors
carried out a study with the application of a CAWI (Computer
Associated Web Interview) method examining the opinions
of 193 respondents presenting their views on the use various
manifestations of electronic banking, and the research may
be seen as supplementary in relation to previously conducted
studies. The sample was a case of purposeful sampling — the
participants of the study were students of post-graduate studies
at the Faculty of Management at the University of Warsaw and
Vistula University in Warsaw, in the age of 19-25, in randomly
selected lecture groups. On the one hand, the study included
only one, specific age group. On the other, this is a group
consisting of the most active users of modern technologies and
- in this case - directly connected with the sector of finance
(employees of banks, insurance agencies, accounting offices,
etc.), who may be regarded as specialists in the field. Among
the respondents there were 79.79% of women and 20.21%
of men. This time, the greatest share of respondents (29.53%)
came from rural areas; the second place (21,24%) was taken by
people from towns below 50,000 residents (23.83%); the third
place from cities with over 500,000 inhabitants, mainly from
Warsaw and surrounding areas. The remaining part, one fourth
came from towns with 50,000-500,000 residents. The majority
of the sample were people holding a BachelorâĂŹs degree,
about 5% declared having secondary education, 72.02% were
students, and 27.98% were working students.

III. ANALYSIS AND DISCUSSION OF THE FINDINGS

In the study the authors conducted a survey consisting of a
few main parts: the evaluation of the knowledge concerning
electronic banking services; evaluation of the electronic pay-
ments capacity; specification: social and demographic charac-
teristics of the sample.
Among the 193 respondents who correctly completed the
survey, only one person did not use electronic banking tools
(taking the form of e.g. websites - internet banking, mobile
applications of banks, ATMs, payment cards, contactless trans-
actions, mobile payments, POS payments or money transfers).
It was established that the respondents most frequently use
access channels such as a combination of a laptop and a
desktop computer (using websites) - 33.47% of the responses,
ATMs - 27.02% and a combination of a smartphone and a
tablet (using websites and mobile applications) - 22.18%. The
remaining combinations of access tend to be more and more
marginalized. Clients of electronic banking most frequently
use the standard services such as checking the account balance
and history of transactions in the account (42.96%) as well as
making transfers (42.26%). The latter is frequently connected
with ma-king e-payment transactions. The remaining services
are most frequently used by fewer than 15% of clients, out
of which the greatest share (over 10%) indicated topping-
up mobile phones. In this particular age group there are few
operations which are usually regarded as most commonly

applied in e-banking such as opening fixed-term deposits
(2.31%) and establishing standing orders (1.15%). Submit-
ting online applications for these products is a very rare
phenomenon (0.69%). Over 16.58% of respondents have a
few payment cards, and 81.87% one payment card. Only
1.55% respondents do not use any payment card. Interestingly,
6.62% of the respondents do not know what type of card
they own. However, almost all survey participants (99.48%)
know whether their card has a proximity functionality. And
thus 86.53% of the respondents own only proximity cards,
4.66% state that most of their cards are proximity cards, and
only 8.29% do not own such a card. Out of the share of the
sample holding proximity cards, an overwhelming majority —
84.46% use them whenever they have such a possibility, and
4.66% only in selected, safe and reliable points of sales. The
same group does not use such payments cards because they are
concerned about the security of their transaction, and 6.22%
of the sample do not own a contactless card at all. Attention
should be given to a 2.24% discrepancy in plus between the
holders of proximity cards, and their use (according to the
respondentsâĂŹ claim there are more people who do not own
proximity cards than those who use them). ATMs are used
by the respondents in a traditional way mainly to withdraw
cash (46.44%) and to check the account balance (23.59%),
and 41.97% do not use them at all. Unfortunately, as many
as 22.80% do not know if their smartphone offers a mobile
payment options, and in consequence, they do not use them
for such purposes. Few clients have used multimedia kiosks
— 2.08% in total, to contact the banks and to withdraw cash.
The remaining 97.93% of respondents have never used the
multimedia kiosks.

Nevertheless, the respondents claim (76,17%) that they
have confidence in the various electronic banking tools. The
remaining 3% either have no opinion on the subject or they are
not convinced of the usefulness or reliability of these tools.
Even ten years ago the problem of the lack of confidence
in electronic banking was an obstacle discouraging over 35%
of clients from using it. Despite the high level of trust in
electronic banking, 48.72% of the respondents, if they use
a different Internet access/network than their own Internet
connection, then usually - 48.72% of the share use it at home,
and 27.84% at the university. Using the Internet at work is
less popular (14.65%), and the least popular option (8.79%)
is using the Internet access in restaurants or at the airports.
Generally, the issue of security is still important for users of
e-banking. The greatest number (43.53%) use a password to
access the website and a text message with one-time password
(38.84%). It is important to note that the so-called "scratch
card" (12.95%) and a token (4.13%) are losing its popularity.
The "scratch card" owed its popularity to the fact that this
is one of the cheapest forms of ensuring transaction security;
however, at present it is being replaced with one-time SMS
passwords. A token, by contrast has always been regarded as
one of the most effective solutions guaranteeing transaction
security. The above described aspect gains in importance
since many users state that they have experienced situations
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which posed a threat to the safe use of e-banking tools.
The greatest share of the respondents (45.68%), which is
also indicated in the analyses carried out by the authors in
a [3], have encountered problems associated with hardware
failures or software errors in websites. Half of the previous
share (24.07%) experienced problems related to the lack of
sufficient knowledge with regard to using hardware. 14.20%
of respondents recall receiving email messages containing
requests to disclose the login or password they use to access
e-banking services. The second part of the questionnaire was
devoted to the respondentsâĂŹ use of e-payments. The survey
findings show that the banking services which were most
frequently used by the clients were on-line payments in the
Internet (22.06%) and ATM cash withdrawals (17.36%). Other
services which enjoy considerable popularity are the purchases
of tickets (train, municipal transport fares) — 15.27%; slightly
less popular are card payments in a shop (POS) - 14.36%. The
high position in the ranking (10.84%) was taken by paying
bills and invoices as well as purchasing tickets for cultural
or sporting events (9.79%). In this group of users, other
services, such as: topping-up mobile phones (6.01%), purchase
of digital content (2.35%), e-wallet used for payments and
settlements (1.04%) and parking fees (0.78%) are less popular.
Among the respondents, 65.28% of individuals owning a
smartphone or a tablet made a payment via a mobile device
using a browser (website) or a mobile application at least once.
The remaining share of 34.72% stated that they are ready and
willing to do it in the nearest future. Among the respondents,
the factors contributing to the popularity of using mobile
devices were mainly (56.78%) convenience, perceived savings
and simply curiosity (22.34%). The abovementioned curiosity
with regard to the differences between using the services of
Internet banks via mobile devices (smartphone/tablet) and tra-
ditional devices (laptop/desktop computer) or the differences
between handling transactions in the case of mobile banking
application and browser-based tools contributes to the increase
in the number of transactions and the development of the
mobile banking sector. Other relatively significant factors were
attractiveness in financial terms (10.99%) and fashion (6.59%).
In the usersâĂŹ view, the bankâĂŹs marketing campaign
was the aspect which affected them the least (3.30%). The
subsequent questions included in the survey concerned the
usersâĂŹ opinions on the payment technologies, which are not
widely used at present, but believed to become very popular in
the future. The clients were also asked about their expectations
and predictions concerning the future development trends. The
first query concerned the clientsâĂŹ approach towards the
Blik system. It is a mobile payment system which enables
ma-king payments both in the Internet and retail outlets
(product and service POS), ATM cash withdrawals and money
transfers between smartphone users. A prerequisite for its
use is owning a smartphone running an e-banking mobile
application which is compatible with the systems. 36.54%
share of the respondents agreed with the statement that this
method of payment will probably gain in popularity among
young smartphone users and indicated that this method is

similar to a payment with a proximity card (25.59%). The
third place with regard to clientsâĂŹ opinions (19.93%) was
taken by the convenience of the transaction. Nearly 7% of the
respondents claimed, however, that this new technology is not
sufficiently secure, and nearly about 3% - were of the opinion
that it is too complicated for an average user. Simultaneously,
almost 10% had no opinion on the subject. The transfers
between Blik users was the most recently introduced service
on the market. In the case of this service, there is no need
to enter the account number containing 26 digits, the user
may use the telephone number of the recipient of the transfer.
The condition for making an instant transfer is using the
banking system which is compatible with the system and a
prior registration of the phone number. If the userâĂŹs number
is not registered yet, he/she receives a text message (SMS) with
an instruction on how to collect the money which is transferred
according to KIR (National Clearing House) session. 43.41%
of respondents believe that in the future such transfers will
be a generally applied, fast method of settlement of oneâĂŹs
financial obligations. An almost equally large group of clients
(41.95%) believe that, even though they are not using this
method of payment, these solutions will become popular soon.
Almost 5% of the sample claim that such transfers are not
secure, they do not seem reliable and that they will not be
adopted, and nearly 10% admit that they do not know such
solutions at all. Another kind of payment, micro-transfers
(where the maximum value of a single trans-action is PLN 50)
via Facebook to a friendâĂŹs account, represents yet another
manifestation of modern technology applications in banking
services. This functionality was first provided by AliorSync,
a worldwide pioneer in this regard, and it is made possible
thanks to an account being linked to the userâĂŹs Facebook
account. However, this requires some initial steps to be taken:
first, the user needs to log in to AliorSync electronic banking,
create a special account and install a dedicated application
on his/her smartphone. The recipients of the money transfer
must be on the list of our Facebook friends, and the auto-
identification procedure is carried out via the code sent by
SMS. More than half (54.21%) of the respondents have never
heard of this method of payment - perhaps, it has not been
widely promoted or used so far. Almost 22% of the sample
state that they have never used it; still, they believe that it
may be commonly applied in the future due to the general
popularity of Facebook and its influence on its users. However,
as many as 23.36% of the respondents are of the opinion that
this may be very dangerous, does not inspire confidence and
probably will not be accepted in everyday life. A very similar
distribution of opinions may be observed in the case of the
views concerning money transfers made to an email address.
In order to make such a transfer, one simply needs to know
the email address of the recipient. Due to the simplicity of
the procedure, most banks have introduced a one-time transfer
limit for security purposes. However, this is not a very popular
method — 52.66% of the survey participants stated that they
have never heard about this solution, and as many as 26.57%
believe that this method is not secure and it raises some
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concerns. Only the remaining over 20% sees its great potential
for future development.

IV. CONCLUSIONS

The presented analysis points to considerable diversity in the
opinions of individual clients on the issue of using e-banking
systems, associated with the selection and use of websites for
banking operations which would meet their everyday needs in
this regard. In relation to previously conducted research [3],
the present study indicates also the changes with regard to
clientsâĂŹ awareness and activity, which have taken place in
recent years. An individual client of e-banking services has
changed from the user of its basic functions into a conscious
customer being aware of the advantages and disadvantages of
this modern form of communication and electronic payment
functionalities associated with it.

The recapitulation of the authorsâĂŹ considerations and
research findings leads to the following conclusions:

• in recent years, the most significant phenomenon which
occurred in the e-banking market is mobile access to
banking services. It can take two forms: access via
banking websites and via banking applications running
on mobile devices such as smartphones and tablets. At
present, the access via mobile applications is estimated
at over 22%,

• increase in banking fees announced and expected to be
implemented in 2017 may bring about changes with
regard to owning and using payments cards. In 2016, we
were witnesses to increases in fees for account main-
tenance and ATM cash withdrawals e.g.: ING, Pekao,
BPH. Currently, other banks are planning to introduce
the changes in the charges: Bank Handlowy (account
maintenance, using a debit card, money transfers and cash
withdrawals from ATMs), Citi Bank (using cards, charges
for selected money transfers, withdrawals from the ATM
of another bank, rise in account maintenance charges
in the case of selected accounts (e.g. City Priority)). A
complex and confusing way of increasing charges for
banking services may discourage users to own one or
more than one payment cards. At present, nearly 17% of
respondents own more than one payment card,

• among the payment cards owned by the respondents,
debit cards constitute the majority of the share (71.16%),
the campaign promoting credit cards have not changed
the

• usersâĂŹ habit of many years consisting in using the
debit cards which are generally regarded as safer; never-
theless, over 86% of survey participants own proximity
cards,

• a similar traditional approach may be observed in the case
of using ATMs mainly for cash withdrawals,

• the security of using e-banking services and e-payments
is still very important from the point of view of users,
but to a smaller extent than a few years ago. The most
frequently used security method (nearly 44% of the share)
are passwords enabling the users to log into the system

and one-time SMS passwords entered to confirm the
transaction (nearly 39%),

• the distribution of the kinds of transactions being con-
ducted is almost uniform. Most frequently, the survey
participants make payments using Internet banking (over
22%) or ATMs (more than 17%). Subsequently, they buy
public transport tickets and pay with a card in a traditional
shop,

• more than 65% of the respondents have made at least
one payments via a mobile device, and they were usually
influenced by factors such as convenience and cost-
effectiveness (nearly 57%),

• the users are still cautious with regard to new and
innovative systems. 36.54% of the survey participants
agreed that Blik payments is a technology which has
great potential for development and in the nearest future
it may be used more and more commonly; however, they
had certain reservations related to ensuring the security of
the system. Similar results have been obtained in the case
of micropayments which may be realised via Facebook
or transfers made to an email address. In addition, a large
group of people, that is 40-50% in each of the mentioned
cases, claim that they have not heard about such methods.

The diversification and dynamics of the evaluations seem to
confirm the thesis related to the necessity to conduct ongoing
analyses of this sector, with particular attention being paid
to the usefulness and cost-effectiveness of services as well as
the tendencies concerning the design and usability of websites
from the clientsâĂŹ point of view. This also justifies the
need to further investigate the development trends in order to
construct a multi-dimensional, multi-criteria, hierarchical and
multi-aspect system for the evaluation of e-banking, which in
addition to the presently considered aspects would incorporate
detailed criteria such as e.g. customer profile. This particular
area may be the object of research in the future; however,
at present it appears that electronic banking, which combines
various tools, technics and methods used in its operations, con-
stitutes the complex structure in itself, and does not necessitate
the studies of such a vast scope. One may notice a new trend
consisting in the fact that the position of mobile access is
increasingly prominent, and browser-based tools and mobile
applications running on mobile devices seem to take over the
part of the market traditionally served by access to account
using personal and desktop computers. It is also increasingly
evident that the development irreversibly changes clientsâĂŹ
requirements, assumptions and habits concerning operations
conducted in the banking sector, and conversely — it also
necessitates faster changes of the medium, which would take
into account the usersâĂŹ expectations and demands.
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Abstract—Companies willing to survive the numeric economy 

are forced to collaborate with each other in order to maximize 

their co-creation of value. This co-creation exists for many 

reasons: to sell and acquire information, goods and services, to 

optimize the quality of procedures, to improve security and 

privacy, etc. In this paper, we analyze and model value co-

creation through three dimensions: the value’s nature, the 

method of value creation, and the business object impacted by 

the value. By combining these dimensions, we afterwards suggest 

different types of co-creation schemas, and we propose an 

abstract language to communicate them. The latter is finally 

validated by applying the “The Physics of Notations” guidelines. 

I. INTRODUCTION 

Companies willing to survive the web economy must 

collaborate with each other to maximize their co-creation of 

value. For long, information system (IS) design and 

engineering has been motivated and inspired by the need to 

optimize value design and value delivery (e.g., e3value [1], 

ArchiMate® [2], Demo [3], the value delivery metamodel from 

the OMG [4]). In this context, two or more companies 

engaged in value co-creation (VCC) have to define, create and 

manage the value they co-create. Therefore, they must use 

appropriate tools to support and manage the co-creation, 

amongst them, models and dedicated languages that support 

communication and information sharing between involved 

parties. Unfortunately, designing such a unique language, with 

a concrete syntax, to express all the VCC dimensions remains 

challenging for three reasons: 

The 1st reason is that value may be of different natures (e.g. 

security, quality, privacy,…) and each type of nature uses its 

own type of language (e.g., ISSRM [5] relates to security, 

Quality Model relates to quality [6], or Privacy metamodel 

relates to privacy [7], [8]). Moreover, this nature is only 

significant in the context in which the relevant value exists. 

For instance, the value of privacy is more important in the 

healthcare sector than in bookstores. The value of a pecuniary 

type has more relevance for a profit organization than for a 

non-profit one. Or the value of a well-being type is more 

important in a SME than in an international company. 

The 2nd reason is that value is often created using different 

methods, in a function of the sensibilities and preferences of 

the companies, and each method is defined using its own 

syntax (e.g., method by design [9], method chunk [10], or 

model-driven approach [11]). 

The 3rd reason is that objects concerned by the value are not 

necessarily the same for each company and, as a result, these 

objects may have different functions for the enterprise. In 

parallel, these enterprises are generally modelled using 

different frameworks depending on the sectors they belong to. 

That means that each company’s context may be described 

with a dedicated language (e.g., ArchiMate® [2], Aris [12], or 

CIMOSA [13]). Additionally, value is sometimes co-created at 

different layers of the company. For instance, in some cases, 

the value is created by the IT service, and in other cases, by 

business developers. In this case, two different languages are 

necessary: one to be understood by IT specialists, the other to 

be understood by business men.  

In this paper, we focus on VCC at the IS level and provides 

a new perspective on the traditional one-dimension VCC. 

Indeed, the co-creation of value that considers that a firm is 

invited by a customer to make a value proposition offer only 

in exchange of money is too short-sighted. Our idea is that (1) 

VCC is built upon multi-dimensions because it supports the 

co-creation of value for all the parties (business entities) 

involved, (2) it is co-created using different methods in 

accordance to the parties engaged and these methods have to 

be integrated with each other, and (3) the object of value is 

potentially of a different nature in a function of the sector 

implied. 

In the next sections, we review VCC state of the art through 

different disciplines. In Section III, the three value dimensions 

are presented and based on the latter, we introduce VCC 

schemas in Section IV. In Section V, we present the VCC 

abstract language that we validate in Section IV. Finally, we 

conclude and present future works in Section VII. 

II. STATE OF THE ART 

VCC discipline originates from the marketing theory. It 

aims to define and to explain the mechanism for the co-

generation of value during business exchanges amongst two or 

more companies [15]-[17]. Vargo et al. [16], [17] formalized it 

using a framework for defining VCC in the perspective of the 

service dominant logic (S-DL). According to the authors, 

service is the basis of all exchanges and focuses on the 

process of value creation rather than on the creation of 

tangible outputs. As a result, a service system is a network of 

agents and interactions that integrates resources for VCC 
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[16]. On that basis, Vargo et al. further elaborate on the idea 

that value is derived and determined in use rather than in 

exchange. That means that value is proposed by a service 

provider and is determined by a service beneficiary. Hence, 

the firm is in charge of the value-creation process and the 

customer is invited to join in as a co-creator [16]. For 

Grönroos et al. [14], this interaction is defined through 

situations in which the customer and the provider are involved 

in each other’s practices. Consequently, the context (social, 

physical, temporal and/or spatial) determines the value-in-use 

experience of the user in terms of his individual or social 

environment. Another conceptual framework for VCC has 

been proposed by Payne et al. [8]. This framework is 

composed of three processes: customer value-creating, 

supplier value-creating, and value encounter for which goals 

are defined in a customer learning perspective and may be of a 

type that can be cognitive, emotive, and behavioral. The idea 

behind being that the more the customer understands about the 

business opportunities, the greater the value. Hastings et al. 

[19] also define a set of six concepts to design the practice-

driven service framework for value creation, to know: 

customers co-create value with providers, value is created in 

service systems, modular business architecture, scalable Glo-

Mo-So (global, mobile, social) platforms, continuous 

improvement via learning, and multi-sided metrics. At the 

analytical level, Storkacka et al. [20] have complementarily 

proposed to analyze the actors’ engagement as a micro-

foundation (explanation on a low analytical level) for VCC 

and Frow et al. [21] propose a framework to assist firms in 

identifying new opportunities for value co-creation. Therefore, 

the authors provide a strategically important new approach for 

managers to identify, organize and communicate innovative 

opportunities.  

Recently, Chew [22] has argued that, in the digital world, 

service innovation is focused on customer value creation and 

he proposes an integrated Service Innovation Method (iSIM) 

that allows analyzing the interrelationships between the design 

process elements, including the service system. The latter 

being defined as an IT/operations-led cross-disciplinary 

endeavor. At the information system domains level, Gordijn et 

al. [23] explain that business modeling is not about process but 

about value exchange between different actors. Accordingly, 

in [1], Gordijn et al. propose e3value to design models that 

sustain the communication between business and IT groups, 

particularly in the frame of the development of e-business 

systems. In [24], Weigand extends e3value language for 

considering co-creation. Therefore, he defines the so called 

value encounters which consist in spaces where groups of 

actors interact to derive value from the groups’ resources. In 

the same vein, Razo-Zapata et al. propose visual constructs to 

describe the VCC process [25]. These constructs are built on 

requirements from the service dominant logic and software 

engineering communities. They aim is to express three co-

creation types (co-ordination, co-operation and collaboration) 

following the three elements of the customer relationship 

experience: cognition, emotion and behavior [18]. According 

to [26], the co-creation may happen through different 

processes (B2C, B2B, C2B or C2C) and may refer to different 

types of value (for the company or the customer).  

Two of the existing states of the art in the field of VCC are 

particularly interesting. The first one reviews the existing 

literature through both following perspectives: co-production 

and value-in-use [27], and the second one through two 

dimensions: theoretical dimension of the co-creation, and 

collaboration and co-creation between firms and customers 

[28]. Despite the undeniable need for designing an effective 

language to support the VCC management [1], [24], [25], the 

review of the state of the art demonstrates that, up to date, no 

approach fully considers all the dimensions necessary to cover 

the VCC domain. 

III. VALUE DEFINITION AND PERIMETER 

In this section, value is defined according to the following 

three dimensions (Fig. 1): the nature of the value, the method 

of VCC, the object concerned by VCC. In the next sub-

sections, each dimension is conceptualized, modeled and 

illustrated with real cases. 

 
Fig. 1. Three value dimensions 

At a methodological level, the research that we tackle 

concerns the improvement of value management in the field of 

interconnected societies. Accordingly, we have conceptualized 

and defined the abstract language to support the value co-

creation on the basis of the three value dimensions mentioned 

here above. Through this research, we aim to strengthen the 

organizational capability to improve the design of the 

information system which sustains VCC. Accordingly, Hevner 

et al. [29] explain that the Design Science Research (DSR) 

paradigm seeks to extend the boundaries of human and 

organization capability by creating new and innovative 

artefacts. Practically, provided that we aim to design a new 

artefact (abstract language for VCC) to support the design of 

the information system, we acknowledge that this research 

may plainly be considered in the scope of DSR [30]. As 

advocated by the DSR theory [29], [30], the method that we 

use to design these value dimensions is an iterative approach 

consisting first of analyzing different instances of the domain 

under scope, second of extracting the relevant concepts from 

the instances, and third of designing elementary domain 

models. E.g., to model the nature of the value, we have 

analyzed some instances of this nature like security, privacy, 

quality, we have extracted the more relevant concepts of these 

domains in Table II, and we have designed the nature of the 
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value model (Fig. 2). For the sake of pragmatism, only the last 

version of the iterations are presented in the next sections.  

A. Nature of the value 

Value is an abstract concept that expresses a measureable 

information of a determined nature and which is associated to 

a well-defined object. According to Zeithaml, value implies 

some form of assessment of benefits against sacrifices [15]. 

Most researches that focus on depicting the semantic of value 

agree on the abstract character of the latter, mostly generated 

by the different types of existing value nature [26]. Whatever, 

two main categories of value nature emerge depending on the 

context: value at provider side vs. value at customer side. 

When value is perceived at the provider side, economists 

largely argue that the latter is created (manufactured) by the 

firm and distributed in the market, usually through exchange 

of goods and money [31]. This nature of value has for a long 

time traditionally been represented by the possession of wealth 

and money. However, it is also worth to note that considering 

the provider in the context of the digital society expands this 

narrow mind meaning to the consideration of other value 

elements, like the information collected on the customers 

which, afterwards, fills the bill of economic increase [32]. On 

the customer side, value generated by a transaction never 

refers to money but consists in other wealth, which contributes 

in sustaining and supporting the customer’s owns business. 

Let us take the example of a SME that outsources the 

privacy management of its assets to dedicated enterprises, in 

order to remain being focused on its core business. In this 

case, the privacy nature of the value is traditionally expressed 

with well-defined characteristics (e.g., pseudonymity, 

anonymity, consent, etc. (see Table I) that are specifics for 

privacy). Moreover, two types of value are created by this 

outsourcing: a direct value (privacy of the assets) and an 

indirect value (more time for core activities). Over and above 

that, this transaction happening with a customer being a 

citizen also contributes to the latter’s improvement of his well-

being as observed in [33] that asserts that value for customer 

means that after they have been assisted by a self-service 

process or a full-service process, they are or feel better off 

than before.  

As summarized in Table I, our analysis to understand and to 

define the nature of the value has been performed by tackling 

a set of frameworks in different areas like security, quality, 

compliancy, privacy, responsibility, and so forth. For instance, 

we have analyzed the Information Systems Security Risks 

Management (ISSRM [5]) framework that addresses the IS 

security. ISSRM characterizes security through integrity, 

confidentiality, non-repudiation and accountability, 

availability, and the latter concerns business asset of the 

company. Moreover, according to [34], we acknowledge that 

the above mentioned characteristics also constitute 

complementary types of value. 

Based on our review, we have observed that value is an 

abstract concept defined by a well precise nature with well 

determined characteristics, that it is measureable and that it 

concerns a well-defined object. 

TABLE I.  NATURE OF THE VALUE 

Value 

reference 

framework 

Nature of the Value examples 

Nature of the 

value 

Characteristics of the 

nature of the value 

Concerned 

object 

ISSRM [5] IS Security 

Confidentiality, 

Integrity, Availability, 

Non-repudiation, 

Accountability 

Business 

Asset 

ReMMo [35] Responsibility 
Accountability (e.g., 

RACI) 
Actor 

Web Quality 

Model [6] 
Quality 

Functionality, 

Reliability, Usability, 

Efficiency, Portability, 

Maintainability 

Web feature 

EA 

Compliance 

Model [36]  

Compliancy 

Correctness, 

Justification, 

Consistency, 

Completeness 

Acts of 

software 

developers 

Privacy 

Metamodel 

[7] and [8] 

Privacy 

Notice, Choice and 

Consent, Proximity 

and Locality, 

Anonymity and 

Pseudonymity, 

Security, and Access 

and Resource [13] 

Sensitive 

Information 

[9] 

VDML [4] 
Generic 

Value 

Factor of benefit, 

Factor of interest 

Business 

item [24] 

HCI [37] Usability 
Learnability, 

Flexibility, Robustness 

Design rules, 

design 

knowledge 

…    

The concepts composing the nature of the value model are: 

 Nature of the value. The nature of the value expresses a 

domain of interest and a context that characterize an 

element of the information system. (e.g., security of the IS, 

the cost of a transaction, or the privacy of personal data) 

 Characteristics of the Nature of the Value. This concept 

expresses the different elements that characterize the 

nature of the value, or the pillars that found this nature. 

(e.g., availability, confidentiality, portability, etc.) 

 Object. The object concerned by the value is the IS 

element that will be better off after that value is delivered 

(e.g., an actor, a process, a data) 

 Measure. The measure corresponds to a property on which 

calculations can be made for determining the amount of 

value generated. 

Based on the above definitions, the nature of the value has 

been modeled in Fig. 2. 

B. Method of value creation 

A method of value creation is a formalized activity which 

contributes to the generation of value. Traditionally, value is 

acquired by exchanging goods or services and it emerges out 

of its use [2]. Methods for value creation are the body of 

techniques and series of steps necessary to create value. This 

corresponds, at the corporate level, to a bundle of approaches 

including processes, audits, controls, decisions, etc. 

CHRISTOPHE FELTUS, ERIK HA PROPER: CONCEPTUALIZATION OF AN ABSTRACT LANGUAGE 973



 
Fig. 2. Nature of the Value 

Likewise, as for the nature of the value, in order to depict 

the elements relevant for the creation of value, we have 

reviewed a set of value creation methods amongst a plethora 

of them (Table II). The methods that we analyzed so far are 

the impact assessment [38], the method by design [9], the 

process based [39] and the risk based method [40], the model 

driven approaches [11] and the “method chunk” [10]. By 

looking more closely to all of them, we observe that these 

methods have each a dedicated goal, that they are composed of 

method elements and that the latter are organized in ordinate 

steps. For instance, by investigating the model driven 

approach, we notice that it has for goal to improve 

interoperability of enterprises information systems, that it is 

composed of models, and that three steps are required for 

model driven interoperability, to know: models design, models 

integration and models instantiation. 

TABLE II.  METHOD OF VALUE CREATION 

Method 

refe-

rence 

Method of Value creation examples 

Method  
Goal of the 

method 

Method 

elements 
Steps of the method 

[11] 
Model-

driven 

Improve 

interopera-

bility of 

companies 

information 

systems 

Model 

Models design, model 

integration and model 

instantiation 

[38] 
Impact 

assessment 

Explore 

social 

consequen-

ces for 

social 

security 

policies 

Scenario, 

Strategy, 

Impacts, 

Imple-

mentation 

Scenario design, 

Design of strategies, 

Assessment of impacts, 

Ranking of strategies, 

Mitigation of negative 

impacts, Reporting, 

Stimulation of 

implementation, 

Auditing and ex-post 

evaluation 

[10] 
Method 

chunk 

Method 

creation 

Chunk of 

existing 

methods 

Decomposition of 

existing methods into 

method chunks and 

definition of new 

method chunks from 

scratch 

[40] 
Risk-

based 

Security 

strategy 

develop-

ment 

Risk, 

Costs, 

Benefits 

Analysis of the 

methods elements and 

identification of the 

options that exist in 

investment decisions 

[39] 
Process-

based 

Risk 

manage-

ment for 

global 

supply 

chain 

Process, 

Step, 

Depen-

dency 

Step-by-step execution 

in a function of the 

dependency amongst 

them 

[9] By design 

Prevent 

privacy risk 

from 

occurring 

Project 

Project‐by-project 

approach realization 

…     

Amongst the other methods reviewed, it is interesting to 

highlight that one of them (method chunk) has for particular 

objective the creation of method themselves, using, as method 

element: chunk of existing methods, and as method steps: the 

decomposition of existing methods into method chunks and the 

definition of new method chunks from scratch [10]. As a 

summary and according to our analysis, the concepts which 

compose the method of value creation are: 

 Method. The method is an abstract concept that gathers a 

set of method elements ordered in steps (e.g., process 

based approach…) 

 Goal. The goal corresponds to the expected operation on 

value created by the method (e.g., create value, assess or 

evaluate value generated, optimize the value)  

 Method element. The elements of the method correspond 

to unitary tasks that constitute the method. (e.g., analysis, 

collect of information, reporting…) 
 Method step. The method steps consist in the organized 

and coherent articulations of the method elements (e.g., if 

then else, process elements ordination…) 
Based on the above definitions, the value creation method 

has been modeled in Fig. 3. 

 

Fig. 3. Value creation method 

C. Object concerned by the value 

The object concerned by the value corresponds to the 

elements (mostly existing at the information system level, e.g., 

information, process, tool, actor) that have significance for a 

company to achieve its goal. This object exists in a determined 

environment represented at the information system level by 

the context, the latter having an influence on the type and the 

amount of value associated to this object. For instance, a 

customer browsing history is an object of a data type that has a 

particular pecuniary value for an airline travel agency which 

can estimate the value ascribed to a flight ticket for a 

customer. This value is calculated based on the number of 

times this flight ticket was viewed on the company website by 
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the customer. At the opposite, this customer browsing history 

is not an object of value on a drugstore website with fixed 

prices. Complementarily, it is also worth to note that this 

context has no impact on the nature of the value. E.g., privacy 

in the healthcare sector is defined the same way as in the 

industry, meaning, with the same characteristics. 

To collect and to deal with the concepts that are necessary 

to model the object of value, we assume that each sector of 

activities, should it be the manufacturing, the finance, or the 

healthcare sector for instance, is associated with a specific 

information system. The latter models the objects composing 

them and the relationships between these objects, using a 

dedicated language. In order to focus on the right object of 

value when defining a business model or when analyzing the 

co-creation of value, it is important to have an understanding 

of, and an alignment between, the objects of value of all 

stakeholders involved. The sector specific information systems 

and enterprise architecture (EA) models and languages are 

therefore good approaches because they semantically define 

generic objects and sometimes concrete languages to express 

the latter. Numerous frameworks have been designed to model 

IS and EA of various sectors, e.g., Cimosa [13], ArchiMate® 

[2], HL7 [41], DODAF [42], BSE [43], etc. 

Table III provides a review of some metamodels and 

languages to depict: the context targeted, the IS under scope, 

and some examples of objects addressed. 

TABLE III.  OBJECT CONCERNED BY THE VALUE 

Reference/

Language 

Object concerned  

Context -

Sector 

Information 

system 
Example of objects 

CIMOSA 

[13] 

Production 

Industry 

Industrial 

information 

system 

Business process, 

flow, step, function, 

information, resource 

and organization 

aspects, business 

user, control, 

capability… 

ArchiMate® 

[2] 

Enterprise 

Enterprise 

information 

system 

Service, Actor, role, 

process, function, 

contract, software, 

data, capability, role, 

device, node… 

HL7 [41] Healthcare 

Clinical 

document 

architecture 

Organization, 

Clinical document, 

Author, Legal 

Authenticator, 

Person, product, 

consumable… 

Demo [3] Enterprise 

Business 

Process, 

Information 

Systems 

Models (Interaction, 

Business Process, 

Action, Interstriction, 

Fact), Actor, 

Action… 

DODAF 

[42] 

Military 

DoDAF 

Meta-Model 

(DM2) 

Guidance, activity, 

capability, resource, 

performer, location, 

information, project 

materiel, system, 

service, 

organization… 

ARIS [13] Enterprise 

Business 

process 

management 

Data, Function, 

Organization, 

Material, IT 

resources, or 

Machine resources… 

BSE [43] Enterprise 

Business 

Service 

Ecosystem 

Service, Capability, 

Resource, Process, 

Actor… 

…    

As a summary and according to our analysis, the concepts 

which define the context and the object concerned by the 

value are: 

 Information system. The information system that 

encompasses the objects concerned by the value. 

 Context. The context represents the surrounding of the IS 

(e.g., the sector and the sector purpose of the business 

entity that is concerned by the IS, the rules and regulations 

related to the sector or the IS, etc.) 

 Language. The language represents the vocabulary used to 

express the information system of a specific context. 

Based on the above definitions, the context and the object 

concerned by the value have been modeled in Fig. 4. 

 

Fig. 4. Object concerned by the value 

IV. TOWARD A CONCRETE VCC LANGUAGE CONSIDERING 

THE 3 VALUE DIMENSIONS 

As reviewed in the state of the art, value co-creation has 

always been analyzed at a high abstraction level and mainly 

with the objective to explain the co-creation of the value 

without describing what value it precisely stands for. 

In traditional dyadic co-creation models, one firm 

collaborates with a customer in order to understand how value 

could be generated for this customer in exchange of money. In 

return, the latter has some obligations like sharing information 

with the firm and co-creating new value propositions which, 

afterwards, can be embedded in services sold by the firm. The 

existing co-creation processes focus on the nature of the value 

for the customer but does not consider the value generated 

back for the firm. Current approaches roughly consider that 

the firm benefits from the co-creation process by being 

afterward paid for the service delivered, and hence, by getting 

money from the customer. 

This section aims to demonstrate that the three dimensions 

explained in Section III influence the established VCC models 

(e.g., [14], [16], [17]). Indeed, considering combinations of 

some dimensions from the tuple (value nature, method of 

value creation, and object concerned by the value) allows 
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extending and enriching the notion of VCC and value-in-

exchange. Acknowledging the three value dimensions allows 

better understanding the VCC, and more especially the VCC 

processes between companies: (A) by considering the context 

of the object of value for stakeholders, (B) by considering 

different nature of the value for each party involved and, (C) 

by considering different VCC methods at each party’s side. 

Having observed that value may be described following 

three dimensions, we also acknowledge that value may be co-

created depending on the level of the dimension at which 

enterprises collaborate. I.e., the collaboration may happen 

following three basic schemas: (1) at the methodological level, 

because the enterprises engaged in co-creation share some 

methodological elements, (2) at the physical level, because 

companies evolve in the same environment and share common 

objects concerned by the value, or (3) at the nature of the 

value level, because companies create the same type of value 

nature. At a modeling point of view, this means that 

depending on the type of collaboration, one or more concepts 

of the three value dimension models (Fig. 2, 3 and 4) are 

common to the companies.  

Table IV illustrates possible combinations when 2 actors are 

engaged in VCC. When one actor creates value for its own 

and does not collaborate with another, schema 1 applies. 

These schemas are represented by, and include, the nature of 

the value concerned (Circle), the method of value creation 

(Triangle), and the business object impacted by the value 

(Rectangle). The company is represented in a dash-line circle, 

e.g., Company A and B on Table IV. 

A. Co-creation of different objects of different values 

This co-creation happens at the methodological level and is 

represented by the schema 2a in Table IV. On this schema, the 

concept of method (in blue) is shared by the companies but the 

nature of the value and the object of value created are 

different. In this co-creation case, VCC activities achieved by 

two companies may generate different types of value nature 

and that, concerning different objects evolving in different 

contexts. As a result, the co-creation described in this first 

schemas happens because enterprises share and achieve 

activities together that contribute to value creation.  

For instance, in the financial sector, to monitor the level of 

privacy, a bank performs regular privacy impact assessments 

(PIA). In parallel, to monitor the quality of the service 

delivered, the bank’s data-center performs gap analysis 

processes (GAP) that allow estimating the level of compliance 

between the real level of quality and the expected one. Both 

methods, the PIA and the GAP, are different and have for 

objective to generate two values of different nature in two 

different contexts. However, it may happen that in some cases, 

some steps of both methods overlap and, as a result, may be 

conducted jointly by the bank and its data center, and be 

mutually enriched or optimized. For instance, regarding the 

case here above, to perform the PIA and the GAP, the data 

center and the bank have to audit the efficiency of the secure 

lease line. 

TABLE IV.  SYNOPTIC VIEW ON VALUE CO-CREATION SCHEMAS BASED 

ON THE 3 VALUE DIMENSIONS 

Number 
of Actors 

Id Schema Description 

1
 a

ct
o
r 

1 

 

Value Creation 

2
 a

ct
o
rs

 

2a 

 

Co-creation of different 
objects of different 

values 

2b 

 

Separated creation of 
different objects which 
create the same value 

2c 

 

Separated creation of a 
unique object which 

creates different values 

This audit may be co-realized through a collaboration of 

experts from both entities who decide to co-achieve some 

tasks, to synchronize during dedicated meetings, and so forth. 

Another option is that some parts of this audit may be co-

acquired from a sub-contracted third party. 

B. Separated creation of different objects which create the 

same value  

This co-creation concerns the nature of the same value and 

is represented by schema 2b presented in Table IV. In this 

schema, the concept of nature of the value (in red) is shared by 

the companies but the object of value created and the value 

creation method are different. 

VCC activities from two companies may be achieved by 

using different methods and may concern different types of 

objects from different contexts, however, these different 

activities concern the co-creation of value of the same nature. 

This could be the case, for instance, in the healthcare sector, 

where the accounting department of a hospital sends invoices 

to the patients, with the name of the doctor visited but using a 

codification for medical treatments. Having received the 

invoice, the patient forwards it, to the insurance company for 

refund. The latter uses the same codification to calculate the 

amount to be paid back and transfers the cash to the patient’s 
bank account without any reference to the doctor having 

provided the treatment. In this simple case, the privacy of the 

patient (nature of the value) is co-created by the hospital using 
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a codification on the invoice, and by the insurance company 

using a disclosure of the doctor’s reference. 

The context represents the internal and external 

environment of the company. The external context represents 

the laws and the rules that constraint the organization, the 

company’s business partnerships, etc. The internal context 
represents the internal organization of the company, including 

its structure, hierarchy, information system etc. As illustrated 

in the case above, the same VCC process happens in two 

different contexts and it is necessary, to be the most relevant 

as possible, that each of the parties is aware of the context that 

characterizes the IS of the other party. For instance, it is 

important that the assurance company knows about the 

codification rules of the treatments. Additionally, regarding 

the external context, in order to foster the VCC, it is also 

relevant that each of parties knows about the other party’s 
context. For instance, the assurance company should know 

about the legal requirement of the hospital to identify the right 

type of value (e.g., the privacy of the patients) that the hospital 

expects and vice-versa. 

C. Separated creation of a shared object which creates 

different values 

This co-creation concerns a unique object that creates value 

of different natures in different contexts. It concerns schema 

2c presented in Table IV. 

Two or more companies may require to collaborate to co-

create value but this value may be of different nature for each 

of them. Classically, one service provider co-creates value 

with a customer in exchange of money. For the customer, the 

nature of the value is a function of the service delivered by the 

service provider (it may be for instance the delivery of a 

report, the deployment of a security tool, etc.) and for the 

service provider, the value is of a pecuniary value (e.g., the 

customer pays for the service). 

Another example is the case of a retailer who receives an 

order from a supermarket through a just in time integrated 

process. In this case, the supermarket collaborates with the 

retailer to improve the rapidity of the process, and in return, 

the retailer collaborates with the supermarket to improve the 

quality of the service offered. In this case, two types of nature 

of value are generated through the same value co-creation 

activity: rapidity of the process for the supermarkets and 

quality of the service for the retailer. 

D. Integrated VCC 

Understanding and considering the three dimensions of the 

value allows improving and optimizing the definition of the 

value creation at company level. This is also the case when 

VCC occurs between two companies, as illustrated through the 

three different value schemas presented in previous section. 

In practice, it is worth to note that co-creation is not limited 

to the basic schemas presented in Table IV. Two 

complementary co-creation variants exist. The first one 

happens when more than two companies are involved in one 

dimension of the VCC. E.g., in the case of the healthcare 

sector, a third company could also act to protect the privacy of 

the patient like for instance an independent audit company or 

second healthcare practitioner who accesses the information 

from the doctor and writes a second report while also 

guaranteeing the patient’s privacy. This case should be 
represented according to the schema on the left side of Fig. 5 

that expresses that Companies A, B and C create value of a 

privacy nature (red circle). A second possible co-creation 

could happen when co-creation of value between two 

companies concerns more than one dimension, as represented 

on the right side of Fig. 5. 

           

Fig. 5. Co-creation variants 

A stronger integration of both companies is observable in 

this schema due to the fact that Companies A and B co-create 

value of the same nature and use some shared methodological 

elements. This is, for instance the case, in the financial sector, 

where co-creation happens when both the bank and its data 

center achieve activities in common to generate the same 

value nature. E.g., the bank achieves a PIA to generate privacy 

value, the data center achieves a GAP of its business processes 

in comparison with the GDPR (General Data Protection 

Regulation – [44]), and both collaborate to achieve some 

identical tasks of the PIA and of the GAP. 

Finally, a complete system of VCC activity may also be 

represented based on different existing schemas (Fig. 6). 

 

Fig. 6. Integrated VCC view 

Optimizing VCC is now feasible because, based on the 

models defined in Section III, it is possible to identify in the 

three dimensions the elements that are common to the 

different values co-created at each side of the traditional 

dyadic VCC. E.g., it is possible that step x of the method for 

VCC in the first company (e.g., method 1) is the same as step 

Y of another method (e.g., method 2) for VCC in the second 
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company. E.g., the analysis of the risk and benefit of the VCC 

process can be achieved jointly by both companies.  

It is also possible that an element x of the context in the first 

company (e.g., context 1) is the same as element y of another 

context in the second company. E.g., two companies from two 

different sectors co-create value in order to face a unique 

regulation that applies in both contexts. 

Finally, while two companies co-create values that have 

two different natures, it is possible that some characteristics 

are common and may be handled jointly. E.g., company 1 and 

2 work and co-create value together, but for company 1 the 

value means more privacy and for company 2, the value 

means more security of the information. In both cases, both 

natures of value have a common characteristic which is to set 

up the confidentiality (given that confidentiality is a 

characteristic of privacy and of security). 

It is also conceivable to have a more integrated approach 

like for instance, one step of method 1 contributes to 1 

characteristic of nature 2, one element of context 1 is 

addressed using one step of method 2, or one element of 

nature 1 is a requirement of one element of the context 2… 

V. TOWARD A CONCRETE VCC LANGUAGE 

As explained in the introduction, two or more companies 

engaged in VCC must know each other and communicate in 

order to detect, design, and manage the collaborations where 

value is/could be co-created. Therefore, these companies need 

to be supported by a single language in order to share a 

common understanding of the concepts’ semantic and 
meaning. Unfortunately, designing one unique concrete 

language to express all the dimensions of the VCC remains 

utopical for many reasons like, as explained in the 

introduction, the habits of a company, the different natures of 

value, the enterprise context in which the objects concerned by 

the value exist, the different layers of VCC, etc. Accordingly, 

the three value dimensions introduced in Section III (and 

based on their corresponding model) can be considered as a 

valuable intermediary language to support the relationships 

amongst different languages, from different layers, with 

different concrete syntaxes, tailored to express different value 

natures. The language interoperability using the abstract value 

co-creation language is made possible on the basis of chains of 

conceptual mappings between language concepts. Depending 

on the VCC schemas (see Table IV) and both co-creation 

variants (see Fig. 5), a plethora of chains may potentially be 

designed. For instance: 

 In the case of schema 1 of Table IV, the conceptual 

mappings chain may be the following: Domain language 

enterprise 1  Value dimension 1 (abstract language)  

Value dimension 2 (abstract language)  Domain language 

enterprise 2. E.g., an operation manager who wishes to assess 

the process at risk must communicate with the risk manager. 

At a language level, the conceptual mapping is the following: 

Process reference model  Object concerned by the value  

Value creation method  Risk domain. 

 In the case of schemas 2a, b, c, the conceptual 

mapping chain may be the following: Domain language 

enterprise 1  Unique value dimension (abstract language)  

Domain language enterprise 2 

 In the case of more than two companies involved in 

one dimension of the VCC, the conceptual mapping chain may 

be the following: Domain language enterprise 1  Unique 

value dimension (abstract language)  Domain language 

enterprise 2, 3… n. 
 In the case of value co-creation between two 

companies concerning more than one dimension, the 

conceptual mapping chain may be a function of the required 

integration, and different possibilities arise. 

In most cases, more than one value dimension is concerned 

by the conceptual mapping. The conceptual mapping between 

more domain languages (from one or more companies) is, as a 

result, potentially based on the integration of the three value 

dimensions. This integration, illustrated in Fig. 7, constitutes 

the core of the conceptual mapping. It is elaborated on the 

concept of value which concerns the concept of object. Both 

concepts are existing in the three dimensions of the value and 

constitute, hence, the appropriate trade-off amongst the latter. 

 

Fig. 7. Integrated three value dimensions 

VI. VALIDATION BY APPLYING MOODY GUIDELINES 

The evaluation of the three dimensions-based abstract 

language to support VCC is performed at the level of cogni-

tive effectiveness, i.e. the effectiveness of the language to 

convey information to a group of specific persons (e.g., enter-

prise analysts, experts of the value modeling, managers…). 
This assessment of the cognitive effectiveness of the 

language is based on the work of Moody that establishes the 

foundation for a science of visual notation design called “The 
Physics of Notations” [45]. Moody has defined a set of nine 

principles for designing “cognitive effective visual notations”. 
These principles are based on the theory and empirical 

evidences about cognitive effectiveness of visual 

978 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



representation. They constitute what Moody calls the 

prescriptive theory for visual notation and they allow shifting 

from unselfconscious into a subconscious process of visual 

notation design. Table V summarized the analysis of the 

compliance of the VCC abstract language in regard to the nine 

principles defined by Moody. The table reminds the definition 

of the principles and how the language is compliant to the 

latter. 

As a conclusion of the evaluation, we observe first that the 

majority of the principles are respected, second that the 

principles of complexity management and cognitive fit are 

irrelevant provided the abstract characteristic of the designed 

language, and third that the principles of complexity 

management and dual coding are partially respected. These 

principles should be improved in future works. 

TABLE V.  LANGUAGE VALIDATION 

Principle Definition VCC abstract language 

Principle of 
semiotic 
clarity 

There should be a 
1:1 correspondence 
between semantic 
constructs and 
graphical symbols 

This principle is respected. Each 
semantic dimension of the value, the 
company, and the value created in 
the company is represented by a 
symbol.  

Principle of 
complexity 

management 

Explicit mechanisms 
for dealing with 
complexity should 
be included, such as 
modularization or 
hierarchy.  

This principle is more relevant for 
complex languages. As we propose 
an abstract language, we do not have 
to deal with the complexity of 
concrete instantiations. 

Principle of 
semantic 

transparency 

Visual 
representations 
whose appearance 
suggests their 
meaning should be 
used. 

This principle is partially respected. 
The relations between the 
companies that co-create value 
clearly appear, however, the value 
dimension is not deductible enough. 

Principle of 
cognitive fit 

Different visual 
dialects should be 
used for different 
tasks and audiences. 

This principle is not relevant 
provided that we propose an abstract 
language. The principle of cognitive 
fit will be meaningful at the 
instantiation level, respectively, 
when languages from different 
audiences are integrated on the basis 
of the abstract language. 

Principle of 
cognitive 

integration 

Explicit mechanisms 
to support 
integration of 
information from 
different diagrams 
should be included. 

The principle of cognitive 
integration is the core of the abstract 
language which aims at establishing 
the bases for languages mappings 
and integrations. 

Principle of 
cognitive fit 

Different visual 
dialects should be 
used for different 
tasks and audiences. 

This principle is not relevant 
provided that we propose an abstract 
language. The principle of cognitive 
fit will be meaningful at the 
instantiation level, respectively, 
when languages from different 
audiences are integrated on the basis 
of the abstract language. 

Principle of 
dual coding 

Text should be used 
to complement 
graphics 

This principle is partially respected. 
Text could support the principle of 
semantic transparency for 
distinguishing between the value 
dimensions. 

Principle of 
graphic 

economy 

The number of 
different graphical 
symbols should be 
cognitively 
manageable 

This principle is respected. 

Principle of 
perceptual 

discriminabi-
lity 

Different symbols 
should be clearly 
distinguishable from 
each other. 

This principle is respected. The 
shapes are clearly different from 
each other. 

VII. CONCLUSION AND FUTURE WORKS 

Two or more companies engaged in a VCC must be 

supported by a dedicated language. Unfortunately, designing a 

unique concrete syntax to express all the dimensions of the 

value creation remains utopical. Therefore, in this paper, we 

have presented the foundation of the three value dimensions 

which aims at defining an abstract language to support VCC: 

the dimensions that constitute the pillars of the language to 

express the nature of the value (e.g., privacy, money, security, 

quality…), the object concerned by the value (information, 
process, business asset…), and the method for value creation 
(risk management, gap analysis, model-driven, method 

chunk…).  
Based on these dimensions, a set of schemas for value 

(co)creation has been proposed and illustrated in different 

sectors. In parallel, two value co-creation variants have been 

explained, respectively: when more than two companies are 

involved and when VCC between two companies concerns 

more than one dimension. Afterwards, the paper has presented 

some clues on the way conceptual mapping chains may be 

designed, using the three dimensions-based abstract language 

in order to support the value (co)creation management 

amongst enterprises from different sectors, considering 

different value nature and using different value creation 

methods. Finally, the designed abstract language has been 

evaluated in regard with Moody’s nine principles for 

designing “cognitive effective visual notations”. 

Concerning future works, as argued by the DSR theory 

[29], [30], additional iterations are continuously required to 

improve and validate the designed abstract language, at the 

model level and at the visual notation level. In that regard, we 

intend in the next months, to exploit the language to support 

the co-creation of the value in the context of business 

exchange between road operators. Secondly, the abstract 

language needs to be enriched with complementary symbols in 

order to sustain the definition of chains of conceptual mapping 

related to some classical and frequent value dimensions, e.g., 

security, privacy, but also specific sectors, e.g., healthcare or 

public administrations. 
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Abstract—The  article  presents  an  approach  to  integrate
a business process knowledge of Decision Support Systems. It
concerns two major aspects of the system, i.e. the formalization
of processes predefined in Business Process Modeling Notation,
the reuse of a domain ontology, and the analysis of economic
and  financial  information.  The  described  approach  is
a continuation of the construction of the intelligent cockpit for
managers  (InKoM  project),  whose  main  objective  was  to
facilitate financial analysis and the evaluation of the economic
status of  the company in a competitive  market.  The  current
project  is  related  to  the  design  of  smart  decision  support
systems based on static (structural) and procedural knowledge.
The content of the knowledge is focused on essential financial
concepts and relationships related to the management of small
and medium enterprises (SME). An experiment was carried out
on real financial data extracted from the financial information
system.

I. INTRODUCTION

ANAGING an  enterprise  requires  access  to  the

appropriate  Decision  Support  System  (DSS)  that

must always go hand in hand with the methods and tools of

financial analysis.  The problem is that managers of SMEs

often do not possess a solid background in financial analysis

and IT technology to strengthen their competitive position

on  the  market  and  maintain  financial  credibility.  The

problem  is  often  caused  by  the  lack  of  the  knowledge

required  to  correctly  interpret  economic  indicators.

Moreover,  these  studies  have  shown  difficulties  for  the

knowledgeable use of information systems that contain too

many  functions  and  tools  that  exceed  the  manager’s

competencies. 

M

The  essence  of  financial  analysis  is  to  address  various

problems of the current short-term decision making as well

as long-term strategic planning. Both types of the decisions

made  refer  to  the  appropriate  level  of  debt.  Liabilities

include necessary  sources  of  business  financing,  however,

are also an important cause of financial risk, and may lead to

bankruptcy  [1].  The main factor  associated  with  financial

obligations is the lack of internally generated funds allowing

for their repayment.

Taking into consideration all managerial requests and the

complexity of business problems, solutions are needed that

integrate  managerial  knowledge  in  DSSs  and  support

intelligent  analysis  and  decision  making  [2].  One  of  the

main obstacles for automation of analytical processes within

current  DSS is  the lack of  a  formal  representation  of  the

procedural knowledge within models of business processes.

In most of the systems, the operations within the processes

are defined diagrammatically, in natural language or pseudo

Pascal  notation  which  makes  this  representation  very

informal  and  ambiguous.  In  consequence,  the  reasoning

tasks and computation are very limited.

The  aim  of  the  paper  is  to  propose  an  approach  that

integrates   financial  knowledge,  analytical  models,  and

business  reasoning.  In  the  project,  it  is  assumed  that  the

financial  knowledge  is  formally  defined  by  the  domain

ontology.  The  analytical  models  as  well  as  business

reasoning rules are known in the literature and can be easily

encoded.  The essential  part  of  the work is to develop the

system  that  enables  automated  analysis  of  information

available in financial databases and reports. The idea of the

project is partially inspired by works on modelling business

process  knowledge,  notably  F.  Smith  and  D.  Proietti  [3],

A. De  Nicola,  M.  Lezoche  and  M.  Missikoff  [4].  The

process  of  analysis  is  to  be  defined  using  the  Business

Process  Model  and  Notation  (BPMN)  extended  by  the

domain ontology in OWL and a process knowledge encoded

in Business Process Abstract Language (BPAL). Ontology,

representing structural and procedural knowledge, seems to

be a key element in the DSS that will support a manager to

make correct business decisions, oriented toward company

prosperity.

The paper is structured as follows. The first part briefly

introduces  the economic  and  technological  background of

financial analysis. The analytical activities are described as

a business  process  diagram  in  BPMN,  extended  by  the

financial  ontology.  In  the  next  section  the  design

methodology  of  process-oriented  ontology  is  briefly

discussed. The presentation is focused on formal aspects of

procedural  knowledge  specification.  In  Section  4  the  use

case is detailed using real life data extracted from a financial

information  system.  The  analytical  activities  are  specified

formally in a language close to BPAL and illustrated by the

analysis  of  financial  data.  The whole analytical  process  is

decomposed  to  subprocesses,  activities,  and  tasks,  and

completed  by  the  required  information  resources.  The

specifications  focus  on  one of  the key  issues  of  financial
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analysis related to the processes of emergency policy. 

Finally, in the last section, some conclusions are drawn and 

the future of the project discussed. 

II. FOUNDATIONS OF AUTOMATION OF ANALYTICAL 

PROCESSES 

The problems associated with assuring on-going 

continuation of business operations in their current form and 

size are very common in practice. Managers are obliged to 

evaluate on a constant basis the ability of a company to 

operate in the future. Thus, lack of meeting this requirement 

may result in legal sanctions against managers. One of the 

most common reasons for solvency problems and the 

inability of a company to continue its operations is an 

excessive amount of liabilities in relation to equity or total 

assets. Among the most common restructuring activities is to 

strive for eliminating excessive financial liabilities. Business 

practice has developed many ways to reduce liabilities 

[5, p. 995]. 

Key Performance Indicators (KPI) analysis is 

a comprehensive method used by financial analysts to 

evaluate the financial standing of a company and support 

managers in the decision making process. This is due to the 

fact that the set of financial indicators and metrics allows for 

multifaceted evaluation of the validity and effectiveness of 

the financial obligations. While building financial ratios, it is 

possible to compare liabilities with various items included in 

the balance sheet, and profit and loss account, as well as cash 

flow statement. The most commonly used indicator in 

assessing company equity is Debt to Equity Ratio (computed 

as relation between Total Liabilities and Equity). The lower 

the ratio the better financial position of the company. This 

ratio is used not only by banks, but also by potential 

investors. This is why managers want to maintain company 

equity in excess of the financial obligations or want to 

systematically decrease liabilities while simultaneously 

increasing capital. 

The process of financial analysis can be represented as 

a workflow graph describing the correct sequence of 

operations, where each operation described involves 

concepts, data items, and the relations between them. To 

model the analytical operations, Business Process Modeling 

and Notation (BPMN) will be applied (http://www.omg.org). 

Usually, a BPMN model is defined through a Business 

Process Diagram (BPD), which is a kind of flowchart 

incorporating constructs to represent the control flow, data 

flow, the work to be assigned to the participants, and 

handling of exceptions. In the project, a process of analysis 

is composed of an interrelated set of subprocesses or 

activities, where an activity is formed by sub-activities or 

tasks. A task is an atomic element that cannot be 

decomposed. Fig.1 illustrates an example of BPD referring 

to the analysis of financial situation of a company. 

The presented BPD describes the order of analytical 

processes and the related financial concepts. The process 

starts with the request for financial data. The detailed 

information about the sources and market signals will be 

explained in Section 4. After having received the data of the 

subprocess of KPI’s evaluation starts, among other things, 

the task of assessing Debt to_Equity_Ratio discussed in the 

paper. The presentation focuses only on processes to be 

executed within Emergency Policy (shown on the left side of 

Fig. 1). On the right part of the analytical, three key sub-

processes end the whole process, namely: 

 Financial Recovery Program through increasing sales 

revenues and decreasing debt ratio; 

 Conversion of Liabilities into Equity, 

 Commencement of Bankruptcy Procedure. 

The specifications of all subprocesses will be detailed in 

section 4. 

Each of these key subprocesses is based on information 

derived from the financial statements, projections of future 

performance on the cost of debt, and the scale of business 

operations in the future. A full explanation of these complex 

financial issues is beyond the scope of the article. 

The workflow model of financial analysis describes the 

process enactment but does not contain information on the 

domain knowledge. Therefore, in the project, the financial 

ontology has been added. The ontology provides semantic 

annotations of the entities, objects, items and pre- and post-

conditions involved in the sub-processes. In order to define 

the semantics, the Ontology Web Language (OWL) was 

used. A part of the ontology related to the solvency threat is 

illustrated on the top left of Fig.1. The  Description Logics 

used in OWL represents the domain concepts in a form of 

TBoxes  and the assertions as ABoxes. For instance, TBox 

may describe a concept of hierarchy, (e.g., Balance_Sheets ⊆ Financial_Reports ∧ ∃ report-edBy.Company). An 

example of ABox is an assertion about an individual can be 

written as follows: Bal-ance2016.Company : 

Balance_Sheets. OWL is syntactically layered on RDF. The 

underlying data model (derived from RDF) is based on 

statements (or RDF triples) of the form < subject; property; 

object >, which allow us to define a resource (subject) in 

terms of named relations (properties). Values of named 

relations (i.e. objects) can be URIrefs of Web resources or 

literals, i.e. representations of data values.  

In the project, the financial ontology has been encoded 

using the Protégé platform (http://protege.stanford.edu/). It is 
important to note that the given ontology describes only 

static structures, namely the financial concepts and their 

relationships. The ontology presented in Fig. 1 shows a few 

concepts related to Key_Performance_Indicators analysis 

(marked by a green border). On the screen-shot, the Solvency 

Threat area is encircled by a red solid line. In this screen-

shot there are two types of lines between topics: (1) the solid 

line represents a relation Subclass-of and (2) the dashed line 

represents the experts’ defined relationship (for example: 
depends on). 
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Fig. 1. Diagram of processes of financial data analysis 

Source: own elaboration. 

 

The created ontology illustrated on fig.1 can be presented 

as OWL code as follows: 

 

<!DOCTYPE Ontology [ 

     ... 

   <Declaration><Class IRI= 

                          "#Debt_to_Equity_Ratio"/></Declaration> 

   <Declaration><Class IRI= 

                         "#Dynamic_Liquidity_Ratio"/></Declaration> 

     ... 

    <Declaration><Class IRI= 

                        "#Key_Performance_Indicators"/></Declaration> 

    <Declaration><Class IRI="#Liabilities"/></Declaration> 

    ... 

    <Declaration><ObjectProperty IRI=  

                     "#contains"/></Declaration> 

    <Declaration><ObjectProperty IRI= 

                         "#depends_on"/></Declaration> 

    ... 

  <SubClassOf> 

     <Class IRI="#Debt_to_Equity_Ratio"/> 

     <Class IRI="#Key_Performance_Indicators"/></SubClassOf> 

  <SubClassOf> 

     <Class IRI="#Debt_to_Equity_Ratio"/> 

        <ObjectSomeValuesFrom> 

            <ObjectProperty IRI="#depends_on"/> 

            <Class IRI="#Equity"/> 

        </ObjectSomeValuesFrom> 

  </SubClassOf> 

        <Class IRI="#Debt_to_Equity_Ratio"/> 

        <ObjectSomeValuesFrom> 

            <ObjectProperty IRI="#depends_on"/> 

            <Class IRI="#Liabilities"/> 

        </ObjectSomeValuesFrom> 

    </SubClassOf> 

        .... 

</Ontology>
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In this fragment of OWL code, the three parts can be 

distinguished: the declarations of concepts (for example: 

Debt_to_Equity_Ratio, Liabilities), the declarations of types 

of relations (for example: contains, depends_on), and the 

declarations of instances of relations (for example: 

Debt_to_Equity_Ratio depends_on Liabilities). The 

definitions of topics, relationships and instances are used by 

the above mentioned processes. 

Usually business data contains a lot of explicit and hidden 

relationships that make their usage difficult. To interpret 

correctly the values of financial indicators, many measures 

and ratios need to be examined that either directly or 

indirectly influence the final result. Explicit visualization not 

only makes the interpretation of indicators easier, but it also 

contributes to finding explanations of current values of 

indicators. 

III. DESIGN OF PROCESS ORIENTED ONTOLOGY 

The design of process oriented ontology has to provide not 

only a concise, comprehensive description of business 

processes but also express the semantics of processes in 

a formal way to be understood both by humans and the 

computer. In the project, a methodology of creating an 

ontology of financial knowledge, described in [6; 7], has 

been applied. To obtain a complete view of financial 

knowledge, the specification of dynamic and procedural 

structures has to be added. The diagrammatic representation 

of BPD is insufficient to be translated into a system that will 

be able automatically to execute all these analytical 

processes. Many other tasks,  such as  retrieval, verification,  

or process composition, have to be done manually.  

There are several languages to describe business processes 

such as UML, BPMN, BPEL, PSL, OWL-S, WSML, 

WISMO, etc. [8; 9; 10; 11; 12]. Taking into consideration 

a rigorous mathematical basis, close links with BPMN, and 

modelling facilities, Business Process Abstract Language 

(BPAL) has been chosen to specify procedural knowledge in 

processes of data analysis [13; 14].  

BPAL contains a number of modelling concepts, symbols 

and rules to define so called abstract processes. The syntax 

and semantics of BPAL constructs can be found in [13; 14]. 

Looking at specifications of BPAL  processes, one may say 

that there are many similarities to the constructs in BPMN, 

but BPAL is not a diagrammatic notation. In general, BPAL 

Application Ontology is a collection of validated BPAL 

processes with respect to the BPAL Axioms, where Axioms 

represent the rules and constraints related to application 

processes. Business concepts in an application are defined 

using unary and relational predicates, called BPAL Atoms. 

The process illustrated previously with BPMN can be 

defined as BPAL abstract specification  as follows: 

act (request_for_financial_data), 

act (analysis_of_KPI),  

act (evaluation_of_KPI),  

act (strengthening_policy), 

act (emergency_policy) 

prec (request_for_financial_data, analysis_of_KPI),  

prec (analysis_of_KPI,) 

assert: adec (evaluation_of_KPI),  

prec (evaluation_of_KPI, strengthening_policy), 

prec (evaluation_of_KPI,  emergency_policy)  

     msg (reporting_of_KPI_ratios),  

  msg(policy recommendations) 

part_of (Balance_Sheet, Assets),  

part_of (Balance_Sheet,Equity) 

isa (KPI, Debt_to_Equity_Ratio) 

The key words in the specification mean the following [4]: 

act represents a business activity, prec indicates a precedence 

relation between activities, assert an assertion, msg  

a message sent and received. isa is a specialization relation, 

part_of – aggregation relation. An exclusive branch adec 

leads to the execution of exactly one successor, while an 

inclusive branch leads to the concurrent execution of a non-

empty subset of its successors. The set of successors of 

exclusive or inclusive decision points may depend on 

conditions that usually take the form of tests on the value of 

the items that are passed between the activities. 

The specification describes also the physical and the 

information items that are produced and consumed by the 

various activities during the execution of a process.  

Formally, the created model of business processes has to 

contain not only a set of ground facts, predicates, but also 

a set of rules. The rules define among other things 

hierarchical relationships among the BPAL predicates, 

relationships among BPAL elements, properties, and item 

flow relations. The model of a process should respect 

a number of constraints related to the representation of 

activities, events, conditions, and exception handling [14]. 

The design of the analytical processes that illustrates these 

concepts will be detailed in the next section. 

IV. USE CASE 

Improvement of the financial situation should be 

a dominant objective of any manager. In the use case, the 

analytical process of emergency policy will be presented and 

illustrated by the real data from financial information 

systems. The example is based on the general schema of 

processes related to the analysis of financial data (Fig.1).  

For the purposes of the study, the decision making process 

supported by the i system was divided into six subprocesses 

as shown in Fig. 1. 

Each of the indicated subprocesses will be described, 

including input, preconditions, activities, exception handling, 

postconditions, and output. Due to the limitations of the 

article length, only selected aspects of process modeling will 

be described. 

The first subprocess concerns the request for financial 

data, in particular the data which is available in the financial 

statements. To illustrate the case, the basic information 

describing the financial situation of the company over three 

years is shown in Table 1. 
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TABLE I. 

SELECTED FINANCIAL INFORMATION (IN K PLN) 

Specification  2014  2015  2016  2017 2018 

Share capital  600 600  600  600  600  

Supplementary capital  600  430  30  0 0 

Net Income  -170  -400  -90  -260  -370  

Long-term debt 400  360  320  280  240  

Short-term debt 500  900  1 300  1 380  1 500  

Short-term receivables  400  600  800  800  700  

Investments and cash 600  200  80  80  20  

Source: own elaboration. 

After the requested information is obtained, the second 

subprocess is related to the evaluation of critical KPIs. The 

most important measure used in this analysis is Debt to 

Equity Ratio (see Fig. 1). Additionally, the liquidity ratios 

and other measures de-scribing corporate financial stability 

can be applied. 

The system provides an internal report which serves as the 

input to the process ‘Evaluation of KPIs’. The data included 
in the report refers to the most important measures of 

financial stability. Each manager can individually determine 

the content of the report or take advantage of the default 

solution. Assessment of KPIs is a very important component 

of the decision making process, but various common-size 

analysis and percentage change analysis may be also applied. 

Subprocess ‘Evaluation of KPIs’ can be specified as 

follows: 

input: Financial Data (share capital, supplementary capital, 

net income, long-term debt, short-term debt, short-

term receivables, and short-term investments 

including cash) 

preconditions: 

 debt structure ratio = total liabilities/total assets  

 debt structure ratio>70%  

quick ratio=(accounts receivable + cash) / short term 

liabilities 

 quick ratio <1 

activities  

assessment of current financial standing of the company 

based on debt structure  ratio, debt to equity ratio, 

liquidity ratios 

exception handling: lack of data values  

postconditions: negative or positive assessment of debt to 

equity ratio  

output: Emergency policy or Strengthening Policy 

The most important outcome from this process is the 

recommendation with respect to the financial standing of the 

company. In the analyzed company, Debt to Equity Ratio of 

200% indicates extremely high financial leverage. Thus, the 

situation of a company is definitely perceived as highly 

unfavorable, because the company is likely to have serious 

problems with servicing its financial obligations in the future. 

Taking into account the necessity to complete the process, 

the manager has two options. If Debt to Equity Ratio is on 

the satisfactory level, the company should go back to normal 

activities. If the ratio exceeds 200%, then the procedure for 

reducing financial risk should be initiated. Such a high level 

of debt to equity ratio is a clear sign of the extremely 

unfavorable financial situation of the company. The system 

based on Debt to Equity Ratio analysis generates a signal 

indicating excessive debt. This suggestion prompts the 

carrying out of the subsequent subprocess called ‘Fore-

casting of sales revenues and free cash flows’. 
Sales forecasting as well as the company’s ability to 

generate excess cash are both essential elements of overall 

company management A company forecast to encounter 

excessive debt needs to search for corrective measures. The 

basis for this subprocess is a report containing financial data 

and KPIs as described in the previous subprocess. 

Subprocess Forecasting of sales revenues and free cash 

flows 
input: Financial statement data, KPIs values 

preconditions:  

debt to equity ratio >200% 

activities:  

- preparation of the forecast financial statements: the 

amount of future liabilities, potential minimum 

amount of free cash flow (linear forecasting model) 

- estimation of the debt to equity ratio on the forecast 

financial statement 

- assessment of forecast ratios 

exception handling: registration of new contracts aimed to 

increase sales revenue 

postconditions: forecast debt to equity ratio <200% 

output: Financial recovery program or Requesting of new 

sources of financing 

The forecast can be used to provide warning signals. The 

values presented in Table 1 (last 2 columns) indicate that the 

forecast Debt to Equity Ratio (> 200%) significantly exceeds 

the safety level. 

Information included in the forecast does not permit the 

introduction of a financial recovery program and its normal 

operation. It is necessary to look for new solutions created in 

the subprocess ‘Requesting of new sources of financing’. 
This sub-process requires a response from the manager. Thus 

it is necessary to obtain information on banking offers. The 

key  information refers to the terms and conditions of bank 

loans. 

Sub-process: Requesting new sources of financing  
input  

Bank and Credit Institution list of offers and financing 

conditions 

Report on corporate credibility  

preconditions: unsatisfactory financial forecast 

activities:  

- analysis of offers and financing conditions 

- checking of financial standing of company 

- selection of the best offers 

- request of manager decision (accept or reject) 

exception handling: obtain of short-term credit lines 

(3 months)  

postconditions: acceptance or rejection from bank or credit 

institution   

output: financial recovery program or suggestion necessity 

applying for public aid  
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Before granting a loan, each bank shall determine the loan 

conditions concerning the interest rate, loan period, 

additional charges, and safety. Analysis of bank offers is 

conducted against the financial situation of the company. It is 

necessary to verify the terms of loan in the context of the 

company’s credibility. If there is more than one suitable 
offer, a manager has to choose the most favorable loan and 

send the application to the selected bank. 

In the case of a negative decision from the bank, the 

system initiates the next process ‘Applying for public aid’. 
As in the previous subprocess, it is necessary to check all 

available aid funds. Specification of this subprocess is as 

follows: 

Sub-process Applying for public aid 
input:  

EU programs list, governmental funds and programs list, 

local government funds and programs list 

Application criteria to be met 

Financial data report 

preconditions: available financing from banks and other 

financial institutions 

activities: 

- analysis of public aid 

- checking of application criteria 

- request for manager decision to choose public aid program 

- preparing and submitting a project application form 

exception handling: financial aid to adapt the company 

equipment to meet the needs of people with 

disabilities. 

postconditions: acceptance or rejection of submitted 

application 

output: suggestion for financial recovery program or necessity 

for negotiations with creditors  

Financial aid is a solution dedicated only for selected 

companies. External institutions offer additional aid funds on 

the basis of very strict criteria. The manager has to analyze 

the available opportunities after providing the system with 

the required data related to public assistance. If the system 

generates a support program tailored to the needs of the 

enterprise, the manager will be asked to prepare and submit 

applications. If the application is rejected, then it is necessary 

to execute the next subprocess. 

Unfortunately, due to the poor financial situation, it may 

be that the company cannot receive an external financial aid. 

Thus, the last step will be focused on negotiations with 

creditors to improve the financial situation of the company. 

Negotiations with creditors are the last chance for the 

company to survive. The subprocess can be specified as 

follows: 

Subprocess: Negotiations with creditors 
input:  

list of creditors 

list of creditors’ requirements 

proposal of financial restructuring  

preconditions: not available aid funds 

activities: 

- analysis of creditors’ requirements, 

- preparing and submission of restructuring program 

- negotiations with creditors 

- preparing the contract on conversion of liabilities into 

equity 

exception handling: ownership changes of creditors 

postconditions: acceptance or rejection 

output: suggest necessity of converting liabilities into equity or 

the commencement of bankruptcy procedure 

The starting point in the negotiation process is to 

recognize the creditors’ requirements. Creditors may expect 
to obtain a specific number of shares instead of debt 

reduction. Creditors generally expect the managers to 

conduct the restructuring program for the company. These 

two elements serve as the basis to begin the process of 

conversion of liabilities into equity. If the conditions for 

conversion are accepted by both parties, then the relevant 

agreement is processed. Negotiations with creditors are the 

last chance to avoid bankruptcy. The creditors’ agreement for 
the conversion of liabilities into equity can be the only 

possibility for the company to survive. If there is no 

opportunity to reduce excessive debt, then the company is 

likely to go bankrupt in a legal sense. As shown in the 

example, the conversion of liabilities into equity should be 

immediately negotiated even if this is unfavorable for the 

current owners. 

The presented use case illustrates an approach to the 

automation of the process of decision making support. The 

integration of external sources of information with the 

contextual internal data is a way of reducing uncertainty in 

the decision process. The identification of analytical 

activities as well as assigning a minimum set of information 

is a relatively new approach to analytical work automation. 

The conducted preliminary study may serve as the basis for 

the use of a process-oriented methodology in the decision-

making analysis. The use of process-oriented knowledge-

based systems allows managers to make better business 

decisions. 

V. CONCLUSION AND FUTURE WORKS 

The idea of the paper to enrich the financial knowledge by 

presenting formally specified business processes has been 

achieved. The approach was applied to real-world scenarios 

coming from financial analysis. In the design, it was made 

possible to merge the procedural and ontological 

perspectives and to express process-related knowledge by 

using standard modeling languages such as BPMN, OWL, 

and, for reasoning and execution, BPAL and BPEL. The use 

of formal notations assured a mathematical rigor in process 

descriptions and the precise definition of concepts and 

relationships in the domain knowledge. In providing the 

formally written financial ontology, the sources of ambiguity 

and confusion were considerably reduced.  

Currently there are many process modeling notations, e.g. 

BPMN, EPC, XPDL, and Petri nets. From the functional 

viewpoint, they should be interoperable, in order to 
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overcome heterogeneities of different formalisms and map

them  to  one  common,  machine-interpretable,  process

ontology.  In  addition,  the  solutions  should  provide

interrelations  to  existing  domain  ontologies,  and  enable

query and search facilities. 

Giving  consideration  to  a  formal  account  of  BPMN,

BPAL seemed to us an appropriate choice to automate the

use  of  business  process  knowledge.  BPAL remains  at  an

abstract  level,  since  it  relies  on  BPMN  for  its  concrete

diagrammatic  representation  and  on  BPEL  for  its  actual

execution.  The  formally  written  BPAL  specifications  can

then  be  automatically  translated  into  executable  programs

BPEL  and  perform  the  reasoning  and  interpretation  of

financial information.

We are convinced that  the abstract  language of  process

specification  provides  a  declarative  and  procedural

semantics that can be interpreted, processed, and executed

as a BPEL.

The experiments we have conducted are encouraging and

revealed practical  usability and its  acceptance by business

experts.

From the financial viewpoint, the presented use case leads

to the conclusion that the conversion of liabilities into equity

should be carried out when there is a dominant owner with

high potential for raising capital. The reduction  of financial

liabilities is highly desirable in order  to improve financial

standing,  but  it  cannot  be  done  at  any  price.  The

considerations contained in this paper underline the need for

in-depth  analysis  of  the  conversion  of  financial  liabilities

into equity. 

Further  work  should  be  focused  on  a  comprehensive

process-oriented approach to problem solving in enterprises.

Each  decision-making  problem  should  be  decomposed  to

subprocesses  and  activities,  and  associated  with  relevant

information. This would not be possible without the use of

knowledge  possessed  by  experienced  managers  and

financial  analysts.  The  process  oriented  approach

implemented in the decision support   system helps one to

achieve a competitive advantage for the company. The use

of  process-based  knowledge  may  also  contribute  to

increasing the financial stability of corporates.
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Abstract—The increasing digitalization of business and society 

has led to drastic changes within companies. Nearly all 

enterprises are facing enormous challenges dealing with topics 

such as Industry 4.0/Industrial Internet. With the goal of 

supporting companies to handle these challenges and “move” in 

an Industry 4.0 environment, several frameworks or reference 

models already exist. Here, we share the results of a detailed 

analysis of selected Industry 4.0 models. In particular, we foster 

in our analysis Lean Production aspects since the basic 

principles of Lean Management/Lean Production in existence 

since the 1980s have yielded appropriate measures to optimize 

production. These principles can and should be addressed and 

included by Industry 4.0 models as well. Our study provides a 

classification of 31 Industry 4.0 models/frameworks as well as 

the identification of needs for further research to enhance 

existing Industry 4.0 models more holistically. 

I. MOTIVATION AND OBJECTIVES 

onsidering the evolution of technology, 

digitalization/digital transformation provides manifold 

opportunities to support or even renew business processes by 

using technological solutions. These advanced technological 

opportunities, especially the merging of the physical with the 

digital world, result in new fundamental paradigm shifts that 

affect all sectors of industry. Companies must handle global 

digital networks, improve automation of individual or even 

all business processes, and reengineer existing business 

models to gain momentum in digital innovation. [1]-[3].  

To appropriately deal with this adjusted management, 

communication concepts have become or will become 

highly important. In many parts of society, the Internet of 

Things (IoT) has already established itself as an interlinked 

communication network to connect value chains. Examples 

include package tracking and vital data logging via 

Smartwatch or Smart Home control within domestic 

environments. This development is accompanied by 

increasingly short and individual life cycles of products that 

consequently lead to new production requirements. 

Transferring the approaches of the IoT to companies resulted 

in the concept of Industry 4.0 by connecting production with 

the internet, leading to an increasing digitization of products 

and systems associated with their interconnectedness [4]-[6]. 

An analysis using the "Google Trends" tool (see Figure 1) 

shows that interest in the field of Industry 4.0 has never been 

stronger than in the last few years. However, especially for 

those companies willing to use/integrate Industry 4.0 in their 

production, this integration is not a trivial task. Different 

reference models, frameworks and Industry 4.0 architectures 

have emerged to support companies acting in the field of 

Industry 4.0. Using these tools should enable companies to 

structure their business process appropriate regarding 

Industry 4.0 requirements. 

Therefore, aim of this study was to analyze selected archi-

tectural/reference models of Industry 4.0. We characterized 

these models according to the basic principles of Lean 

Management/Lean Production since these approaches have 

existed since the 1980s and offer appropriate measures to 

optimize production. In our opinion, these approaches 

should be addressed and included by Industry 4.0 models as 

well.   

 

Fig. 1. Search queries for the terms “Industrie 4.0” and “Industry 4.0” on Google since 2012 
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This study is guided by two research questions: 

Q1: What organizational and technical reference models 

exist for Industry 4.0? 

Q2: What relationship can be established between the 

reference models and Lean Production? 

In order to answer those questions, we set up a study 

based on a systematic literature analysis. The aim of the 

literature analysis was to describe, summarize, evaluate, 

clarify and integrate aspects focusing Industry 4.0 and/or 

Lean Production. Selected study results will be presented in 

this paper. The paper is composed of four sections: 1) an 

introduction, 2) an overview of the conceptual background 

of the key terms “Industry 4.0” and “Lean Production,” 3) 

our literature analysis (its methodology and selected results) 

and 4) a summary and aspects for future research. 

II. CONCEPTUAL BACKGROUND 

A. Industry 4.0 

The term Industry 4.0 or the Industrial Internet is 

characterized as the fourth stage of the industrial revolution 

and consists of an increasing interconnectedness of products 

and systems. Focusing on the enhancement of the 

automation, flexibility, and individualization of products, 

production, and the connected business processes [7], 

Industry 4.0 aims to connect the physical and virtual worlds. 

From a production perspective, Industry 4.0 is understood 

as the movement of intelligent workpieces that indepen-

dently coordinate their paths through a factory. Machines are 

able to “realize” these tracks and communicate in real time 

with the corresponding warehouse. Information is primarily 

used to assess and control current processes [8]. However, a 

universal definition for the term Industry 4.0 does not exist. 

Therefore, we defined a working definition to serve as the 

foundation for our research, and we also used this definition 

in other related Industry 4.0 articles (e.g., [1], [5]): Industry 

4.0 describes the transition from centralized production 

towards production that is very flexible and self-controlled. 

Within this production, the products, all affected systems, 

and all of the process steps of the engineering, are digitized 

and interconnected to share and pass information and to 

distribute this information along the vertical and horizontal 

value chains and beyond in extensive value networks. 

The fact that companies have not yet implemented many 

parts of Industry 4.0 is shown in Table I. Based on these 

data, independence is to be promoted at all levels; such 

independence can only be achieved through better 

communication (an essential part of Lean Production). 

B. Lean Production 

Lean Production/Lean Management already existed prior 

to the introduction of the concept of Industry 4.0. This form 

of production management was first seized on by Taiichi 

Ōno in 1978, who was responsible for the production of the 

Japanese automotive manufacturer Toyota [9]. After the end 

of World War II, Toyota noticed that American car 

manufacturers were able to produce nine times as much as 

Japanese car manufacturers over the same time period 

because they manufactured large batch sizes in order to 

compensate for long set-up times. Such manufacturing was 

not possible for Toyota, however, because its production 

volume was too small. Therefore, Toyota implemented 

measures to achieve a leaner production (see [10]). In total, 

this concept led to a paradigm shift: Lean Production is now 

defined as a third production system design since it is neither 

mass production nor manual work [11]. 

The basic principle of Lean Production is based on the 

avoidance of eight causes of waste. These causes are 

summarized by [10] as transport, storage, accessibility of 

processes, unnecessary movement, waiting times, overpro-

duction, tight tolerances, defects and, above all, unused 

skills of the employees. In addition, [12] classifies three 

central principles of Lean Production: Kaizen, Total Quality 

Management (TQM) and Business Process Reengineering 

(BPR) (for a detailed description of this principles see [12]). 

 

TABLE I. 

COMPARISON OF A FACTORY TODAY AND AN INDUSTRY 4.0 FACTORY [14] 

  Today´s  

Manufacturing 

Industry 4.0  

Manufacturing 

Component 

(e.g., sensor) 

Key attributes precision 
independent action based on own 

predictions 

Key technologies 
smart sensors and  

fault detection 

degradation monitoring and remaining 

useful life prediction 

Machine 
(e.g., controller) 

Key attributes 
producibility and performance (quality 

and throughput) 

independent action based on own 

predictions and comparison with 

inventory data 

Key technologies 
condition-based monitoring and 

diagnostics 

operating time recording with 

predictive health monitoring 

Manufacturing System 

(e.g., manufacturing 

execution systems) 

Key attributes 
productivity and overall equipment 

effectiveness 

Independent configure, maintain and 

organize 

Key technologies 
lean operations: work and waste 

reduction 

low-maintenance, self-adapting 

production systems 
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C. Lean Production - Lean Automation - Industry 4.0 

Kolberg and Zühlke describe Industry 4.0 as a further 

development of Computer Integrated Manufacturing (CIM) 

and therefore as a network approach, which is 

complemented by CIM via communication and information 

technology. This approach is supported by the integration of 

Cyber Physical Systems [13]. These systems are a 

combination of two essential elements, which are the control 

of processes with the help of integrated software systems 

and the network of these software systems. With these 

systems, Lean Automation can be implemented in order to 

support and expand the approaches and concepts of Lean 

Production. The objectives of short lead times with minimal 

costs and the highest quality remain unchanged. 

Consequently, it is possible to provide a company-wide 

representation of the actual situation in real time and to 

enable simulation-based optimization measures based on 

decentralized control systems. Each workpiece is therefore 

clearly identifiable. Optimization measures and new services 

can be created from the resulting data. 

In addition, the employee becomes the smart operator of 

production. The smart operator is, for example, notified by 

means of e-mail or SMS in the event of a fault reported by 

sensors, therefore reducing the time that elapses between the 

occurrence of the error and a fix being implemented. At the 

same time, the enterprise system makes suggestions for 

troubleshooting. [13].  

III. LITERATURE ANALYSIS 

As shown in Section II, Industry 4.0 and Lean 

Management/Lean Production are complex concepts that 

appear to possess similarities. To investigate these aspects, 

we set up a study approach to contrast those two concepts. 

Since Lean Production is a mature concept and Industry 4.0 

is an emerging topic, we conducted a systematic literature 

review to identify current papers dealing with the area of 

Industry 4.0. After identifying and analyzing the Industry 4.0 

papers, we compared and contrasted identified Industry 4.0 

frameworks and models with important aspects and 

approaches of Lean Production/Lean Management. 

A. Methodology 

This systematic literature analysis is based on four steps 

according to [15], [16]. 

Step 1 – Selection of databases and search terms: To 

obtain a broad overview of the topic, we selected the 

databases ScienceDirect as well as Academic Search 

Complete and Business Source Complete. In addition, we 

used Google Scholar to identify articles may be not listed in 

scientific databases. The search fields for the database search 

were limited to the abstract, title and keywords. The search 

terms stemmed from a short preliminary search according to 

[16], resulting in the following search string: 

TITLE-ABSTR-KEY("industrie 4.0" OR "industry 4.0" 

OR "fourth industrial revolution" OR "smart factory" OR 

"digital factory") and TITLE-ABSTR-KEY("framework" 

OR "scheme" OR "structure" OR "model"). 

Step 2 – Implementation of practical screening cri-

teria: In step 2, we classified journal papers, conference 

papers and reports. We did not apply any temporal restric-

tions to our searches. We sought a general reference model 

for Industry 4.0 or, at least, Industry 4.0 concepts, frame-

works, and approaches to a large extent. Therefore, articles 

were excluded that dealt only indirectly with Industry 4.0 or 

only with a single partial aspect of Industry 4.0 such as Big 

Data. All of the identified papers were transferred in the 

literature management software Zotero. Next, we used the 

Zotero’s functionality to perform a duplication check. 

Step 3 – Implementation of methodological screening 

criteria and Step 4 – Synthesis of the results: In these 

steps, a deeper analysis of the papers that were not excluded 

during the practical screening was conducted. First, the 

papers were classified according to basic criteria: 

1 Manufacturing environment: Does the model/the paper 

focus on the manufacturing industry? 

2 

Industry 4.0 concept: Does the paper 

present/discuss/evaluate a reference model that covers all 

aspects of Industry 4.0? Or are only partial aspects of 

Industry 4.0 addressed? 

3 Does the model address software and/or hardware aspects 

of Industry 4.0? 

4 To what extent are Lean Production principles included 

and addressed in the reference model? 

5 To what extent are business applications or enterprise 

systems explicitly fostered in the model? 

6 Can the paper be classified as narrative article or merely 

as examining statistical and mathematical aspects? 

7 
Is an evaluation presented and discussed regarding the 

suitability and fit of the model in terms of Industry 4.0 

requirements? 

To rate the papers according these criteria/questions, we 

used Harvey Balls with the differentiation shown in Table II. 

TABLE II. 

CRITERIA CLASSIFICATION 

Symbol Description 

○ Criterion is not addressed 

ۚ Criterion is addressed indirectly 

◑ Criterion is mentioned 

ۛ Criterion is partially addressed 

● Criterion is fully addressed 

In addition to the seven merely general criteria, we also 

assessed the models using the four concrete implementation 

requirements of Industry 4.0 postulated by different German 

national associations (e.g., VDMA: Mechanical Engineering 

Industry Association; Bitkom: Federal Association for 

Information Technology, Telecommunications and New 
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Media; ZVEI: German Electrical and Electronic 

Manufacturers' Association) (see [6]): 

8 The extent of horizontal integration across value networks 

9 The extent of vertical integration in the company 

10 
The extent of product lifecycle management (PLCM) and 

consistency of engineering 

11 
The extent of the “human factor” – the employee as a 

conductor in the value networks 

B. Selected Results 

The search in the aforementioned databases with the 

presented search string yielded a total of 166 papers. Nine 

out of the 166 papers were duplicates and listed in more than 

one database. Therefore, those papers were excluded from 

the deeper screening. After practical screening of the 

remaining 157 papers, 31 papers were identified as fostering 

an Industry 4.0 framework or model according to our 

criteria. All of the papers that passed step 2 and were 

included in the methodological screening were published no 

earlier than 2010, which again emphasizes the relevance and 

topicality of this topic. We then screened these 31 articles 

carefully to assess the criteria of step 3. An example of the 

assessment of three selected papers is provided in the 

Appendix in Table IV. Selected results will be discussed in 

the following paragraphs. However, a complete assessment 

of all articles as well as the entire reference list of these 

papers will not be part of this article, but will be provided by 

the authors upon request or can be downloaded as 

supplementary material (see Table IV).  

Twenty-seven out of the 31 articles focused on the 

manufacturing industry. The remaining articles dealt with, 

for example, the service sector, the construction sector and 

issues of cooperation in the value chain. During the deeper 

analysis, it became clear that 15 of the 31 articles presented 

or discussed an Industry 4.0 approach with a holistic focus 

and that 16 papers addressed specific partial aspects of 

Industry 4.0. In addition, it was striking that a discussion of 

software architectures prevailed in many of the articles. 

Hardware issues and aspects were not solely discussed and 

appeared in combination with software aspects.  

Considering Lean Production, only three articles (Table 

IV, no. 4, 6, and 12) actively addressed and incorporated 

Lean Production in an Industry 4.0 setting to a full extent (in 

regard to our criteria). Although Lean Production was often 

noted (as discussed in Section II) to be one of the 

foundations for Industry 4.0, most related concepts in the 

identified 31 articles touched on only marginal aspects of 

Lean Production or did not focus on this principles in 

combination with Industry 4.0. Regarding the Industry 4.0 

implementation requirements (criteria 8–11), we noted that 

vertical integration was the main subject in 13 out of 15 

articles that provided a holistic Industry 4.0 model. On the 

other hand, the integration of employees was least often 

noted as the main paper topic. Table III gives a short 

summary of these the articles assessment. 

TABLE III. 

SHORT CATEGORIZATION OF THE IDENTIFIED ARTICLES 

Category of articles No. of papers 

Relevant in the sense of the research 

questions 
31 

  No holistic Industry 4.0 reference 

model included 
16 

  Holistic Industry 4.0 reference model 

included 
15 

  Lean Production principles 

addressed as a main topic  
3 

  No Lean Production principles 

addressed as a main topic  
11 

  Lean Production principles are 

addressed in a medium to large 

extent but not as a main topic 

1 

IV. DISCUSSION AND CONCLUSION 

In summary, we identified several models and frame-

works addressing the complex field of Industry 4.0 and have 

provided a first answer to research question Q1. However, 

not all models dealt with this topic in a holistic way; some 

instead focused on specific aspects or requirements of 

Industry 4.0. Hence, a common goal could be identified 

throughout all of the papers. The (explicit or indirect) stated 

goal was always to reduce the cost per unit produced. It was 

also crucial for all models and often discussed in the papers 

that communication (in three relationships: man-man, 

machine-man and, above all, machine-machine) was viewed 

as especially important for the further development and ap-

propriate implementation of Industry 4.0. Machine-machine 

communication has an even larger impact because in 

Industry 4.0 communication and information sharing forms 

an essential foundation for autonomous machine decisions. 

A primary conclusion from this analysis is that the use of 

appropriate information and communication technology 

(ICT) is a crucial factor in Industry 4.0 environments, as has 

been also stated by several authors (e.g., [2], [3], [5]). 

Regarding research question Q2, it became obvious that 

the Lean Management/Lean Production principles were not 

often addressed in Industry 4.0 models. Despite the fact that 

those aspects are often viewed as a basis for Industry 4.0 im-

plementation, they were not integrated in the respective 

models nor were they discussed in connection with these 

models. Vertical integration was the main aspect in the iden-

tified models, and it also appeared in combination with hori-

zontal integration aspects. This result also supports the fact 

that appropriate ICT is essential for Industry 4.0. 

Those results motivate further research. First of all, it will 

be a challenge for enterprises to move in the field of Industry 

4.0 and identify and implement the appropriate ICT. There-

fore, in addition to the identified models more general ICT 

maturity models are needed (focusing Industry 4.0 require-

ments) and approaches for an appropriate master data man-

agement in the entire value networks. Several models re-
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garding these issues already exist. Those models deal with, 

e.g., enterprise system landscapes for Industry 4.0 (e.g., [5]), 

organizational aspects (e.g., [8]) and system-specific aspects 

in detail (e.g., [17]). However, mapping these maturity mo-

dels is necessary to combine their different points of view. 

Different level assignments and dimensions between these 

models should be developed to enable companies to fully 

classify themselves in terms of Industry 4.0 requirements in 

all levels of their enterprise. With this work, companies will 

be able to determine their overall maturity in the field of 

Industry 4.0. In addition, the aspects of consistency of 

engineering and the employee itself as well as the evolution 

of work (often termed “Work 4.0”) should be addressed in 

those models as well. It would be interesting to enhance and 

further develop existing Lean Production methodologies 

such as Kanban or Kaizen with regard to their Industry 4.0 

suitability since these approaches are already designed in 

their structure for self-organization and automation (a key 

issue of Industry 4.0). In addition, the human factor must be 

better integrated into existing models since employees will 

remain an integral part of the processes. 

In summary, despite the fact that there are already several 

existing frameworks and reference models considering In-

dustry 4.0 environments there are still issues that can be 

viewed as unsolved or at least not adequately addressed. 

Therefore, further research is necessary to combine existing 

approaches with additional key aspects of Industry 4.0. 
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4 Brettel et al. 2016 ● ○ S ● ۚ ۚ ○ ۛ ◑ ● ○
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https://tu-dresden.de/bu/wirtschaft/isih/ressourcen/dateien/isih_team/pdfs_team/Supplementary-Material.pdf 
 

CHRISTIAN LEYH ET AL.: INDUSTRY 4.0 AND LEAN PRODUCTION – A MATCHING RELATIONSHIP 993





 

 

 

 

 

Abstract— The term gamification is a relatively new concept, 

but the use of games for solving a variety of problems is not a 

new phenomenon. Gamification is used in many industries such 

as marketing, politics, health, eniviroment. In education, 

gamification) is used as a tool to strengthen e-learning systems, 

motivate students to learn more effectively and engage more in 

the learning process. Moreover, games provides new insight on 

learning materials 

The concept of orchestration is defined by methods that allow 

the management of educational activities in such a way that a 

pedagogical effect is achieved. Orchestration relies on graphs 

that describe educational scenarios from different viewpoints - 

structure of activities, pedagogical ideas, workflow. 

The main aim of the article is to show the possibilities of 

orchestration graphs as a tool for supporting gameducation. 

 

I. INTRODUCTION 

Gamification is the use of mechanics known from role-

playing and computer games to modify people's behavior in 

non-gaming situations to increase their engagement [1][2]. 

Technique is based on the pleasures that come from pursuing 

the next achievable challenge, competition, collaboration, 

etc. Creation allows people to engage in activities that are in 

line with the author's expectations, even if they are 

considered boring or routine [3]. The method is mainly used 

in marketing, science/training, market research and in 

motivating the company's employees [4]. Although the use of 

rewards, loyalty programs, and game schema elements has 

been used in business for a long time, the gamification itself 

has been described and detailed in the United States only in 

2010. Then they began to appear websites such as Bunchball 

and Badgeville, which introduced elements familiar from 

games to their sites in order to diversify and attract 

customers.  

Dillenbourg and others define the process of orchestration as 

a real-time management of multi-layered activities in a multi-

constraints context[11]. Orchestration graph visualizes the 

teaching scenario consisting of learning activities [12]. 

Dillenbourg uses orchestration graphs in most cases as a tool 

to facilitate the functioning of the Massive Open Online 

Courses (MOOC) [13]. 

 In this article we would like to propose a different form to 

use it - as a tool to support gamification. 

II. THE ESSENCE OF GAMIFICATION  

Education using a game methodology is a new field, but 

the games themselves are involved in the life of mankind 

since the dawn of time. Motivation and engagement are 

usually seen as a prerequisite for completing a task or 

encouraging a particular behavior. 

At this point we should explain differences between 

gamification and serious games There are some terms and 

concepts that have similarities - gamification, game inspired 

design, serious games, simulations and games. The 

boundaries between them are not clearly defined [5]:  

- Game inspired design is the use of ideas and ways of 

thinking that are inherent in games. Game inspired design 

does not express in adding game elements, but rather in 

using of playful design. 

- Gamification is the use of game metaphors, game 

elements and ideas in a context different from that of the 

games in order to increase motivation and commitment, and 

to influence user behavior.  

- Serious games are games designed for a specific purpose 

related to training, not just for fun. They possess all game 

elements, they look like games, but their objective is to 

achieve something that is predetermined.  

- Simulations are similar to serious games, but they 

simulate real-world things and their purpose is user training 

in an environment resembling real life. 

- Games include everything mentioned above and they are 

designed for entertainment.  

 All the above-mentioned concepts have one thing in 

common – they use elements that are inherent in games and 

their purpose is to support learning and to improve users’ 
engagement. 

In education, the main causes of poor performance are 

boredom, lack of commitment, and deconcentration caused 

by widespread access to new mobile technologies [6]. 

Effective game must have a clear goal, constant feedback 

messages, the pleasure of achieving small victories, winning 

small artifacts, the company of other participants in the game 
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[7]. While the concept of gamification may be simple, 

effectively gamifying a concept isn’t. However, it can be 

simplified, by following a five-step process. 

Understanding the target audience and the context 

The decisive factor for the success of the educational 

program is appropriate recognition to whom it is addressed. 

This combined with the context in which the program is 

being delivered, will help in designing a program that 

empowers the student to achieve the objective of the 

program. Audience analysis can help you determine factors 

such as age, skills, and knowledge, analysis of the context 

can provide detailed information on the size of the group of 

students, the environment, determining skill and timing.  

Defining learning objectives 

Defining educational objective is based on the answer to 

what a student will achieve by implementing an educational 

program. These goals can be divided into three groups: 

- General Instructional Goals such as having the student 

complete an assignment, a test/quiz/exam, a project, etc. 

- Specific Learning Goals which could include the student 

understanding a concept, being able to perform a task after 

the training, or completing the learning program. 

- Behavioral Goals which may require the student to 

concentrate in class, complete assignments faster, minimize 

distractions in class, etc. 

Sequence learning process 

Structuring the experience via stages and milestones 

enable instructors to sequence knowledge and quantify what 

the students need to learn and achieve by the end of each 

stage or milestone. These milestones work well for students 

as well, as it makes the ultimate objective seem more 

achievable and measurable, while ensuring that obstacles 

within and between each stage are easily identifiable. 

Breaking down the education program into different stages 

gives the instructor the opportunity to judge the objectives, 

context, and pain points, and prepare a more effective overall 

gamified process for education. 

Defining game elements  

After identification of stages and milestones we can 

decide which stages, if any, can be gamified, and how. 

Considering the gamification we should answer the 

following questions: 

 can we apply tracking mechanism? 

 what currency we would use and how much we 

need to level-up? 

 are the implemented rules transparent to 

participants? 

 does the overall system give the student and/or 

instructor feedback? 

When designing the section being gamified, a currency 

can help determine levels within a stage and it is possible for 

a level to be a whole stage in the education program. It also 

gives the instructor the opportunity to use currency-based 

levels and rules to receive and give feedback. Feedback is an 

important ally, as studies show that students do better when 

given more opportunities to complete a task [8]. This is 

exactly what makes games appealing, as students are given 

quick feedback if they do a task wrong and have the chance 

to try it again.  

Applying game elements in education 

Gamification in education is based on the implementation 

of game elements into the teaching content. Game mechanics 

can be classified as self-elements or social-elements [9]. 

Self-elements can be points, achievement badges, levels, 

or simply time restrictions. These elements get students to 

focus on competing with themselves and recognizing self-

achievement. Social-elements on the other hand, are 

interactive competition or cooperation, like for example 

leaderboards. These elements put the students in a 

community with other students, and their progress and 

achievements are made public. 

Keeping other factors constant, social-elements can 

motivate students in a community setting.  

Applying gamification strategies and/or technology to 

curriculums may often do a better job of teaching. However, 

it does not mean it should be a replacement for a 

comprehensive curriculum or face-to-face instruction. 

Instructors must be careful not to depend on extrinsic 

motivators in the game to modify student behaviour, as the 

habit created during the gamified process may not sustain 

once the extrinsic reward is gone [10]. 

III. CONCEPT OF ORCHESTRATION 

The term orchestration can be defined as real time 

management of multilayered activities in a multi-constraints 

context [13]. The concept of orchestration defines the role of 

the teacher as a person defining the forms of student 

interaction, management of available resources and 

technology. 

In 2015, Dillenbourg [11] introduced the idea of 

orchestration graphs (fig.1) in the form of timelines with 

social granularity on the y-axis (ranging from individual 

work, to small groups, whole class, and the world) and time 

along the x-axis (fig.1). It is a structured view of a learning 

scenario, consisting of learning activities (nodes). Activities 

take place at different social planes, have a start and an 

endtime.  

On an individual plan students work independently on the 

assigned task(gathering information, writing summary, 

reading text, etc.).  

On the set of group students work in small teams (up to 10 

people) focused on solving a given problem.  

Within the team, individuals may be assigned different 

roles, but, at the end, they need to converge on a joint 

product. 

On the class plane, the activity involves all the students
 
in 

the class: they do activities such as listening to lectures, 

participating in discussions, presenting posters, or visiting a 

museum together. 
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Fig.1 Example of orchestration graph.  

 

The term activity defines what students should do to 

achieve the goal established by the teacher. Activities do not 

have a specific duration, can last 2 seconds or 2 months. 

Some activities performed by learners cannot strictly be 

qualified as “learning activities” -  students are not exactly 

learning anything, but they have to perform an activity 

required for continuing the learning scenario(i.e. finding 

teammates). Therefore term “learning activity” can be 
considered as synonymous with “learner activity” [11]. 

Activities can be described by parameters such as: 

 objects 

 products 

 competencies 

 traces 

 metadata. 

In orchestration graphs, activities are connected by edges. 

These can contain pedagogical justifications (e.g., activity 

1 is an advanced organiser for activity 2), learning analytics 

information (e.g., student success is activity 1 is 34% 

correlated with/predictive of success in activity 2), and 

operators [13]. 

Operators receive data from student activities (products), 

and generate input for subsequent activities. Operations can 

include aggregation, disaggregation, assignment, translation 

and transformation of the student product. Operators are also 

used to generate social structures based on input data, such 

as organizing students into groups based on their previous 

answers [12]. 

Operators are classified into categories [12]: 

- Aggregation operators gather data for subsequent activities 

(listing, classifying, sorting, synthesizing, visualizing), 

- Distribution operators split data for subsequent activities 

(broadcasting, user selection, sampling, splitting, conflicting, 

adapting), 

- Social operators modify the social structure of activities 

(group formation, class split, role assignment, role rotation, 

group rotation, dropout management, anonymization), 

- Back-office operators enrich data with external 

information, including information manually provided by 

human actors (grading, feedback, anti-plagiarism, rendering, 

translating, summarizing, converting, updating). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In gamification you may attempt to use the following 

operators which capture the spirit of the game: real time 

feedback, tracking mechanism, leveling, currency, teaming, 

plot twisting, loss aversion, challenges, discovery and 

exploration, countdown. 

The use of graphs and operators to illustrate the 

implementation of games in education will be presented in 

the next section. 

IV. POSSIBILITY OF USING ORCHESTRATION GRAPHS IN 

GAMIFICATION  

 

In order to judge the effectiveness of gamification scientists 

of University of Cape Town (UCT) decided to apply it to an 

existing Computer Science course focusing on 2D games 

design and development a traditional computer game [14]. 

The game had a Steampunk theme. Steampunk is a science 

fiction sub-genre set in an alternate past similar to the 

Victorian era, but with advanced technology. Students are 

introduced to a secret “Order of the Curmudgeons”. This 
order is a club of mad scientists, each with their individual 

quirks and expertise. A device called the “Crowther Engine” 
has gone missing and the students must solve the mystery of 

its theft. This is accomplished by earning clues by 

completing tasks. Once the students unravel the final set of 

clues, they have solved the mystery. 

The long-term goals of the second year Games Course are to 

teach development concepts and skills relevant to 2D games 

design. Gamification is intended to aid in meeting this long-

term goal by [14]: improving the students review of course 

material, increasing meaningful class participation, fostering 

problem solving skills, increase lecture 

attendance,encouraging creativity in practical tasks. 

Each of these sub-goals in design was linked explicitly to a 

reward structure, through an experience point (XP) system. 

The students were given short timed assessments, in the form 

of quizzes, once a week. The quizzes were based on lecture 

material taught in the previous week and promoted a review 

of course material after lectures. Students were awarded 

experience points (XP) for achieving various levels of 

success: 10 XP were given for 70-79%, 20XP for 80-89%, 

30XP for 90-100%. 

Class 

 

 

 

 

Group 

 

 

 

Individual 

 

 

P2 P3 

P1 

P6 P7 

P8 

P9 

P10 

TIME 

P 

L 

A 

N 

E 

WEEK 1 WEEK 2 WEEK 3 

P5 

P4 

PRZEMYSŁAW ROZEWSKI ET AL.: ADAPTATION OF ORCHESTRATION GRAPHS IN GAMIFICATION 997



 

 

 

 

 
Fig.2 Orchestration graph with operators 

 

Sporadic group challenges were organised throughout the 

semester to practice game development concepts learnt in 

class. 

The above mentioned activities can be visualized using 

orchestration graphs (fig 2). 

As you can see above operators fit into the framework of 

the previously described ones. Operator 1 and 2 contains 

operators(mentioned in chapter III) such as leveling, 

challenge, countdown, loss aversion(not getting a reward, 

but avoiding punishment). 

By using graphs we can accurately plan student behavior, 

enhance all educational-related factors - participation in 

lectures (gaining extra points), group work (brainstorm to 

overcome difficult challenges), knowledge exchange ( to 

shorten task execution time). 

V. CONCLUSION 

So far orchestration graphs have been used as a tool to 

support the functioning of MOOC [12]. We want to propose 

to use them in gamification, which is a one of the educational 

approaches and techniques that increase motivation and 

engagement of learners [15].  

Use of orchestration graphs can open new opportunities 

for support of development of an effective strategy for the 

implementation of gamification in e-learning. 
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P1 - lecture P2 - first weekly quiz  

P3 - first weekly puzzle P4 - group challenge 

P5 - lecture and feedback P6 - weekly quiz 

P7 - weekly puzzle P8 - lecture and feedback 

P9 - group challenge P10 - weekly quiz 

Operator 1 - If student fail to complete quiz in three 

attempts, then he should go to the lecture( after 

finishing group challenge) to earn some extra points. 

Operator 2 - If a student has completed the quiz in 

three tries, he or she can go immediately to the tasks in 

the next week (skipping the lecture) 
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Abstract–The research discusses the issue how to describe data 

quality and what should be taken into account when developing 

an universal data quality management solution. The proposed 

approach is to create quality specifications for each kind of data 

objects and to make them executable. The specification can be 

executed step-by-step according to business process descriptions, 

ensuring the gradual accumulation of data in the database and 

data quality checking according to the specific use case.  The 

described approach can be applied to check the completeness, 

accuracy, timeliness and consistency of accumulated data. 

Keywords- Data quality, domain-specific modelling 

languages, executable business processes  

I. INTRODUCTION 

The term “quality” depends highly on the context in which 

it is applied. The term is commonly used to indicate the 

superiority of a manufactured good or attest to a high degree 

of craftsmanship or artistry [1]. In manufacturing industries, 

quality is viewed as a desirable goal to be achieved through 

management of the production process. 

Data quality is an IT-specific term, and it can be defined 

as the degree to which the data fulfills requirements of 

characteristics [2]. Examples of data quality characteristics 

are: completeness, validity, accuracy, consistency, 

availability, and timeliness.  

The data quality problem is topical since over 50 years, 

and many different approaches are discussed in scientific 

publications addressing data quality issues. In the major part 

of sources the central attention is paid to defining of data 

quality characteristics informally and measuring of their 

values. Mechanisms for specifying of data quality 

characteristics in formalized languages usually are not 

considered. The main task of this research is to provide data 

quality management mechanisms being able to execute data 

quality specifications which are defined using formalized 

domain specific language (DSL). 

To evaluate the data quality for the specific usage, the 

requirements for data must be described. The descriptions 

                                                           
 The research leading to these results has received funding from the 

research project “Information and Communication Technology Competence 

Center” of EU Structural funds, contract nr. 1.2.1.1/16/A/007 signed 

between ICT Competence Centre and CFLA of Latvia, Research No. 1.8 

„Data Quality Management by using Executable Business Process 

Models”. 

should be executable, as the stored data will be “scanned” 
and its’ compliance to requirements will be checked. 

In order to achieve the goal, two key requirements for 

specifying the data quality were formulated. Firstly, the ISO 

9001:2015 standard considers data quality as a relative 

concept, largely dependent on specific requirements resulting 

from the data usage. It means the same data can be of good 

quality for one usage and completely unusable for another. 

For instance, to determine a count of students in a high 

school, only the status of students is of interest, not other 

data like students’ age or gender. The same data may be 

checked for it’s accordance to different quality requirements. 
It should also be emphasized that many conditions and 

requirements can’t be checked during the data input as they 
are dependent on values of other data objects that are not 

entered yet.  For instance, at the time of student’s enrollment 
not all information about his/her financial obligations is 

available and/or entered in the database. This is the reason 

why high-quality data in practice occurs rarely.  

The proposed approach intends creating of specific data 

quality model for each information system. The model is 

described by using means of a DSL, and it lets clearly define 

requirements for data objects attribute values and 

compatibility. The data quality model is executable: both the 

syntactic and the semantic controls are performed. The 

approach provides the possibility to use the data quality 

model for measurement of data quality.  

The paper deals with following issues: overview about the 

related research (Section 2), and a description of the 

proposed solution (Section 3).    

II. RELATED WORKS 

There are three main research branches present: (1) the 

total data quality management (TDQM) theory, (2) the data 

quality defining by using the Object Constraint Language 

(OCL), (3) the data quality management using SSIS tools. 

They all are described in this chapter.  

A. Total Data Quality anagement  

The issue of data quality is essential since the very 

beginning of the IT industry. Numerous studies have led to 

variuous definitions of data quality. For instance, data are of 

good quality if they satisfy the requirements imposed by the 

intended use [3].  

Domain-Specific Characteristics of Data Quality 
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Data are of high quality if they are fit for their intended 

uses in operations, decision making, and planning.  

According to Joseph Juran [4] data are fit for use if they are 

free of defects (accessible, accurate, timely, complete) and 

possess desired properties (relevant, comprehensive, proper 

level of detail, easy to read, easy to interpret) [5].  

Data quality can also be characterized by different 

dimensions. In 1996 Wang and Strong [6] defined 15 data 

quality dimensions which are confederated in four quality 

groups: intrinsic, contextual, representational, accessibility.  

Redman [5] provides 51 data quality dimensions, arranged 

in 9 data quality groups. Such a deep data quality gradation 

may seem an overstatement, especially for practitioners. In 

2013 the Data Management Association International UK 

Working Group possesses only 6 dimensions: Completeness, 

Uniqueness, Timeliness, Validity, Accuracy, Consistency. 

B. Object Constraint Language 

The OCL started as a complement of the UML notation 

with the goal to overcome the limitations of UML in terms of 

precisely specifying detailed aspects of a system design [7]. 

Since then, OCL has become a key component of any model-

driven engineering (MDE) technique as the default language 

for expressing all kinds of (meta)model query, manipulation 

and specification requirements [8].   

Constraints at the model level state conditions that the 

“data” of the system must satisfy at runtime. Therefore, the 

implementation of a system must guarantee that all 

operations that modify the system state will leave the data in 

a consistent state (a state that evaluates to true all model 

invariants). Clearly, the best way to achieve this goal is by 

providing code-generation techniques that take the OCL 

constraints and produce the appropriate checking code in the 

target platform where the system is going to be executed.  

Typically, OCL expressions are translated into code either 

as database triggers or as part of the method bodies in the 

classes corresponding to the constraint context types. 

Roughly, in the database strategy each invariant is translated 

as a SQL SELECT expression that returns a value if the data 

does not satisfy that given constraint. This SELECT 

expression is called inside the body of a trigger so that if the 

SELECT returns a non-empty value then the trigger raises an 

exception. Triggers are fired after every change on the data 

to make sure that the system is always in a consistent state. 

The OCL has many positive qualities: (1) OCL is an 

extension of UML, and it has gained a wide popularity in the 

computer scientists’ community, (2) OCL provides a rich 

range of means of expression, allowing the use of widely 

used programming constructions. At the same time the 

disadvantages of OCL should also be recognized: (1) OCL is 

a declarative language without graphical notation, (2) 

contraints of OCL are closely related with the data storage in 

a relational database, (3) defining of data quality constraints 

in OCL requires good programming skills. 

Furthermore, the OCL is missing a number of features that 

are necessary for data quality:  

• no data read/write operations,  

• no operations for reading and checking of discrete data 

objects that are not related to database (such operations are 

necessary for verifying of data entered via screen forms), 

• constraints in OCL are described linearly (like a 

program code) and not graphically, 

• defining and understanding of OCL constraints requires 

deep knowledge and skills in object-oriented programming; 

it makes the OCL unsuitable for industry professionals 

without appropriate IT background.  

Usually data quality controls are hard-coded in data 

processing programs and can not be changed without 

involvement of programmers. As a result, often inconsistent 

data is entered and stored in databases.  

OCL-based data quality solutions are hard to use 

practically due to the dynamic data input into database as 

well as to the complexity of OCL.  

C. SQL Server Integration Services 

As every solution, Microsoft SQL Server Integration 

Services (SSIS) has various advantages and disadvantages 

[9]. SSIS offers wide range of features for data migration, 

and designing of ETL and transformation processes [10]. To 

cover a broad spectrum of requirements for data migration 

and ETL processes, SSIS includes both standardized 

operations for many widely-used database management 

systems, and add-ons for different import/ export formats, 

and opportunities for developers to use the programming 

environment VisualStudio.  

Furthermore, SSIS is open platform allowing create and 

use external add-ons. Hence SSIS should be considered as a 

mature platform that is suitable not only for solving of ETL 

tasks but also for processing of emails, linear text files, XML 

files, and other oprations. The rich range of included features 

enables creating of SSIS packages from predefined 

components or to develop them by programming. 

Microsoft has designed this product to provide better 

approach towards data migration, manipulation and 

transformation. With the power to define the workflow of 

process and task, user can easily define how the process 

should flow and perform some task on different interval. It 

also provides color codification and real-time monitoring.  

SSIS advantages: 

• SSIS can handle data from heterogeneous data sources,  

• SSIS provides transformation functionality, 

• Tightly integrated with Microsoft Visual Studio and 

Microsoft SQL Server, 

• suitable for complex transformations, multi-step 

operations and structured exception handling. 

SSIS disadvantages: 

• to see package execution report needs Management 

Studio rather than being published to reporting services, 

• SSIS memory usage is high and it conflicts with SQL. 
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Authors of [11] assure that usage of SSIS removes need 

of hardcore programmers as SSIS is apparently easy to 

understand and manage. In contradiction to [11] the authors 

of this research believe that the usage of SSIS have some 

fundamental barriers. The complexity of the approach is 

high; the usage of the solution for data processing and data 

quality management require either programmer's level of 

understanding of process execution, or many years of 

experience with SSIS.   

Although not designed specifically for data quality 

management, features offered by SSIS provide a number of 

suitable solutions. Currently there are not known SSIS uses 

for data quality management which were not related to data 

migration. However, data quality management elements 

offered by SSIS are practically usable and should be taken 

over in further data quality solutions. 

III. PROPOSED APPROACH 

The data is stored in the database gradually in various 

steps. Hence the data quality requirements should be 

formulated for several levels of a data object – (1) discrete 

data object, (2) contextual control on interrrelated data, (3) 

contextual control on the database, and (4) contextual 

control on several databases. 

A. Data Quality Requirements for a Separate Data Object  

The proposed ideas will be demonstrated with the help of 

a simple example. Let us consider a working time tracking 

(WTT) system having the ER model given in the Fig.1. 

There are many active projects in an enterprise (entity 

Projects); every project has several employees (entity 

Developers); each employee (developer) may be involved in 

several projects; the working time spent by an employee 

(developer) in a specific time frame is aligned to one specific 

project (entity Work_time).  

 

Fig. 1 WTT data model 

 

The entity Projects has the following attributes: Proj_ID 

(project identifier to specify the project to which the spent 

working time should be referred), Proj_name (project name), 

Proj_volume (the estimated work amount of the project in 

man-hours), Proj_start_date, Proj_end_date, Proj_limits 

(the maximum allowable work amount of the project in man-

hours), Proj_actual (project is active/passive), 

Proj_leader_ID (project manager). 

The entity Developers has the following attributes: 

Dev_ID (the developer to whom the spent time should be 

referred), Dev_name (developer's name), Dev_surname, 

Dev_load (the minimum monthly developer's workload). 

The entity Work_time has the following attributes: Wt_ID 

(identifier of the spent working time record), Wt_hours 

(spent working time of the developer), Wt_date (date of the 

spent working time), Wt_work_descr (description of the 

performed work), Wt_accept (reported working time is 

accepted by the project manager, Yes/ No), Proj_ID (the 

project to which the time should be referred), Dev_ID (the 

developer to whom the time should be referred). 

The entity Proj_Dev_time is a junction table for dealing 

with many-to-many relationships, and it has the following 

attributes: Proj_ID (the project where the Dev_ID works), 

Dev_ID (the developer working in the project Proj_ID), 

Start_date (the date when the developer Dev_ID started to 

work in the project Proj_ID), End_date (the date by which 

the Dev_ID will be assigned to the Proj_ID). 

 

Fig. 2 Example of data object’s syntactic control 
 

Let us assume, the developers prepare reports about their 

working time autonomously and send the reports to data base 

where all enterprise data from various sources is collected. 

The procedure receives values of attributes: 

< Proj_ID, Dev_ID, Wt_date, Wt_hours, Wt_work_descr > 

The quality specification of report shown in the Fig.2 

ensures quality control within one input message: (1) are all 

mandatory fields completed (Proj_ID, Dev_ID)?, (2) have 

input values correct data types (Wt_date, Wt_hours)?  

In order to make the quality specification executable, 

informal texts should be replaced by program routines 

executing the desired operations.  
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B. Contextual control on interrelated data 

Contextual control on interrelated data (see Fig.3) ensures 

quality control using attribute values of mutually 

interconnected data objects: (1) does the message contain 

object instances with references to other data objects 

(Project exists, Developer exists)?, (2) are the attribute 

values of input data in compliance with related data objects?  

 

Fig. 3 Example of contextual control on interrelated data 

 

In order to make the quality specification executable, 

informal texts should be replaced by SQL statements for data 

retrieving and control of constraints (see. Fig.4). Tools like 

SSIS may be used – these also offer statements for execution 

of SQL statements and validation of results. 

Project exists

SELECT * FROM Projects 

WHERE Proj_ID=@IDP

Proj_start_date <= Date <= project_end_date

SELECT W.* FROM Projects P, Work_time W

WHERE P.Proj_ID=W.Proj_ID

AND NOT (P.Proj_start_date<=W.Wt_date 

AND P.Proj_end_date>=W.Wt_date)

Developer exists

SELECT * FROM DEVELOPERS

WHERE Dev_ID =@IDD

Developer im Project team

SELECT * FROM Work_time Wt

WHERE NOT EXISTS (SELECT * FROM Proj_dev P

    WHERE P.Proj_ID=Wt.Proj_ID AND P.Dev_ID=Wt.Dev_ID

        AND Wt.Wt_date BETWEEN P.Start_date AND P.End_date)

SendMessage

SendMessage

SendMessage

SendMessagr

NO

OK

NO

OK

OK

NO

NO

 

Fig. 4 Example of executable contextual control on interrelated data 

C. Contextual control on the database 

Contextual control on the database (see Fig.5) checks the 

compliance with conditions valid for the whole data base  

(examples: isn’t the maximum of work amount allowed for 
the project exceeded, do the reports of employee cover the 

minimal workload of the employee in the time period, etc.). 

 

Fig. 5 Example of contextual control on the database  

 

In order to make the quality specification executable, 

informal texts should be replaced by SQL statements for data 

retrieving and control of contraints (see. Fig. 6). 

 

Fig. 6 Example of executable contextual control on the database 

 

Diagrams in Fig.2, Fig.3 and Fig.5 form an informal data 

quality specification of working time tracking (WTT) 

system. It may be useful for industry experts to describe data 

quality requirements as a more formalized specification of 

executable controls is not practically applicable without IT 

skills. Executable data quality specifications can be used in 

business process steps to check data quality in certain points 

of processes. 

Practical uses of the proposed approach have shown 

advantages of graphically represented data quality 

specification as they were more effective in discovering of 

information system-caused data quality errors than the 

traditionaly used informal data quality specifications in the 

textual form. It reaffirmed advantages of graphic diagrams in 

comparision to natural language texts in standardized 

documents.  
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Additional advantages can be gained if the data quality 

specifications are transformed to executable specifications.  

Although additional programming is needed to ensure the 

executability, a much higher dara quality can be achieved in 

an information system as a whole if data quality controls are 

incorporated in business process steps. 

First two of mentioned data controls tipically are applied 

during data input. In case data should be saved anyway it is 

marked as incorrect. As this one control over database could 

be rather resource-intensive (time, server memory, processor 

time, data locking) it can not be executed on every data 

manipulation. Contextual control on the database usually is 

executed out of business hours and even not every day. Still 

the proposed approach is universal, and it is applicable in 

different cases – during the initial data input in information 

system, migrating data from one information system to 

another, performing data transformation to data warehouse. 

D. Contextual control on several databases 

The above described approach is also applicable in cases 

when several information systems of different enteprises are 

involved. Such a case is typical for public institutions with 

different but interrelating state information systems.  

This problem has been addressed in Latvia since 2000. 

The essential data of public interest are accumulated in 

different state information systems: Population Register, 

Business Register, Vehicle register, etc. Each of the registers 

is managed and maintained by some public body which is 

responsible for the quality of the accumulated data.  

The registers should also mutually exchange data; usually 

it is organized with the help of web services serving and 

receiving data – concrete values of data objects’ attributes. 
Each data exchange session may require only few attribute 

values. When using data quality specifications, it is possible 

to check and evaluate the quality of received data.  

Like the Latvian Integrated State Information System 

project [12], the described problem is also addressed in 

Estonia [13], Lithuania [14] etc.   

Currently development of various industry-specific state 

information systems is continuing, and the identified data 

quality problem persists in each system again and again.  

IV. CONCLUSIONS 

The research shows the relative and dynamic nature of 

data quality. The usage of data implies requirements for data 

quality; the data are accumulated and verified step-by-step. 

Consequently a data quality management system has to fulfill 

the following key requirements: 

• Data quality requirements are formulated for different 

levels – a discrete data object, interrrelated data objects, data 

in a database, data in several databases. 

• Data quality requirements should be specified in an 

easy-to-understand definition language to ensure that 

industry experts will be able to formulate data quality 

requirements without involvement of IT professionals. It is 

advisable to use graphical DSL.  

• If considering usage of the OCL – a quite popular 

language in computer scientists‘ community - , there should 

be taken into account that OCL is declarative language 

without graphical notation, it’s constraints are closely related 

to the way how data is stored in a relational database, and  

formulating of data quality constraints is  rather complicated 

and requires good skills in programming. 

• The SSIS, developed by Microsoft, offers a range of 

useful features for data quality management including 

extracting data from different types of information sources 

and checking the validity and correctness of different data 

object relations. SSIS is an integrated part of Microsoft SQL 

Server and Visual Studio. 

The proposed approach and tools for designing of 

executable data quality specifications in different levels let to 

design, develop and use the specifications as steps in 

executable business processes.  

The paper is a continuation of authors’ researches in the 

area of executable models and DSL [15], [16], [17]. 
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Abstract—Popularization of process approach as a standard

necessitates  changing  the  ways  of  defining  and  identifying

requisite competencies. They should be seen in the framework

of tasks implemented within the business process. The complex

nature of competencies requires expressive forms of description

regarding  their  multidimensional  character  therefore

codification of competencies is the area predestinated to make

use of  ontologies.  The aim of  this  paper is  to  show how the

ontology describing competencies can be linked with business

process  models  to  support  process-oriented,  dynamic

competency management in a company. With this aim in mind

a proposal  of  practical  implementation of  ontology-enhanced

business  process  model  was presented and illustrated by the

example of software development.

I. INTRODUCTION

YNAMIC economic  environment  along  with  new

challenges  posed  by  globalization  and  latest

information  technology  developments  are  reflected  in  a

steady growth of interest in competency management. The

complex nature of competencies requires expressive forms

of description regarding their multidimensional character.

D

According to Bratnicki [1 p.64], competencies are „complex

bundle  of  resources,  processes  and  abilities”  which  are

important for gaining competitive advantage on a particular

market.  The  competencies  of  organization  allow  for

conducting its business by coordinating its owned resources.

In the light of resource-based view, competitive advantage is

based  on  a  concept  of  distinctive  competencies  of

organization. This term was introduced by Philip Selznick in

1957  referring  to  the  activities  which  organization  does

particularly well  comparing to its  competitors  [2].  Similar

concept of core competencies was put forward in 1990 by

Prahalad and Hamel [3] as the bedrock upon which to build

strategies.

From  this  point  of  view,  apart  from  identification  and

evaluation of distinctive competencies, it is also important to

monitor changes in the environment regarding new needs,

products  and technologies.  These  changes  create  the need

for  adjustment  of  business  processes  and  searching  or

developing new competencies. Human capital is the carrier

of  the  organization’s  knowledge  and  skills,  therefore

developing  core  competencies  requires  developing

individual and team competencies. 

The vision of the strategic core competencies is the driver

for  development  of  collective  or  individual  competencies.

The  requirements  in  this  area  should  follow  from  the

processes and tasks performed by the working group or the

whole organization. Therefore the main focus of this study

is on individual and team competencies.

Popularization of both process and ontological approach as

standards  necessitates  changing  the  ways  of  defining  and

identifying requisite competencies. They should be seen in

the  framework  of  tasks  implemented  within  the  process

rather  than  by  position  of  the  employee  in  organization

hierarchy.  Therefore,  in  dynamic  environment  of

contemporary  organizations  a  Competency-oriented

Business  Process  Analysis  [4]  can  be  the right  choice.  A

Business  Process  Model  is  a  step-by-step  description  of

what  one  or  more  participants  should  do to accomplish  a

specific  business  goal.  According  to  Gartner  [5]  business

process  analysis  tools  are  primarily  intended  for  use  by

business  end  users  looking  to  document,  analyze  and

streamline  complex  processes,  thereby  improving

productivity,  increasing  quality,  and  becoming more  agile

and effective.  Classic business process analysis is oriented

on analyzing  and  optimizing business  processes  for  better

productivity  by  saving  time,  costs  or  creating  a  more

desirable product for customers.

Due  to the  increased  need  of  agility  competency-based

management  is  crucial  activity  of  contemporary  business

organizations.  In  this  situation  information  technology

support  is  the  core  element  of  the  processes  such  as

recruiting  the  most  appropriate  candidates,  effective

planning  of  employee  development  programs  and  project

management.  In  many  cases  the  information  about

competencies  are  exchanged  between  collaborating

organizations.

The  IT  tools  for  supporting  process  modelling  should

therefore  provide  possibility  to  view the  business  process

from the perspective of  competencies  required  to perform

particular tasks. Provision of information describing needed

competencies of individuals involved in the process can help

not only in workforce planning for the particular process but

also  in  other  management  tasks  such  as  expert  finding,

personalization of career paths and staff trainings.
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The  area  of  enhancing  business  process  models  by

competency information requires resolving two basic issues.

Unfortunately none of the current business process modeling

languages  support  the  characterization  of  the  business

process in terms of competencies. Therefore the first issue is

to find appropriate notation to include competency data in

process models. The second challenge is to design a formal

representation that would be enough expressive to provide

the  detailed  view  of  the  process  from  the  competency

perspective. 

In recent years semantic models in form of ontology are

increasingly  popular  way  of  formalizing,  encoding  and

integrating  knowledge  from  various  sources  to  support

business  processes.  In  the  domain  of  competency

management  semantic  models  can  provide  common

definitions  that  can facilitate  information  exchange within

an enterprise and throughout an industry. Another advantage

of semantics is the possibility of automatic reasoning on the

basis  of  semantic  model  and  available  information.  This

feature  can  be  of  great  value  while  collecting  data  on

competencies from many different resources such as internet

portals with job offers, CVs of job applicants and databases

of other organizations. Ultimately semantic models can help

HR  managers  to  compare  and  evaluate  employees’

knowledge  and  skills  which  is  useful  while  developing

project staffing plans or employees’ professional trainings.

The  aim  of  this  paper  is  to  show  how  the  ontology

describing competencies can be linked with business process

models  to  support  process-oriented,  dynamic  competency

management in a company. 

There are many frameworks describing competencies or

useful  to  define  them,  which  can  be  potentially  useful  in

different domains. This frameworks are briefly described in

section 2. With this aim in mind the possibility of extending

BPMN  notation  was  presented  in  section  3.  Ontological

representation was proposed for annotating business process

models  and  employee  profiles.  Further,  a  proposal  of

practical  implementation  of  ontology-enhanced  business

process model was presented and illustrated by the example

of software development (described in section 4).

II.SEMANTIC MODELS FOR COMPETENCY MANAGEMENT

According to Halper  [6]  a semantic model  is a kind of

knowledge model, which consists of a network of concepts

and the relationships between those concepts. Concepts are a

particular ideas or topics with which the user is concerned.

The concepts and relationships together are often known as

an ontology - the semantic model that describes knowledge.

Competence  models  are  one  of  the  abstract  layers  of

information system. They describe features and behaviors of

people  in  relations  to  performed  professional  activities.

Semantic  models  allow  for  systemizing  the  area  of

competency  management  by  unifying  concepts,  measures

and  information  resources  about  competencies.  Therefore

the  semantic  competence  models  can  be  useful  in  many

areas  such  as  knowledge  management,  planning  career

paths,  personalizing  vocational  trainings,  project

management, periodic evaluation, employees' development.

From  the  manager’s  point  of  view  an  adequate

approximation of employees efficiency is necessary, which

can  be  presented  as  comprehend  view of  the  knowledge,

skills  and  personality  features  with  regard  to  already

performed or potential tasks. In the context of IT support,

the effective  competency  management  requires  first  of  all

well-defined  meaning  and  unified  understanding  of

competencies in perspective or business processes,  finding

balance between a level of detail in competency definition

and complexity of management processes and well

organized  technical  background  consisting  of  different

systems  and  services  for  supporting  human  resources

management,  employee  training  and  knowledge

management.

Current  activities  in  the  area  of  modelling  and

standardization  of  competency  management  include  a

number  of  initiatives  oriented  on  different  applications,

namely:

- IMS-RDCEO - The Reusable Definition of Competency

or Educational Objective (RDCEO) specification provides a

means  to  create  common understandings  of  competencies

that appear as part of a learning or career plan, as learning

pre-requisites,  or  as  learning  outcomes.  The  information

model  in this specification can be used to exchange these

definitions  between  learning  systems,  human  resource

systems, learning content, competency or skills repositories,

and  other  relevant  systems.  RDCEO  provides  unique

references to descriptions of competencies or objectives for

inclusion in other information models [7].

- HR-XML is a library of XML schemas developed by the

HR-XML Consortium, Inc. to support a variety of business

processes  related  to  human  resources  management.  The

competencies schema which is a part of HR-XML allows for

capturing of information about evidence used to substantiate

a competency together with ratings and weights that can be

used  to  rank,  compare,  and  evaluate  the  sufficiency  or

desirability of a competency [8].

- InLOC  [9]  provides  ways  of  representing  intended

learning  outcomes,  including  knowledge,  skills  and

competencies,  so  that  the  related  information  may  be

communicated between and used by ICT tools and services

of all kinds, interoperably.

- O*NET [10] – is a database of all occupations in the US

economy. It provides taxonomy of competencies and their

elements and such as knowledge, skills, abilities and many

other. The data was collected from companies operating in

United  States.  The  O*NET  database  can  also  serve  as

statistical tool to examine labor market in USA because it

contains results of measurement of competency levels. 

- E-CF – European e-Competence Framework - provides a

reference of 40 competencies as applied at the Information

and Communication Technology (ICT) workplace,  using a

common language for competencies, skills, knowledge and

proficiency  levels  that  can  be  understood  across

Europe [11].
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Codification of competencies is the area predestinated to

make use of ontologies. Competencies can be organized in a

hierarchical,  or  a  tree-like  manner.  Each  competency  can

have  any  number  of  sub-competencies,  which  themselves

can have sub-competencies. Creating a taxonomy is the first

step  to  codification  of  organizational  competencies.  Then

the semantic model can be formally defined and presented

as ontology.

The  ontologies  of  competencies  can  be  employed  in

information systems supporting decision taking in domain of

human resources, manufacturing and other related domains.

Ontologies enhance the capabilities of applications in terms

of searching for people with similar competencies regarding

domain and level of knowledge and skills.

III. EXTENDING BPMN

In  the  business  process  management  area,  the  Business

Process Modeling Notation (BPMN) is the de-facto standard

approved by ISO/OSI [12] which allows for multi-view and

high-level  description  of  business  processes.  BPMN

provides means to describe collaboration, choreography and

conversation aspects of business processes. However it does

not  offer  standard  support  for  the  characterization  of  the

business  process  in  terms of  many other  specific  aspects.

These  aspects  are  often  related  to  the  area  in  which  the

process is executed, some formal regulations and standards

that the process must comply with.

There  are  many attempts  described  in  literature  aiming at

enhancing  modelling  notations  by  additional  information,

which would help to understand better the domain or offer

the specific views of the process. For example A. Rodríguez

et al. [13] propose an extension for including data quality

requirements  in  process  models.  P.  Bocciarelli  and  A.

D'Ambrogio  describe  a  BPMN  extension  for  modeling

nonfunctional  properties  of  business  processes  [14].  The

extension  of  BPMN facilitating  security  risk  management

was proposed by O. Altuhhova at al. [15]. Few works focus

on  the  methodology  of  extending  BPMN by user-defined

elements [16], so it can be interpreted as a lack of maturity

in this area. 

BPMN2.0  offers  extensibility  mechanism  for  enhancing

standard  BPMN notation  with  user-defined  attributes  and

elements.  This  extensibility  feature  allows  for  addition  of

new types of artifacts. Modeling tools may include features

to hide, or show these Artifacts. However the operations of

adding  the  artifacts,  hiding  or  showing  them  do  not

influence the sequence flow of the BPMN model. This is to

ensure  that  BPMN  diagrams  always  have  a  consistent

structure and behavior [17]. 

The BPMN2.0 extension element consists essentially of four

different classes which are [18 p.179]: 

- Extension  ExtensionDefinition  defines  additional

attributes, 

- Extension  AttributeDefinition,  presents  the  list  of

attributes that can be attached to any BPMN element, 

- Extension AttributeValue contains attribute value.

The extension element of BPMN imports the definition and

attributes with their values do the business process model.

Adding new concepts to the model provides possibility to

analyze it in different perspectives. From the point of view

of  competency  management,  BPMN  models  can  be

enhanced  by  artefacts  representing  knowledge  and  skills

necessary to run the process. Such an extension would allow

for  establishing  and  populating  competence  requirements

across  the  organization,  its  business  partners  and  job

candidates.  BPMN  models  with  references  to  the

descriptions of the required competencies create yet another

perspective for analyzing the process performance regarding

human  factor.  Moreover  having  a  unified  model  for

description of competencies allows for addressing them on

the stage of process design and further adjusting the process

according to the current abilities of human resources.

In  the  next  section  a  case  study  of  integrating  process

model  and  a semantic  model  of  competencies  in  form of

ontology is presented on the basis of a process of software

configuration management. 

IV. INTEGRATING COMPETENCIES INTO PROCESS MODELS

A. Business process model with competency annotations

This  section  describes  a  proposition  of  solution  which

integrates  process  models  with competency  ontology.  The

issue  is  presented  on  basis  of  software  configuration

management (SCM) process.  SCM is one of the processes

being integral part of software engineering projects carried

out  by  software  companies.  The  process  of  software

configuration  management  consists  of  identifying  and

defining the configuration items, controlling the release and

change  of  these  items  throughout  the  system  lifecycle,

recording and reporting the status of configuration items and

change  requests,  and  verifying  the  completeness  and

correctness  of  configuration  items.  It  is  a  knowledge-

intensive  process  that  involves  cooperation  of  many

participants such as, managers, analysts, developers, testers

and end-users. 

The  goal  the  SCM  process  is  to  successfully  deliver  a

software product to a customer or market in accordance with

customer’s  requirements and software company’s  business

plan [19]. The decisions taken during this process by project

managers are usually taken under the pressure of time and

require  skills  from  the  areas  such  as:  software  design,

construction,  testing,  sustainment,  quality,  security,  safety,

measurement and human-computer interaction.

The performance of SCM process is essential for software

company  because  it  directly  impacts  the  customer

satisfaction.  Therefore  decisions  taken  during  the  SCM

process  should  regard  both  the  customer’s  needs  and  the

business  case perspective.  Therefore knowledge of  related

disciplines is very important as well as cognitive skills and

behavioral  attributes  of  the  team  members.  The  BPMN

diagram  of  software  configuration  management  process

enhanced by competence artifacts is illustrated on fig. 1.
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The presented business process model is annotated by the

information  on  needed  competencies.  The annotations  are

added  as  an  additional  artefacts  connected  to  the  process

tasks with dotted line. To make the diagram more readable

added elements contain symbols (for example: A1, B2, C2)

which  reference  to  the  Software  Competence  Ontology  -

SCO (which is described later in this section). The symbols

are displayed in form of hyperlinks so it is possible at any

time to look up the detailed descriptions of knowledge and

skills needed on each stage of the process. 

In an example scenario a project manager wants to find

the  right  people  for  preparing  software  and  hardware

configuration report  which is one of the tasks in software

configuration  management  process  (fig.1).  The  presented

business process model is annotated by the information on

needed  competencies.  The  annotations  are  added  as  an

additional  artefacts  connected  to  the  process  tasks  with

dotted  line.  To  make  the  diagram  more  readable  added

elements contain symbols (for example: A1, B2, C2) which

reference  to  the  Software  Competence  Ontology  -  SCO

(which is described later in this section). The symbols are

displayed in form of hyperlinks so it is possible at any time

to look up the detailed descriptions of knowledge and skills

needed on each stage of the process. 

In an example scenario a project manager wants to find the

right  people  for  preparing  software  and  hardware

configuration report  which is one of the tasks in software

configuration management process (fig.1).

The manager formulates a query to find persons who have

competency denoted in the process model as: B3(S5), which

is described in SCO as follows:

- B – area “Build” – consists of competencies needed for

building software.

- B3  –  Competence  no.3:  “Constructs  and  executes

systematic  test  procedures  for  ICT  systems  or  customer

usability requirements to establish compliance with design

specifications.  Ensures  that new or revised components or

systems perform to expectation. Ensures meeting of internal,

external,  national  and  international  standards;  including

health  and  safety,  usability,  performance,  reliability  or

compatibility. Produces documents and reports to evidence

certification requirements.” 

- S5 – Skill no.5 of reporting and documenting tests and

results.

The  required  level  of  competence  are  declared  in  the

ontology  using  scale  1  –  5,  where  5  means  the  most

advanced  knowledge  and  skills.  Meanings  of  particular

levels  are  also  explained  in  ontology.  The  classes  and

relations  of  the  Software  Competence  Ontology  are

described in more detail in section 4.3.

Fig. 1 BPMN diagram of software configuration management process with competencies annotations

Source: Own elaboration

1008 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



B. General framework of the proposed solution

The  solution  of  integrating  previously  presented  process

with Software Competence Ontology is aimed first of all to

facilitate finding the right person to perform a task in the

process. Moreover the Software Competence Ontology can

act  as  “common  language”  to  describe  the  details  of

employees’  profiles,  annotating  the  CVs  of  job  seekers,

creating job postings and building a database of existing or

potential business partners.

A general  scheme of  the platform supporting  competency

management is presented on fig.2. The project manager or

HR  manager  while  analyzing  business  process  from  the

perspective  of  the  competencies  can  formulate  a  query

containing all the needed competencies and receive the list

of potential contractors able to perform particular tasks.

The  contractor  can  be  an  employee,  a  job  seeker  or  a

business  partner  who  has  knowledge  and  skills  fully  or

partially consistent with the defined requirements. If there is

no  single  person  among  the  employees  having  all  the

required knowledge and skills for the given task, a team can

be formulated consisting of the suggested individuals.

There are many possible data sources to use. The internal

resources  contain  employees’  profiles  and  CV  of  job

candidates annotated with ontology concepts and references

to knowledge and skills elements specified as the instances

in  the  ontology.  The  external  data  sources  may  include

information  extracted  from  job  hunting  websites  and

databases  shared  by  other  organizations.  If  there  are  no

people with proper competencies among the employees the

database of job candidates or external databases exposed by

business  partners  or  job  hunting  portals  can  be  searched

through.

C. Ontology of competencies

As a reference for formalizing and codifying employees’

competencies the European e-Competence Framework (E e-

CF) was used. The choice was governed by many features of

the  E  e-CF,  which  make  it  suitable  for  applying  it  in

software development domain. The E e-CF is not based on

job  profiles  but  rather  on  competencies.  This  approach  is

more  flexible  and  suitable  for  project-oriented  companies

(which  is  common in software  industry)  characterized  by

dynamic nature of the work environment, where employees

are often from different departments and have different job

titles.  E  e-CF  provides  general  and  comprehensive

specification  of  e-Competencies  described  in  a

multidimensional structure which consists of: 

- 5 competence areas - the E e-CF distinguishes between

five competence areas derived from the general framework

of ICT business process consisting in five phases: (A) plan,

(B) build, (C) run, (D) enable, (E) manage, 

- 40 competencies, 

- 5  proficiency  levels,  where  1  denotes  the  weakest

knowledge or skills, 

- knowledge and skills examples. 

All the dimensions can be adapted and customized into

different contexts from ICT business. One drawback of the

E  e-CF  is  the  lack  of  level  specification  for  detailed

knowledge and skills elements. There is only desired level

Fig. 2 General scheme of competency management framework

Source: Own elaboration
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assigned  to  competencies.  For  example,  the  competence

“A.1.  IS  and  Business  Strategy  Alignment”  has  desired

proficiency  level  4  or  5  (in  the  1-5  scale).  Therefore  to

compare  the  evidenced  skills  and  knowledge  of  a  person

with desired level of competency specified in the ontology it

is necessary to make assumptions about the desired levels of

knowledge and skills elements. 

In the prototype solution described here, the assumption

was made that the desired levels of skills and knowledge are

inherited  from  competency  class.  Therefore  if  the  A1

Competence has desired level 4 or 5, we assume that all the

skills and knowledge elements also have the same desired

levels (higher than 4).

The classes and relations defined in Software Competence

Ontology are presented on fig. 3. 

The  proposed  definition  of  classes,  properties  and

relations allows for semantic searching and reasoning. The

following example queries can be posed:

- find persons who have evidenced level of competencies

at least 3 in the area B (Build),

- find a person who can substitute with manager X in the

project Y. 

The first  example is simple and could be attained by a

single  query  to  the  database.  In  the  second  case,  if  the

requirements for project Y are defined according to the areas

and levels  specified  in  the  ontology,  the aim is  to  find  a

person who at least fulfills these requirements (the levels of

competencies  of  the  person  are  equal  or  higher  than

requirements). Another approach is to find a person who is

most  similar  to  Manager  X  regarding  values  of  her

competencies.  Similarity  can  be  calculated  in  many  ways

e.g.  applying  selected  distance  measure  and  computing

distance between levels of competence of each pair of the

persons.

Because the competency values can be represented as a

vector,  cosine similarity measure can be used.  The cosine

similarity for two vectors A and B is calculated as follows:

similarity=cos(θ )= A⋅B
‖A‖⋅‖B‖

=

∑
i=1

n

A
i
B

i

√∑
i=1

n

A
i

2√∑
i=1

n

B
i

2

(1)

Where: 

A  –  the  vector  representing  values  of  competencies  of

manager X

B –  the  vector  representing  values  of  competencies  of

other employee

Results of example calculation are presented in Tab.1 

The cosine similarity factor in the above example shows

that the most appropriate candidate to substitute Manager X

is Employee 3.

The ontology of competencies also can be helpful if there

is a need to analyze unstructured information such as CVs of

candidates  or  new  employees.  In  such  a  case  semantic

similarity measures can be used. The process of measuring

semantic similarity is iterative and can be as follows:

Fig. 3 Classes and relations in IT Competence Ontology
Source: Own elaboration
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1. First, the text of the CV is analyzed to find keywords

that are present in the descriptions of ontology classes and

properties. 

2. The thesaurus is used to find similar words in CV to

those that are present in ontology. 

3. Each time the keyword is found it is noted as one point

for the given area and property of ontology.

4. When no more keywords are found the system displays

suggestions of the areas and competencies identified for the

given person.

5. The  user  engagement  is  needed  to  evaluate  the

competencies of the candidate in the scale 1-5 in the areas

suggested by the system.

Another method is to apply semantic analysis of the terms

used in descriptions  of  the employees’  competencies.  The

Fig. 4 Software Competence Ontology displayed in Protégé.
Source: Own elaboration

TABLE I.
FINDING SIMILARITIES BETWEEN COMPETENCIES OF MANAGER X AND OTHER EMPLOYEES

Competencies

needed in project

Y

C.2.

Change

Support

C.3.

Service

Delivery

D.9.

Personnel

Development

D.10.

Information

and Knowledge

Management

E.8.

Information

Security

Management

D.1.

Information

Security

Strategy

Development

Cosine

similarity

Manager X 4 3 5 5 4 3 -

Employee 1 3 2 5 4 3 2 0,9895725

Employee 2 4 3 2 4 2 2 0,94778789

Employee 3 4 2 5 5 4 3 0,995199

Source: Own elaboration
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method  is  based  on  the  use  of  a  lexical  database  and

semantic  similarity  algorithms.  The  lexical  database

WordNet [20] can be used as it is particularly well suited for

similarity measures, since it organizes nouns and verbs into

hierarchies of is–a relations [21].

The ontology of software competencies for the prototype of

the system was coded using Protégé [22] platform (fig. 4).

The instances of competencies on the base of E e-CF were

imported  from  MS Excel  file  using  Cellfie  plugin  of  the

Protégé platform.

The ontology classes are displayed in a left-top window,

object  and  data  properties  in  the  middle  and  right  top

window. On the left bottom of the figure there are instances

of competencies. The “IS and Business Strategy Alignment”

competence  is  selected.  On  the  right  bottom  window

knowledge and skills elements for the selected competence

are visible. Competencies are coded according to the 5 areas

specified in the E e-CF framework and denoted with letters

(A – Plan, B – Build, C – Run, D – Enable, E – Manage)

and numbers.

V.CONCLUSIONS AND FUTURE RESEARCH

In this paper the concept of the platform for supporting

process-oriented  competency  management  has  been

proposed  and  illustrated  by  the  example  software

configuration  management  process.  The  performance  of

SCM process depends upon proficiency of people involved

in the process execution, therefore it is necessary to know

the  ideal  bundle  of  competencies  that  the  project  team

should evidence. Having a database of employees and job

applicants  profiles  with  specified  skills,  knowledge  and

employment  history,  allows  to  match  the  competencies

specified in the process model against  evidenced levels of

proficiency.

The dynamic  approach  to  manage competencies  on  the

base of business process flow can be valuable for process

based  and  virtual  organizations  where  the  environment  is

dynamic  and frequent  changes are needed to preserve the

company’s competitiveness and agility, this is often the case

of  software  companies.  IT  labor  market  is,  constantly

changing due to continuous advancements in technology and

innovative  products.  New  competencies  show  up  and

competencies  that  are  already  in  existence,  change  their

contents [23].

The  Software  Competence  Ontology  was  developed  in

Protégé on the basis of European e-Competence Framework.

The proposed Ontology will be further developed, especially

by  additional  dictionaries  and  domain  ontologies  with the

aim to improve semantic search algorithms. By the use of

dictionaries  of  synonyms it  would be possible to enhance

semantic search with the possibility of finding similar or the

same  competencies  described  with  different  terms.  It  is

especially useful while dealing with external resources such

as job hunters  websites  or  databases  of  competencies  that

could be exposed by other business entities.

Competency management, can be seen as one of the most

important  drivers  of  business  processes  performance

improvement,  therefore  there  is  a  growing  need  for

systematic approaches and IT support in this area.
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Abstract—An  Enterprise  Architecture  (EA)  is  used  for  the

design  and  realization  of  the  business  processes,  along  with

user  roles,  applications,  data,  and  technical  infrastructures.

Over time, maintaining an EA update may become a complex

issue,  let  alone  an  organization-wide  architecture  and  its

related artifacts.  EA practices  provide much of  the required

guidelines for the design and development of  EAs.  However,

they cannot present a comprehensive method or solution for

the re-engineering processes of EAs. In this paper, we propose

an  EA  re-engineering  model  and  present  its  potential

contributions. The study is conducted according to the Design

Science  Research  Method.  The  research  contribution  is

classified as an “application of a new solution (process model)

to a known problem (re-engineering EA)”. The future research

efforts will focus on the implementation and evaluation of the

model in case studies for gathering empirical evidences.

I. INTRODUCTION

HE volume of Information Technologies (IT) has been

growing more than expected and the dependency on IT

continues to increase as well. The industry has witnessed the

development of information systems, and a great majority of

them has been built over the past decades. Today, it is nearly

impossible to think of an enterprise without IT and also its

applications which are based on various business processes

and  infrastructure.  One  instance  is  an  Enterprise

Architecture  (EA);  it  is  defined  as  a  “coherent  whole  of

principles, methods, and models that are used in the design

and  realization  of  an  enterprise’s  organizational  structure,

business processes, information systems, and infrastructure

[1]”. Being a discipline representing an enterprise in various

aspects,  it  is  also  a  means  to  facilitate  communication

between different types of stakeholders in an organization.

T

There  have  been  various  frameworks  for  EAs,  such  as

TOGAF, Zachman, DoDAF, etc. [2]. While presenting the

core  concepts,  definitions  and  a  basis  for  EAs,  they  also

provide  methods  and  techniques  for  the  design  and

development  of  EAs.  Thus,  EA  models  can  be  used  by

different  stakeholders  in  an  organization  to  support  the

decision-making  processes.  A  large  organization  or  an

enterprise  can  consist  of  different  architectural  elements,

such  as  processes,  applications,  and  technical

infrastructures. For example, Figure 1 represents a small to

medium size enterprise with a generic EA model:

Only are the business, application and technical layers, each

with simple components, included, and we exclude the layer

for users and roles for simplicity purpose. In recent years,

changes in various aspects of business and technology have

also  made  some  changes  to  the  design,  development  or

maintenance  of  EAs  inevitable.  In  this  context,  the  ever-

changing  organizational  environment  necessitates  the

architects take required measures to reflect these changes to

the EAs.

A great body of knowledge has been accumulated [3] in

EA and thus, EA practices can provide much of the required

guidelines, methods and techniques for the development or

management of EAs. Implementing a change and assessing

its impact are the two important activities when improving

EAs. Over time, keeping or maintaining a single IT system

and  component  update  becomes  a  complex  issue  [4],  let

alone managing  a large  organizational  architecture  and its

Fig.1. Enterprise Architecture
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related IT artifacts.  On the other  hand,  developing an EA

from  scratch  is  usually  cumbersome  and  resource-

consuming process; in addition, discarding or re-developing

encompasses  many  risks  as  well.  Therefore,  poor

maintenance of EAs may require the re-engineering of EAs.

Re-engineering  can  be  defined  as  “the  examination  or

alteration of a subject system to reconstitute it in a new form

and  subsequent  implementation  of  that  form  [5]”.  It

improves the understanding of a system and its structure for

increased  maintainability,  reusability,  and  evolvement.

Although re-engineering has potential for contributing to the

EA  knowledge  domain,  the  review  of  literature  on  EA

cannot provide sufficient  examples  and indicates that  it  is

still a less-explored research topic [3].

In this study, therefore, we propose an EA re-engineering

process model and present its potential contributions.  This

model,  along  with  its  prescriptions  for  improving  EA re-

engineering,  can be regarded as the main contributions of

our work. The other parts of this paper include the method,

proposed model, and conclusion sections respectively.

II.METHOD

We followed the guidelines of Design Science Research

(DSR) for this study [6]. This research method focuses on

the  creation  of  scientific  knowledge  when solving  a real-

world  problem  and  developing  IT  artifacts  in  the

Information Systems (IS) domain [7]. The research output is

the  “application  of  a  new  solution  (process  model)  to  a

known problem (re-engineering EA) [8]”. 

The study began with identifying  a problem in the EA

application environment. This was the need for a model that

would guide the EA re-engineering processes.  Current EA

practices  could  provide  the  knowledge  for  the  design,

development and evaluation of EAs. However,  how to re-

engineer EAs is missing in the research. The other important

issue  was  the  solution  specification  for  this  research

problem.  Therefore,  the  acceptance  criteria  for  the

evaluation of the proposed model were defined as follows:

• The  model  was  expected  to  consider  and  reflect  the

concerns  of  stakeholders  relevant  to  EAs  during  the  re-

engineering process.

• It  should also allow the use and integration  of  tools,

techniques,  and  experiences  that  may  belong  to  other

knowledge  bases,  such  as  software  engineering  and

information systems.

The  model  was  developed  during  the  design-build-

evaluate phase, at which the critical research activities were

conducted.  This  was  also  an  iterative  and  incremental

process  with  the  generation  of  design  alternatives  [7].

However,  the  evaluation  of  the  EA  re-engineering  model

was left to the next paper because of research limitations.

III. RE-ENGINEERING AN ENTERPRISE ARCHITECTURE

A. Requirement Analysis and Specification 

Our proposed process model is given in Figure 2. EA re-

engineering starts with determining the current state of the

architecture and specifying new structural,  behavioral, and

quality  requirements  which  reflect  the  views  of  all

stakeholders.  Actually,  the  requirements  management  is  a

continuous  process  that  ensures  any  changes  to  the

requirements are handled and reflected in other phases. One

important  point  here  is  scoping  the architectural  activities

according  to  the  re-engineering  objectives,  stakeholder

concerns,  availability  of  people  and  resources.  Moreover,

these dimensions should be considered as well: (a) breadth

(the part that re-engineering efforts will deal with); (b) depth

(the level of detail that the re-engineering efforts will go);

(c)  time  period;  and  (d)  any  or  all  of  the  architecture

domains (business, data, application, technology) [9].

One issue is to know how an organization is capable of

conducting  the  EA design  and  development  processes,  as

well  as  the  re-engineering.  Capability  Maturity  Models

Fig. 2. EA Re-engineering Process Model
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(CMMs)  can  address  this  problem by  providing  effective

and  proven  methods  and  practices.  It  has  already  been

indicated that a successful EA practice needs to establish its

capabilities  in  the  management  areas,  such  as  financial,

performance,  service,  resource,  risk,  stakeholder,

configuration [9].

Another  issue during the re-engineering of  an EA is to

specify the requirements for the quality of both current and

target EAs. Several works propose different types of quality

criteria  for  EAs;  however,  the  literature  review  cannot

provide  a comprehensive  framework  or  complete  solution

[10].  Although it  is  dedicated  to software  product  quality

only,  we  believe  that  ISO  Quality  Requirements  and

Evaluation (SQuaRE) standard [11] has great  potential for

providing  the  benefits  of  defining,  measuring,  and

evaluating the quality of EAs for both an artifact and a re-

engineering  process.  Therefore,  we  adopt  the  SQuaRE

framework,  which  is  the approved series  of  standards  for

software quality. It has five divisions that cover modeling,

managing,  specifying,  measuring,  and  evaluation  of  the

quality of various software products. Its main purpose is to

guide  and  assist  people  who  acquire  or  develop  software

products with the quality requirements.

SQuaRE considers three areas as vital for assuring quality

[12]. The (a) “internal quality” which is the degree to which

static attributes of a product satisfy the stated needs. The (b)

“external quality” indicates the behavior of how the system

satisfies the needs in a testing environment. Finally, (c) the

“quality  in  use”  determines  whether  a  product  meets  the

requirements  of  the  specified  users  in  a  realistic

environment.  In  this  framework,  thus,  the  quality  in  use

depends  on  the  external  quality,  and  the  external  quality

depends on the internal quality respectively.  This standard

also  provides  different  sets  of  quality  measures,  most  of

which  can  be  used  for  EAs.  Functional  suitability,

efficiency,  compatibility,  usability,  reliability,

maintainability  are  some  of  the  measures.  Therefore,  the

quality management process  of an EA in Figure 2 can be

accomplished  by  the  SQuaRE  standards.  After  the

requirement analysis and specification, the following main

steps are taken during the EA re-engineering process:

B. Determine the Scope, Breadth and Depth of EA:

In  most  cases,  requirement  analysis  and  specifications

will  naturally  drive  the  whole  process.  However,

determining  the  scope  and  breadth  of  the  re-engineering

project is still the first and important challenge. Although a

complete EA is expected to address all of the business, data,

application,  and  technology  architecture  domains  [9],  a

single, all-inclusive, organization-wide architecture may be

too complex and resource consuming. In this case, focusing

on particular business segments, specific organizational and

quality  requirements  may  be  suggested.  For  some  cases,

creating  the  EA  as  a  federation  of  architectures  may  be

another  option,  although  it  would  bring  additional  issues,

such  as  consistency,  maintenance,  and  integration.  Also,

special care should be given to the depth of the EA, which

indicates the appropriate level of detail to be captured during

re-engineering. This level can be relevant to the extent that

the required details are included while the unnecessary ones

are excluded for the sake of usefulness and simplicity.

C. Determine  Current  State,  Reference  and  Baseline

Architectures:

An  EA  re-engineering  project  usually  results  from  the

deficiencies  of  current  EA(s)  or  new  enterprise

requirements.  However,  the  re-use  of  appropriate

architectures  existed  in  the  repository  (if  exist)  may  be

suggested. Reference architectures and architectural patterns

accepted  within the organization,  or  previous architectural

work relevant to the project outcomes may be used for the

baseline architecture descriptions.

D. Determine Target Architectures:

The  target  architecture(s)  represents  overall  and  final

descriptions of  a  future state of  the EA or its  part  that  is

being  re-engineered.  They  demonstrate  a  response  to  the

project goals and the concerns for the functional and quality

requirements of the current EA. To this end, architects can

also  make  use  of  foundation  and  common  systems

architectures  [9],  as  well  as  the  organization-specific

architectures  or  elements  that  may  be  re-usable  when

considering  the  re-engineering  objectives.  While  a

foundation  architecture  consists  of  principles  and  generic

components,  a  common  system  architecture  may  be  a

network or operation architecture, but it is still incomplete in

terms of general system functionality [9]. At a more detailed

or  specific  level,  industry  architectures,  which  reflect  the

standards and requirements specific to an industry,  can be

utilized for the specification of target EA(s).

E. Perform  Gap  Analysis  and  Determine  Transition

Architectures:

After determining the target architectures,  we conduct a

gap analysis to identify the differences between the states of

current  and  target  EAs.  Transition  Architectures  are

evolutionary  in  nature  and  converge  on  the  targets  while

describing the specifics of each increment in line with the

architecture descriptions. If the project requires a large scale

architectural  transformation,  it  is  advisable  to  address  the

issues of the EA layers to the extent that the re-engineering

objectives are met. For example, much of the focus may be

given  to  an  Enterprise  Information  System  Architecture,

which  is  composed  of  two  main  domains:  data  and

application architectures [9].

Data architecture  domain  includes  data entities used by

business  processes,  functions,  or  services,  as  well  as

showing  how  data  are  created,  stored,  reported  and

transported.  It  is  also  important  to  note  the  level  of  data

complexity,  data  migration,  and  data  integration

requirements  needed  to  support  data  exchanges  between

applications.  Therefore,  architecture  definition  documents

comprise some or all of the business, logical and physical

data models  along with the diagrams,  such as  conceptual,

logical, security, and migration.
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The other domain is Application Architecture that enables

business  architecture  and  addresses  the  stakeholder

concerns.  While  developing  this  type  of  architecture,  an

architect  can  consider  the following:  (a)  forming a list  of

applications  as  a  portfolio;  (b)  decomposing  complicated

applications  into  simplified  applications;  and  (c)  using

different  matrices  to  relate  the  application  architecture  to

corresponding  business  and  data  architectures.  How  the

applications  will  function  and  handle  the  integration,

migration,  and  operational  concerns  is  another  issue.  For

this purpose, TOGAF proposes the use of diagrams, such as

application,  use-case,  realization,  and  migration,  for  this

process [9].

F. Quality Management:

Another important issue is defining the quality attributes

of  the  target  EAs.  As  mentioned  before,  the  SQuaRE

standards provide the required guidance for reflecting on the

stated  and  implied  quality  needs.  The  focus,  therefore,

should  be  on  what  to  measure,  how  to  conduct

measurements, and how to evaluate the EA’s characteristics

influencing its quality. For example, it is possible to use the

ISO/IEC 2502n Quality  Measurement  Standards  and  their

external  and  quality-in-use  measures  for  the  EA elements

belonging to Application and Data Layer [13] though it may

not be practically possible to include all scenarios and still

conduct  the quality assurance  procedures.  Considering the

fact that different quality measures are dependent on the EA

re-engineering  goals,  the  ISO/IEC  2501n  quality  models

[12] can be tailored. The enterprise resources required for

the quality management should also be allocated according

to the project objectives.

G. Change  and  Transition  Management  While

Resolving Architectural Issues

We develop  an  implementation  and  migration  plan,  as

well  as  an architecture  road map to take into account  the

gaps between the baseline and target architectures [9]. The

migration  plan  is  a  mean  to  move  from the  baseline  and

transition  architectures  to  the  target  architectures.  The

changes  are  logically  grouped  into  work  packages  in

transition architectures, and the project team concentrates on

how  to  improve  the  EA.  The  proposed  solutions  usually

indicate  the  construction  and  specification  of  the

architectures  at  the corresponding levels of  the target  EA.

While  trying  to  ensure  conformance  with  the  target

architecture, the other re-engineering activities would be the

assessment of dependencies between EA elements, costs and

benefits, estimating the time and resource requirements and

so on.  Consequently,  the target  architectures  are deployed

and delivered as a series of EA transitions. This also enables

early realization of the expected business benefits, reflecting

on the business priorities, and thus, minimizing the possible

risks  during  the  implementation  of  an  EA  re-engineering

program.

IV. CONCLUSION

As the volume of IT and the dependency on IT increases,

so does the variety of IT management methods and tools. An

EA is an example of having a lot to do with enterprise IT

management.  It,  therefore,  has  been  gaining  popularity  in

the IS research community. The current EA practices may

provide much of the required guidelines for the design and

development of EAs; however, they are still far away from

presenting a comprehensive solution to the problems of EA

re-engineering.

In this paper, we proposed an EA re-engineering process

model  and  outlined  its  main  steps  and  components.

Additionally, we adopted a quality management framework,

not  only  for  the re-engineering  purposes,  but  also for  the

whole EA design and development processes. However, the

research  and  space  limitations  led  us  to  present  only  the

conceptual  background.  Therefore,  our  future  research

efforts will focus on the implementation and evaluation of

the proposed model in case studies for gathering empirical

evidences.
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Paweł Ziemba∗, Jarosław Wątróbski†§, Artur Karczmarczyk†, Jarosław Jankowski† and Waldemar Wolski‡

∗Department of Technology, The Jacob of Paradies University
ul. Teatralna 25, 66-400 Gorzów Wielkopolski, Poland

†West Pomeranian University of Technology in Szczecin
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Abstract—Due to high availability of e-commerce websites
providing similar services and products, the website usability be-
comes one of the most critical factors affecting online businesses’
success. Therefore, website quality and user experience evaluation
is an important research task. There are multiple methodologies
for performing the evaluation. The proposed in our earlier studies
PEQUAL methodology extends the classical eQual method by
taking into account different aspects of preference modeling
and aggregation derived from Multi-Criteria Decision Analysis
(MCDA). This paper extends the PEQUAL methodology further
by incorporating eye tracking based measurement and analysis
into the criteria set. The results of the conducted empirical
verification of proposed approach are presented.

I. INTRODUCTION

IN JANUARY 2017 out of the total world population of
7.5 billion people, 50% were Internet users and 66%

used mobile devices [1]. A growth of 482 million users, i.e.
21%, was observed among active social media users since
January 2016. According to January 2016 data [2], 79% of
UK population searched online for a product or service to
buy at least once within a 30-days period and 77% made a
purchase. In 2015, the total value of online sales in Europe
was 455 billion euro [3], compared to 131.61 billion euro in
2013 and 156.28 billion euro in 2014.

The competition in e-commerce is high. In June 2016 there
were 12 million stores online, however only 650 thousands of
them (5.4%) sold more than $1,000 per year [4]. With such
hot competition, entrepreneurs try to increase their chances
by marketing and using analytic tools [5], refactoring the
usability of the website and its assessment [6], providing
web content accessibility [7] or ascertaining credibility of
the website [8]. The credibility is the perception of being
trustworthy and believable and it can be built, among other
things, by providing great user experience and high levels of
usability and quality [8].

With such a tough competition, it is beneficial to evaluate
the websites’ quality, usability and user experience [9]. There

are multiple website and e-commerce evaluation methods,
including eQual[10], SiteQual [11], E-S-QUAL [12] to name
just a few. The methods differ in the range of possible
applications, assessment scale used, their theoretical basis,
verification of solution or minimum number of evaluators.

Since the websites quality evaluation is a multi-criteria
problem, the Multi-Criteria Decision Analysis (MCDA) meth-
ods can be used to approach it, such as TOPSIS [13] or
PROMETHEE [14] in their classic or fuzzy variants [15] [16].
Also a hybrid approach is possible that combines the classic
methods with MCDA methods, such as PEQUAL [17].

The aforementioned methods are commonly based on sur-
vey data, which causes some problems. The number of ques-
tions needs to be limited so the survey is manageable for the
respondents. Also real users from the target group should be
involved in response collecting process [10]. On the other
hand, a growing popularity of research tools based on eye
tracking can be observed. Originally they were used mainly in
medicine, however, currently we can also find studies on user
experience [18], website quality [19] and usability evaluation
[20] founded on the data collected with these tools [21].

While numerous studies based on eye tracking and survey
website evaluation can be found, the lack of integrated eye
tracking and MCDA approach is observed. Therefore, the
combination of the eye tracking tools’ results and the MCDA
methods foundations constitue an interesting research gap,
which this paper is addressing. The main objective of this
paper is to extend the PEQUAL website quality evaluation
model of the world most popular e-commerce websites by
combining the EQUAL criteria survey data with the perceptual
measurements criteria. An eye-tracking device has been used
to collect selected metrics and they have been included into
the PEQUAL method.

The paper is split into sections. Section II contains litera-
ture review. The methodological framework of the proposed
approach is presented in section III. Section IV contains
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empirical study results. The conclusions and future directions
are outlined in section V.

II. LITERATURE REVIEW

A. Website Quality, Usability and User Experience

It has been noted in [32] and [33] that the focus time span of
the average human is eight seconds. Therefore, the websites’
designers must create the websites in a manner that the user
will be able to find all sought data easily within this time.
In other terms, the website needs to be characterized by high
levels of quality, usability and user experience.

As noted in [34], the quality and usability are terms related
to each other. The ISO 9241-11:1998 standard [35] defines
usability as the "extent to which a product can be used by
specified users to achieve specified goals with effectiveness,
efficiency and satisfaction in a specified context of use", and
the ISO 25010:2011 standard [36] defines it as "the ability of
software to be in intelligible, easy to learn and use as well as
attractive to the user in specified circumstances".

The authors of [9] point out that it is beneficial to eval-
uate the quality, usability and user experience of a website.
It is especially important, considered the systems’ usability
changes over time, depending among other things on the user
preferences or software and hardware evolution [34].

The authors of [37] grouped the usability evaluation meth-
ods into five groups: user testing, inspection methods, inquiry
methods, analytical modeling and simulation methods. The
website quality evaluation methods, on the other hand, can
be split into three groups [38]: expert evaluation, user traces
analysis, interviews and surveys.

B. Classic Website Evaluation Methods

The methods employed in websites evaluation differ in the
type, quantity and structure of criteria used. However, they
often follow the same procedure, where initially the users’
thoughts are obtained by surveys or questionnaires, and later
the responses are put on a Likert scale. The actual degree of
the scale depends on the method.

The Ahn method utilizes the Technology Acceptance Model
(TAM) provided by Davis [39]. It can be used for evalu-
ation of e-banking and e-commerce. It utilizes 54 criteria
with assessment scale of 1-7. Consistency reliability of the
questionnaires is performed [40]. The SiteQual method [41]
is based on the set of 28 criteria, each assessed in the scale
of 1-9. It utilizes the SERVQUAL service quality instrument
[42] and information quality criteria to allow B2C websites
quality evaluation [11]. The E-S-QUAL [12] and E-RecS-Qual
methods evolved from the SERVQUAL technique and can be
utilized for the evaluation of e-banking and e-commerce. They
are based on two sets of 22 and 11 criteria assessed in the scale
of 1-5 [43]. The Website Attribute Evaluation System (WAES)
method [44] is intended for surveying office and organization
sites. It is an expert evaluation method of examining the
website quality. The Website Evaluation Questionnaire (WEQ)
[45] is a research-tool developed for informational websites
evaluation. It uses 18 criteria and additional 8 negative criteria

for verification. Web Portal Site Quality (WPSQ) method
[46] provides means to evaluate information portals, and the
obtained solution is then verified by a set of complex reliability
tests. The Website Quality Model (WQM) method [47] uses
the Kano quality model, in which there are three levels of
clients’ desires: essential, execution and energizing.

Last, but not least, one of the most popular websites evalua-
tion methods is the eQual method [10]. It has been successfully
used for the evaluation of e-commerce, e-government, univer-
sity websites and WAP websites. It uses 22 criteria divided into
Usability, Information Quality and Service Interaction quality
groups. The Usability group is further divided into Usability
and Design subcategories, and the Service Interaction quality
group is further divided into Trust and Empathy subcategories.

C. Eye Tracking Devices in Website Evaluation

As it was pointed out, the original area of the eye tracking
(ET) usage has been significantly expanded with new research
areas. The usability testing and user experience (UX) is one
of the current, dynamically developing environments. UX is a
concept related to usability and it is defined as "a momentary,
primarily evaluative feeling (good-bad) while interacting with
a product or service" [48]. Literature review provides a broad
overview of the use of ET in these fields. In categorizing
this area, two groups of the eye tracking applications can be
identified in the usability research:

• ET based usability studies,
• ET + surveys based approaches.

The fundamental difference between these groups is that
group II includes usability evaluation surveys either before or
after the ET study, and in the case of group I, the usability
assessment is based only on measurable factors, such as AOI
[18], TFF, FBT [22], visits and revisits [19] or the time
required to complete a given task [31]. The cited works
describe the indicated measures in detail.

When analyzing the first group (see Table I), it can be
observed that in many works, even the ET perceptual mea-
surements alone are indicated as an effective tool of website
evaluation. It is worth pointing out that the practical areas
of the research cover various practical areas of commercial
websites, such as e-commerce [18], social commerce [23],
online booking [30] or tourism [24]. The principal limitation
of these studies is, however, a relatively narrow focus of each
of them on the selected measurement aspects, e.g. in [23] the
impact of the price level, position and the presentation of the
product by a famous person on the fixation time on the website
and on the price is analyzed, while in [22] location typicality
and efficiency in finding target web objects on the homepages
was analyzed.

In the case of the second group, ET + surveys based
approaches (see Table II), the vast majority of the analyzed
works is oriented towards a wider usability or UX of the
analyzed web pages. Thus, the introduction of the survey data
into the final assessment extends the scope of the evaluation
process.
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TABLE I
EYE TRACKING USAGE IN WEBSITES EVALUATION

Ref. Application Users Aim of the research Data analysis methods and results Criteria

[18] e-commerce
websites 21

Study how the site interface affects the
end user recommendation process.

Comparison of fixation times for selected AOIs
for different structures and fixation times on

products. ANOVA analysis was used. The total
number of users who selected any product was

compared to how many users selected the
product in each interface, and from which AOI
the highest number of products was selected.

3

number of
users who

chose a
product,

average number
of products,

percentage of
products

chosen in each
AOI

[22]

online shops,
online

newspapers,
company
webpages

40
To examine the relation between location
typicality and efficiency in finding target

web objects on the homepages

Analysis of location typicality, time to first
fixation (TFF) and fixations before target
(FBT) using Wilcoxon signed-rank tests

2 TFF, FBT

[23] social
commerce 34

Analysis of the impact of the price level
and position, and the presentation of the

product by a famous person to the fixation
time on the website and on the price.

Statistical tests for the time of fixations on the
page and price, and gender comparison. 2

fixation time
on the page,
fixation time
on the price

[20]
mobile phone
manufacturers’

websites
17 Website usability analysis. ANOVA statistical analysis with the exception

of response time that was tested with Chi2 5

fixation times,
count, response
time, time of

task
completion,

spatial density
of fixations

[24] eTourism 2.0 60
Hypotheses analysis what kind of

advertising is more effective.

Statistical analysis, t test. Three separate
covariance analyses (ANCOVAs) were

computed, with gender, expert level and type
of advertisement as independent variables and

age as metric covariate.

3

time to first
fixation,
fixation

duration,
fixations before

[25] e-commerce 42

Examination how the website’s
complexity affects the user’s attention and
behavior, considering different cognitive

loads.

ANOVA analysis was used to measure website
complexity. 3

time to first
fixation,
fixation

duration, total
time

[26]
clinical

guidelines on
the Web

14
Study of the usefulness of the sites

containing medical guidelines for doctors.

Comparison of the task success evaluation to
the user experience. Overall performance of

the websites was calculated with the geometric
mean of the task execution time.

4

Additionally, it should be noted that the surveys evaluations
in the second group are often based on the methodological
patterns from the AHN or eQual group of methods (see
subsection II-B). These works have, contrarily to the ones
from the first group, a broad domain scope and include the
assessment of usability in the e-commerce [27], online banking
[28], e-government [29] or online booking systems [30].

When analyzing the methodological aspects of the works
contained in Table I and II, one should note the dominant
role of the research with strong sociological rigor (oriented
on the verification of the selected statistical hypotheses), and
as a consequence, their methodological side is based on
the statistical analysis elements, such as statistical tests or
ANOVA analyzes. However, the statistical analysis techniques
(correlation [27], covariance of variables [24] or ANOVA [25])
remain the basic research tool. Also in the case of the second
group, the sociological cognitive tone of research remains
dominant.

D. MCDA Website Evaluation Methods

Apart from the evaluation methods mentioned above, during
the literature review, endeavors at utilizing the MCDA tech-

niques for websites’ assessment can be found. The MCDA
approach is justified, since the evaluation of websites is a
multi-criteria problem, in which multiple dimensions and mea-
surements need to be considered [49]. For example, Chmielarz
broadly utilizes scoring method to assess an extensive variety
of business oriented websites [50], [51], [52]. Lee and Kozar
applied the AHP method to evaluate e-tourist and e-commerce
websites [53]. Sun and Lin used the fuzzy TOPSIS method to
evaluate e-commerce websites [15]. Del Vasto-Terrientes et al.
used the ELECTRE-III-H method on traveler websites [54].
Furthermore, hybrids of different MCDA techniques can be
used [16], [55], [56].

The literature review demonstrates that the majority of the
MCDA use surveys to collect data for the evaluations. The
weights of the criteria are commonly compared pairwise and
AHP technique is used. While most of the methods use a
predetermined set of criteria, some papers used theoretical
bases identifying the need for presenting both specific quality
measures and criteria [54], [55].

The application of the MCDA methods to the websites’ eval-
uation problems has a greater potential than just constructing
a ranking. This can be illustrated by a model of a decision
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TABLE II
EYE TRACKING COMBINED WITH SURVEYS USAGE IN WEBSITES EVALUATION

Ref. Application Users Aim of the research Data analysis methods and results Criteria

[27] e-commerce,
B2B 25

Study of the difference in perception of
B2B sites by different cultural groups.

Calculation of the correlation, to what extend
each of the 7 criteria affect the attractiveness
of the pages and comparison of two cultural

groups.

7

[28] online banking 10
Usability study of the electronic banking

login interface.

The results consisted of comparison of the
numerical data (criteria) obtained during the

study and heat maps and AOI trajectory maps.
Data obtained during the interview was

analyzed.

3

time to first
fixation,
fixation

duration, total
time

[19] e-commerce 38
Study of the impact of the presence of a
human brand element on the quality of

online shopping decisions
ANOVA statistical analysis. 4

viewers, first
view, watched
time, revisits

[9]

websites of
mobile service

providers
(telecoms)

44
Comparative evaluation of user experience

(UX) and usability.

Basic statistics. Comparison of the obtained
results of each criterion for each page (min,

max mean, median). For each value: job
completion time, time and count of fixations

since first click, time to find the target, number
of pages viewed during task execution.

3

[29] e-government
websites 9 Study of usefulness of e-government

websites.

Basic statistics of the experiment and
comparison of the results from the eye tracker

with the results from the survey after the
experiment.

3

task completion
time, fixation

duration,
fixations count

[30]
online hotel

booking
websites

16
valid

The purpose of the study was to analyze
the impact of images and the size of
selection sets on the decision-making
process of hotel reservations online.

Based on the data collected in a combined
(eye tracking and surveys) experiment,

hypotheses were statistically confirmed by
comparing the time and number of fixations.

3

task completion
time, fixation

duration,
fixations count

[31] e-commerce,
Amazon 30

The purpose of this study was to examine
the credibility of the seller and to find the

factors that influence the choice of
payment methods for online purchases.

Confirmation or denial of hypotheses using
statistics on the choice of payment method,

with each criterion. Data analysis methods: -
ANOVA for price and sales criteria in the

choice of payment method. - Fixation times in
AOI (price, sales) in different product types. -

Logistic regression to identify factors
influencing the choice of payment method.

2
task completion

time, fixation
duration

process defined by Guitouni [57], where exploitation and
recommendation stages are important steps. On the operation
stage, the analysis of the obtained solution can be performed,
such as its stability examination [58], [59] or the analysis of
the decision-makers’ preference.

As demonstrated in [17] and [43], MCDA is an effective
multi-aspect data analysis tool. However, in order to use the
MCDA methodology properly, the decision support / evalua-
tion model needs to be supplied with the complete domain data
set [60], [61], [57]. The aforementioned MCDA requirements,
along with the advantages of ET and ET + surveys approaches,
motivate the authors’ contribution to modify the approach
presented in [17] and [43] and to introduce to the evaluation
model the ET-based data.

III. METHODOLOGICAL FRAMEWORK

A. PEQUAL Methodological Foundations

The website evaluation procedure presented in this paper
is based on the PEQUAL methodology of website quality
assessment [17]. The methodology depends on the eQual and
PROMETHEE II methods. The eQual method has its foun-
dations in Quality Function Deployment. The PROMETHEE
II method is a popular MCDA method that employs pairwise
comparison and outranking flows to produce a ranking of best
decision variants [43].

Initially, pairwise comparison of the alternatives on partic-
ular criterion is considered. The preference of one alternative
over another on a criterion j can be expressed with the usage
of a preference function Pj(a, b), where a and b belong to the
A set of alternatives. For each a and b:

0 ≤ Pj(a, b) ≤ 1 (1)

Promethee methods offer six preference functions: usual
criterion, U-shape criterion, V-shape criterion, level criterion,
v-shape with indifference criterion, Gaussian criterion [14].
Next, aggregated preference index of alternatives is calculated
with formula (2).

{
π(a, b) =

∑k
j=1 Pj(a, b)wj

π(b, a) =
∑k

j=1 Pj(b, a)wj

(2)

where wj is the weight assigned to the j-th criterion.
π(a, b) ∼ 0 implies a weak and π(a, b) ∼ 1 implies a strong
global preference of a over b.

Pj(a, b), Pj(b, a), π(a, b) and π(b, a) are real numbers
without units, completely independent of the scales of the
criteria.

Subsequently, the obtained indices are used to calculate
positive and negative outranking flows with formulae (3) and
(4) [14]:
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φ+(a) =
1

n− 1

∑

x∈A

π(a, x) (3)

φ−(a) =
1

n− 1

∑

x∈A

π(x, a) (4)

The φ+(a) value represents how an alternative a is outrank-
ing other alternatives, whereas the φ−(a) value shows how the
alternative is outranked by the others.

Eventually, the net outranking flow is calculated as a dif-
ference between the positive and negative outranking flows:

φ(a) = φ+(a)− φ−(a) (5)

In the Promethee I method, two rankings are produced,
based separately on the φ+(a) and φ−(a) values. In the
Promethee II method, a single ranking is created, based
exclusively on the φ(a) value.

B. Modified PEQUAL Framework Gaze Data Analysis

To perform the empirical research, at first, the survey results
from [17] were combined with the data from a perceptual eval-
uation study. The original PEQUAL result set contained data
collected from surveys from 41 users, who were experienced
in online shopping.

The experiment result set was obtained from a group of 20
students, using an eye tracking device and GazePoint software.
The same set of 10 websites as in [17] was studied: Alibaba,
Amazon, Apple, BestBuy, eBay, Macy’s, Rakuten, Staples,
Target and Walmart. Three slides were prepared for each of
the websites:

• home page – the front page of each website, containing,
among other things, a product search form and a list of
categories;

• product page – the main page of a single product in offer,
containing a description, images and price;

• payment page – one of the last steps of the purchase
transaction, the page containing the payment method
choice.

Each slide from the total set of 30 slides was displayed to
the participants for a period of 10 seconds, with a 3 seconds
pause between slides. An area of interest (AOI) was configured
on each of the slides. On the ones presenting home pages, the
participants were given the task to locate a piece of electronic
- either smartphone or a watch. On the product page slides,
the students were supposed to locate the price. Finally, on the
payment page slides, they were asked to locate the "PayPal"
payment method.

During the experiment, the software collected the following
data:

• E1 – viewers – number of people who have visited the
configured areas of interest (AOI);

• E2 – first view [s] – time elapsed in seconds before the
area was noticed for the first time;

• E3 – watched time [s] – time spent on a given AOI,
expressed in seconds;

Fig. 1. Combined criteria hierarchy

• E4 – watched time [%] – time spent on a given AOI,
expressed in percent;

• E5 – revisitors – the number of participants who returned
to the AOI;

• E6 – revisits – number of revisits to the AOI.
Eventually, the obtained criteria E1-E6 were combined with

the PEQUAL criteria C1-C22. The resulting criteria hierarchy
is presented on Figure 1.

The results of the questionnaires from [17] and the empirical
data from the experiment were used to build a performance
table. Three scenarios were taken into consideration for the
perceptual data. In the first scenario, the data regarding the
home pages of the websites was used. In the second one, the
data from the product pages was utilized. Finally, in the third
scenario, the data from the payment pages was used.

The data in each of the scenarios was later aggregated
using the Promethee II method and rankings were generated.
In the next step, a broad graphical analysis of the received
rankings was carried out with the usage of GAIA plane. In
the third step, Promethee II and GAIA analysis was performed
on the survey data combined with the averaged perceptual
data. In the fourth step, sensitivity analysis was performed and
stability of the obtained ranking was verified. In the next step,
uncertainty analysis was performed. Finally, a comparison of
the obtained ranking to a ranking based on the Gaussian
preference function was performed. The results were compared
to the ones received in the original PEQUAL method [17] on
each step of the procedure. The presented approach is depicted
in Figure 2.

IV. RESULTS

A. Promethee II Based Analysis

In the first step of the research, the averaged values from
[17] were used along with the perceptual data to build a
performance table for the Promethee II method. For the C1-
C22 criteria, the V-shape preference function was used, with
the indifference threshold q=0 and the preference threshold
p=7 (maximum value in the 7-degree Likert scale used in the
study), to ascertain comparability of the results received.

For the E1-E6 criteria, the V-shape preference function with
indifference threshold q=0 was used as well, however, since
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Fig. 2. Website evaluation process using PEQUAL methodology combined with perceptual evaluation criteria.

the perceptual data received is expressed in various units and
scales, the preference threshold p was set for the criteria E1,
E3, E4 and E5 to the maximum possible value, for the criterion
E2 it was set to 5 seconds (a half of the slide display time),
and for the criterion E6 it was set to 10 revisits. The preference
direction for all criteria but E2 was maximized.

The weights were assigned to the criteria in a manner that
the C1-C22 set of eQual survey based criteria total weight was
50% and the E1-E6 set of gaze based criteria total weight was
50%. The weights within the C1-C22 criteria set and within
the E1-E6 criteria set were distributed equally, 2.27% for
each C criterion and 8.34% for each E criterion. The weights
distribution is presented in Table III.

For the reasons of brevity, the performance tables for sce-
narios 1-3 were merged into a single table. The Promethee II
method was applied on each of the scenarios and the resulting
rankings are presented in Table IV. The results originally
obtained in [17] are presented for reference in Table V.

It can be observed that the introduction of perceptual mea-
surements data into the analysis modified the ranking of the
websites. However, the three best websites from [17] analysis,
i.e. Apple, Amazon, eBay, are still in the group of the first five
best websites in the combined criteria rankings. Surprisingly,
the Alibaba website has dropped significantly in the new
rankings, from the fourth rank to the last four ranks in the
new rankings. It is visible, that the ranking varies depending
on the page studied in the perceptual research. The differences
might be caused by the fact that in the original study, the
surveys collected opinions about the website in general. The
perceptual evaluation, on the other hand, was performed on
three specific pages of the website. This information can be
used to find areas requiring improvement in the websites
analyzed. For example, when product or payment pages are
considered, Amazon receives the first rank. However, in the
scenario where the users where asked to locate a piece of
electronic on the home page, Amazon ranks much worse, with
5th position in the ranking. This might mean that the layout
of the home page of this website does not expose electronic
devices enough.

TABLE III
WEIGHTS ASSIGNED TO CRITERIA, GROUPS AND CLUSTERS.

Cluster of criteria Group of criteria Criterion Weight

Usability
18.2%

Usability
9.1%

C1 2.27%
C2 2.27%
C3 2.27%
C4 2.27%

Site design
9.1%

C5 2.27%
C6 2.27%
C7 2.27%
C8 2.27%

Information
quality
15.9%

Information
quality
15.9%

C9 2.27%
C10 2.27%
C11 2.27%
C12 2.27%
C13 2.27%
C14 2.27%
C15 2.27%

Service
Interaction

15.9%

Trust
9.1%

C16 2.27%
C17 2.27%
C18 2.27%
C22 2.27%

Empathy
6.8%

C19 2.27%
C20 2.27%
C21 2.27%

Perceptual
50%

Perceptual
50%

E1 8.34%
E2 8.34%
E3 8.34%
E4 8.34%
E5 8.34%
E6 8.34%

B. Graphical Analysis of Promethee II Solution

The results obtained by the Promethee II method were
additionally analyzed using the GAIA planes. Figures 3a-i
depict the scores of this analysis separately for individual
criteria, groups and clusters for each of the three analyzed
criteria.
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TABLE IV
RANKING OF WEBSITES BASED ON PROMETHEE II AND A) HOME PAGES, B) PRODUCT PAGES, C) PAYMENT PAGES, D) AVERAGE PERCEPTUAL

EVALUATION DATA (V-SHAPE PREFERENCE FUNCTION)

Website Alibaba Amazon Apple BestBuy eBay Macy’s Rakuten Staples Target Walmart

a φ -0.0899 0.0266 0.0547 0.0805 0.055 -0.063 -0.0324 -0.0157 0.0369 -0.0528
Rank 10 5 3 1 2 9 7 6 4 8

b φ -0.0369 0.0565 0.032 0.0032 0.0371 0.0123 -0.0205 0.0094 -0.0331 -0.06
Rank 9 1 3 6 2 4 7 5 8 10

c φ -0.0364 0.1136 0.0782 -0.016 0.0708 -0.0616 -0.095 0.0739 -0.1042 -0.0232
Rank 7 1 2 5 4 8 9 3 10 6

d φ -0.0543 0.0656 0.055 0.0227 0.0543 -0.0373 -0.0491 0.0222 -0.0335 -0.0456
Rank 10 1 2 4 3 7 9 5 6 8

TABLE V
RANKING OF WEBSITES BASED ON PROMETHEE II AND AVERAGE CRITERIA EVALUATIONS AS IN [17]

Website Apple Amazon eBay Alibaba Walmart Macy’s BestBuy Staples Rakuten Target
φ 0.1037 0.0822 0.0629 -0.0137 -0.0191 -0.0272 -0.0343 -0.0380 -0.0559 -0.0607

Rank 1 2 3 4 5 6 7 8 9 10

The analysis of Figure 3a shows that the criteria support
the five leading variants from ranking in Table IVa, i.e.
BestBuy, eBay, Apple, Target and Amazon, in varying degrees.
BestBuy, eBay and Target are supported by the perceptual
criteria, while Amazon and Apple are supported by the survey
criteria. The criteria E1, E5 and E2 have the highest impact
on the final ranking. No conflicts are observed between the
perceptual criteria, however, they are in strong conflict with
the criterion C11, which means that the websites which are
highly evaluated with regard to this criterion receive lower
evaluation in perceptual study. Because of the length of
the C11 criterion vector, the E3, E4 and E6 criteria would
be affected mostly. The interpretation of this fact can be
that the websites providing timely information, at the same
time introduce some distraction which reduces the length of
watching and the number of revisits in the AOI.

The analysis of Figure 3d demonstrates that most of the
criteria, survey and perceptual alike, support the three leading
websites from ranking in Table IVb. It can be observed, that
the vectors of the criteria E5 and E6, as well as of the criteria
E3 and E4, are pointing in very similar directions. This means
that receiving higher score in E5 criterion resulted in getting
higher score in E6 criterion, and similarly scoring higher in
E3 resulted in better result in E4. The C5 criterion (attractive
appearance of the website) is pointing in similar direction as
the E1 criterion, which might mean that when the website look
was more appealing, the attention of more users was attracted
to the AOI. However, the rest of the perceptual criteria are
in conflict with the criterion C5, which could mean, that the
attractive appearance of the website resulted in smaller number
of revisits, shorter watch time, as well as longer time to notice
the AOI.

When analyzing the Figure 3g, one can find out that almost
all criteria support the four leading websites from the ranking
in Table IVc. It is confirmed by the φ net outranking flow

values. The four leading websites have positive φ values,
whereas the remaining six websites have negative φ values,
which means the latter are more outranked by all the criteria.

Subsequently, an analysis of GAIA planes with groups
(Figures 3b, 3e, 3h) and clusters (Figures 3c, 3f, 3i) of
criteria was performed. All the six figures demonstrate that
the perceptual criteria are represented on the GAIA planes
by axes more-or-less orthogonal to the Service Interaction
and Usability survey criteria clusters, which means that these
criteria clusters are not related to each others in terms of
preferences.

Figures 3b, 3c, 3e, 3f show that the Information Quality
axis is less orthogonal to the Perceptual axis than the rest of
the groups and clusters on the home pages and the product
pages, which means that these clusters are expressing slightly
similar preferences. However, figures 3h and 3i show that on
the payment pages the Information Quality axis is orthogonal
to the Perceptual axis, meaning they are unrelated to each other
in terms of preferences. On the payment pages it is the Service
Interaction cluster, and, more precisely, the Trust group, that
expresses the greatest preferences’ similarity to the Perceptual
cluster.

C. Promethee II and GAIA Analysis Based on Averaged
Perceptual Data

In the next step, the perceptual data from the 3 scenarios
was averaged and only then was it combined with the survey
data. Subsequently, Promethee II analysis was performed on
the received data set. The ranking produced by this analysis is
presented in Table IVd. It differs from the rankings calculated
with the data from the separate home, product and payment
page perceptual evaluations, however Amazon, Apple and
eBay websites remain the leaders. It is worth noting, that in
the ranking based on the averaged perceptual data, these three
websites receive positions most similar to the ranks received
in the original PEQUAL ranking (Table V).
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Fig. 3. GAIA analysis for home page scenario: a) criteria, b) groups, c) clusters; product page scenario d) criteria, e) groups, f) clusters; payment page
scenario: g) criteria, h) groups, i) clusters; averaged data scenario: j) criteria, k) groups, l) clusters;

GAIA planes analysis was also performed for the new
combined data set. Figures 3j-l depict the GAIA planes
criteria, groups and criteria respectively. Figure 3j shows that
the three leading websites are supported in various degrees by
almost all criteria, both perceptual and survey. The websites
with rank 4 and 5, i.e. BestBuy and Staples, are supported
by the perceptual criteria, which explains why they advanced
from ranks 7 and 8 in the ranking based on the survey data
exclusively.

The analysis of the clusters in Figure 3l shows that when
the averaged perceptual data from the three scenarios is used,
the Service Interaction cluster is not related to the Perceptual
cluster in the terms of preferences, and the Information Quality
cluster expresses slightly similar preferences to the Perceptual
cluster. A very small conflict can be noticed between the
Usability and Perceptual clusters’ preferences. The analysis
of Figure 3k allows to observe that it is the Site Design group
of the Usability cluster that is conflicted with the Perceptual
cluster, whereas the Usability group is expressing slightly

similar preferences to the Perceptual cluster.

D. Sensitivity Analysis

Apart from GAIA analysis, sensitivity analysis of the rank-
ings, taking into account changes in weights of criteria, was
performed. Table VI presents the ranges of stability for the
weights of the criteria clusters.

It can be observed, that the stability of the ranking depends
on the perceptual data scenario chosen. The ranking based
on the payment page scenario appears to be the most stable
one, and the home page scenario ranking seems to be the
least stable one. It is important to notice, that the weight of
the Perceptual cluster criteria cannot be reduced below some
determined value.

When the results of the stability analysis are compared
to the PEQUAL’s one, it can be observed that the rankings
based on the combined criteria are more sensitive to the
weights’ changes. This might be caused by the fact that only
6 perceptual criteria were added, so a change in the weight of
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each of them results in more significant changes than in the
case of the original 22 PEQUAL criteria.

E. Uncertainty Analysis

In the subsequent step of the analysis, the influence of the
uncertainty of the partial evaluations on the sequence of the
rankings was verified. The preference function was modified to
V-shape with indifference area, where the preference threshold
p remained unchanged and the indifference threshold was set
to q=1 for the C1-C22 criteria, to remain comparable with the
PEQUAL analysis in [17], and to q=10 for E1, q=9 for E2,
q=1 for E3, q=10 for E4, q=10 for E5 and q=1 for E6. The
obtained ranking is presented in Table VII.

There was a shift in the ranking between Amazon and
Apple, also Staples received a higher rank of 2, whereas
BestBuy dropped from position 4 to position 6. This is in
contrast to the results obtained for the ranking based on survey
data only, and is probably caused by the fact that while survey
data is based on a subjective Likert scale, the perceptual data
is collected with a very high precision by the eye tracking
device.

F. Comparison to Gaussian Preference

In the final step of the analysis, the preference function
of each of the criteria was changed to a Gaussian type, with
s=3 for the criteria C1-C22, s=10 for E1 and E5, s=8 for E2,
s=5 for E3 and E6 and s=50 for E4. The resulting ranking
is presented in Table VIII. It is very similar to the ranking
obtained with the use of V-shape function with no indifference,
except the shifts on positions 1-2 and 6-7. However, the
ranking obtained with the Gaussian preference function is
much more stable, which fact is presented in Table IX.

V. CONCLUSIONS

E-commerce is one of the most important sectors of online
business. Considering the tough rivalry in the sector and
continuous evolution of software, hardware and users’ pref-
erences, it is important to perform a systematic evaluation of
e-commerce websites and their comparison to the ones owned
by the competitors.

The prior MCDA methods were based on data collected
from surveys or interviews. Some work has been done in the
area of perceptual evaluation data usage, from eye tracking
or EEG devices, in websites’ evaluation. The authors’ con-
tribution in this paper was to extend the preexistent MCDA
methods by the application of a combined survey and per-
ceptual evaluation criteria set. In the proposed approach, a
unique multistage construction of the model was realized. A
new cluster of 6 perceptual evaluation criteria was added to
the set of 22 eQual survey criteria.

An experiment was conducted to investigate the top 10
most popular e-commerce sites. Survey data from PEQUAL
[17] was used to allow comparative analysis between results
obtained by a Promethee II analysis based on survey-only
criteria and combined criteria sets. Sensitivity and uncertainty
analyses of the obtained rankings was performed. A study was

performed on the influence of the preference function chosen
on the ranking order and its stability. The GAIA analysis
allowed to examine mutual dependencies between the survey
and perceptual criteria.

The survey data allows researchers to learn about users’
subjective opinions on the evaluated websites. The perceptual
evaluation performed with the devices such as an eye tracker,
on the other hand, provides palpable, measurable data. The
extension of the survey data with the perceptual evaluation
data from particular websites’ parts, such as the home, product
or payment page, allows to create rankings of quality of those
websites with special emphasis on those parts. Nevertheless,
survey data provides a more general view of the evaluated
websites. Therefore, it is beneficial to combine the advantages
provided by the both aforementioned kinds of data.

During the research, possible areas of improvement and
future work directions were identified. It would be beneficial
to increase the diversity of the perceptual criteria combined
to the model. Also, more areas of the website could be
evaluated with the use of eye tracking devices to provide
more general metrics of the website quality. In the proposed
approach, all perceptual criteria were grouped into a single
cluster. Further research could be performed to introduce a
more comprehensive structure of the perceptual evaluation
criteria.
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pooten, and P. Vincke, Aiding decisions with multiple criteria: essays
in honor of Bernard Roy. Springer Science & Business Media, 2012,
vol. 44.

[61] B. Roy, Multicriteria methodology for decision aiding. Springer Science
& Business Media, 2013, vol. 12.

PAWEŁ ZIEMBA ET AL.: INTEGRATED APPROACH TO E-COMMERCE WEBSITES EVALUATION 1029



APPENDIX: PERFORMANCE TABLE FOR PROMETHEE II BASED ON MEAN VALUES OF CRITERION EVALUATIONS

Group of criteria Criterion Website
Alibaba Amazon Apple BestBuy eBay MacyâĂŹs Rakuten Staples Target Walmart

Usability

C1 4.902 5.610 5.683 5.000 6.024 5.049 4.976 4.927 4.854 5.049
C2 4.951 5.707 5.415 4.878 5.951 4.976 5.098 4.927 4.756 5.220
C3 5.000 5.317 5.610 5.000 5.610 4.854 4.805 4.829 4.683 4.829
C4 4.829 5.390 5.585 4.878 5.634 5.049 4.854 4.659 4.854 5.244

Site design

C5 4.829 5.024 5.976 4.341 4.683 4.707 4.268 4.512 4.220 4.927
C6 5.098 5.488 6.024 4.561 5.341 5.049 4.707 4.927 4.707 4.805
C7 4.829 5.366 5.829 4.537 4.878 4.756 4.439 4.732 4.415 4.805
C8 4.634 5.146 5.415 4.049 4.512 4.585 4.024 4.220 3.683 4.268

Information quality

C9 5.000 5.537 5.049 5.073 5.634 4.780 4.805 4.780 4.756 4.537
C10 4.902 5.537 5.902 5.098 5.683 4.902 5.024 4.805 4.902 4.805
C11 5.585 5.268 5.488 5.122 5.415 5.512 5.488 5.146 5.561 5.317
C12 4.951 5.463 5.341 5.268 5.537 4.902 4.732 4.854 5.049 4.610
C13 4.732 5.537 5.561 5.244 5.512 4.878 4.756 4.707 4.902 4.976
C14 4.854 5.488 5.171 5.098 5.220 4.634 4.659 4.854 5.024 4.488
C15 4.927 5.390 5.293 4.854 5.488 4.732 4.512 4.829 4.756 4.951

Trust

C16 4.927 5.829 5.927 4.244 5.878 4.512 4.415 4.488 4.195 4.927
C17 4.732 5.805 6.000 4.537 5.659 4.512 4.293 4.927 4.317 4.951
C18 4.732 5.610 5.805 4.707 5.561 4.659 4.390 4.780 4.220 4.902
C22 4.683 5.610 6.171 4.634 5.268 4.756 4.220 4.683 4.220 4.902

Empathy
C19 3.951 4.927 4.878 3.537 4.049 3.976 3.659 3.756 3.366 3.951
C20 3.878 4.683 4.293 3.366 3.488 3.439 3.463 3.610 3.146 3.756
C21 4.780 5.268 5.561 4.829 5.293 4.610 4.268 4.390 4.610 4.732

Home pages

E1 10 15 14 18 16 10 12 16 17 10
E2 5.210 5.00 4.64 1.85 3.27 4.41 3.35 3.91 3.32 3.65
E3 0.390 0.53 1.06 0.98 0.60 0.41 0.62 0.65 0.81 0.43
E4 3.870 5.27 10.57 9.83 6.04 4.06 6.24 6.45 8.11 4.27
E5 6 13 9 18 13 6 10 11 16 6
E6 1.800 2.50 5.10 3.40 2.50 3.80 3.10 2.50 4.90 2.80

Product pages

E1 20 20 20 20 20 20 18 18 19 20
E2 1.990 2.04 2.73 1.47 1.67 1.39 1.60 1.25 1.94 1.91
E3 2.030 2.70 3.22 2.83 1.84 2.55 2.31 3.14 1.85 0.80
E4 20.280 21.70 32.25 28.27 18.41 25.49 23.15 31.45 18.48 7.98
E5 17 19 15 18 18 19 18 18 16 16
E6 2.300 5.50 3.50 4.60 5.40 5.10 5.50 5.30 6.50 2.90

Payment pages

E1 20 20 19 20 18 17 17 20 16 20
E2 2.350 0.32 1.96 2.93 1.15 2.85 4.54 0.32 3.22 2.88
E3 0.990 3.67 2.57 2.93 3.86 0.90 2.01 4.97 0.97 1.83
E4 9.890 36.72 25.69 29.26 38.61 8.96 20.10 49.70 9.70 18.30
E5 17 20 18 18 18 14 16 20 15 18
E6 4.20 4.30 6.30 4.30 4.00 6.40 4.50 3.90 4.20 4.80
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Abstract— This study, part of an ongoing global study, aims to 

advance information society research and practice by 

examining and understanding the information and 

communication technologies (ICT) adoption in enterprises in 

the context of the sustainable information society (SIS). In this 

study, the ICT adoption is described by four components. i.e. 

outlay on ICT, information culture, ICT management, and ICT 

quality, whereas the sustainability is composed of ecological, 

economic, socio-cultural, and political sustainability. This study 

employs a quantitative approach to identify the levels of ICT 

adoption and sustainability in enterprises as well as investigate 

the correlation between these two constructs. The survey 

questionnaire was used and data collected from 394 enterprises 

were analyzed. The research findings reveal that there were 

significant statistical differences between the highest level of 

outlay on ICT and the lowest ones, namely the levels of ICT 

quality and ICT management. Moreover, the economic 

sustainability was at the highest level, whereas the lowest and 

similar levels were specific to ecological and political 

sustainability. Finally, it is investigated that the ICT quality, 

ICT management, and information culture have a significant 

impact on the sustainability, whereas the outlay on ICT does 

not have such an impact. This study advances the information 

society research and practice by measuring the ICT adoption, 

sustainability and correlation between them in the Polish 

enterprises. 

I.  INTRODUCTION 

he sustainable information society (SIS) is a new phase 

of information society development in which 

information and communication technologies (ICT) are 

becoming key enablers of sustainability [1]-[10]. 

Researchers and various organizations have explored the 

areas where the information society, sustainable 

development, and ICT come together, and identified some 

correlations between those concepts [11-17]. Overall, the 

SIS is a multidimensional concept encompassing 

environmental, economic, cultural, social, and political 

aspects, all of which could be strongly influenced by 

adopting ICT by society stakeholders, mainly enterprises, 

households, and public administration [10]. 

In general terms, enormous ICT potential for the SIS 

development can be approached from two angles: ICT as an 

industry and ICT as a tool [10]. As an industry, ICT have 

become a major economic driver in the hardware, software, 

telecommunications, and consulting services sectors. ICT as 

a tool can be used to transform and improve business, 

everyday life of people, and public governance.  

ICT used as a tool to revolutionize business is examined 

in this study. Some researchers have identified ICT as one of 

the most important tools in building sustainable business 

practices [17] and supporting the success of businesses [18]. 

It is contended that ICT enable businesses to improve 

productivity, support innovation, reduce costs, increase the 

effectiveness of processes services, enhance the efficiency of 

business decision-making, respond to customers at a faster 

rate, and acquire new customers [14], [17]. Moreover, the 

ICT adoption in enterprises can yield benefits in 

environmental preservation by increasing energy efficiency 

and equipment utilization [4] as well as it can influence 

social development by making information available to all 

society stakeholders [7].  

All these possibilities make ICT enablers of sustainability 

in several respects, i.e. environmental protection (ecological 

sustainability), economic growth (economic sustainability), 

socio-cultural development (socio-cultural sustainability), 

and governance (political sustainability) [10].  

Following an extensive review of the literature, it did not 

uncover any deep studies to identify levels of ICT adoption 

and sustainability in enterprises as well as interpret how the 

ICT adoption in enterprises improves the SIS. Moreover, 

there is a lack of research on the SIS and correlations 

between the ICT adoption and sustainable development in 

less developed European countries, which are called 

transition economies [19]. The European transition 

economies are the former Eastern Bloc countries, which, 

since the early 1990s, have been undergoing transition from 

the command economy model to the free market model. We 

can identify the leaders and the followers of the transition 

process. In the first group there are: Poland, the Czech 

Republic, Hungary, Slovakia, Slovenia, Lithuania, Latvia, 

Estonia, Croatia, Romania and Bulgaria. The second group 

includes Belarus, Russia, Georgia, Moldova, Ukraine, Serbia 

and Montenegro. 

In light of the above limitations, this paper focuses on 

exploring the ICT adoption and sustainability in enterprises. 

Its aims are to identify the levels of ICT adoption and 

sustainability in enterprises, and investigate the correlation 

between the two constructs. 

The paper is structured as follows. Section I is an 

introduction to the subject. Section II states the theoretical 

background of ICT adoption and sustainability, and poses 

research questions. Section III describes the research 
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methodology. Section IV presents the research findings on 

the levels of ICT adoption and sustainability in enterprises, 

and the correlations between the ICT adoption and 

sustainability. Section V provides the study’s contributions, 

implications, and limitations as well as considerations for 

future investigative work.  

II.  THEORETICAL BACKGROUND AND RESEARCH QUESTION 

A. The ICT adoption  

ICT are defined as a diverse set of software and hardware, 

to perform together various functions of information 

creation, storing, processing, preservation and delivery, in a 

growing diversity of ways [20]. Based on works about the 

adoption and implementation of enterprise’s information 

system, the adoption of ICT can be defined as ICT design, 

implementation, stabilization, and continuous improvement 

[21]. In this study, ICT adoption is understood as the whole 

spectrum of activities from the period when enterprises 

justify the need for adopting ICT until the period when 

enterprises experience the full potential of ICT and derive 

benefits from them [22].  

Based on a stream of research, Ziemba [22] advanced 

a model, which categorized the adoption of ICT into four 

components: outlay on ICT (Out), information culture (Cul), 

ICT management (Man), and ICT quality (Qua). The 

component of outlay on ICT included the enterprises’ 
financial capabilities and expenditure on the ICT adoption, 

as well as funding acquired by enterprises from the European 

funds. The information culture component embraced digital 

and socio-cultural competences of enterprises’ employees 

and managers, constant improvement of these competences, 

personal mastery, and incentive systems encouraging 

employees to adopt ICT. The ICT management component 

comprised of the alignment between business and ICT, top 

management support for ICT projects in the entire ICT 

adoption lifecycle, implementation of law regulations 

associated with the ICT adoption, regulations on ICT and 

information security and protection. The ICT quality 

component consisted of the quality and security of back- and 

front-office information systems, quality of hardware, 

maturity of e-services, and adoption of ERP and BI systems. 

See Table 1 for the description of each ICT adoption 

component. The construct asserted that the four components 

were interrelated and critical to the design of the ICT 

adoption in enterprises in the context of the SIS. 

B. The sustainability 

The definition of sustainable development [23] was, in 

this paper, taken as a basis for the conceptualization and 

operationalization of sustainability. According to Schauer 

[7], sustainable development has four dimensions which are 

ecological, social, economic and cultural sustainability. In a 

further study, Ziemba [22] proposed an expanded 

sustainability which included four sustainability components, 

i.e. ecological, economic, socio-cultural, and political. 

Regarding businesses, the sustainability components are 

[22]:   

TABLE I. 

PRIMARY VARIABLES OF ICT ADOPTION AND SUSTAINABILITY CONSTRUCTS  

Primary variables of the ICT adoption construct 
Primary variables of the sustainability 

construct 

Out1 Financial capabilities  Man16 ICT project team  Ecl1 Sustainability in ICT 

Out2 Expenditure on ICT Man17 Top management support Ecl2 Sustainability by ICT 

Out3 
Funding acquired from the European 

funds  
Man18 Management concepts adoption Eco3 Cost reduction  

Cul4 Managers’ ICT competences Man19 Information security regulations  Eco4 Sales growth 

Cul5 Employees’ ICT competences Man20 ICT regulations  Eco5 Product development 

Cul6 Managers’ permanent education  Man21 ICT public project  Eco6 Effective and efficient management  

Cul7 Employees’ permanent education  Man22 Competitive ICT market  Eco7 
Effective and efficient customer 

service  

Cul8 Employees’ personal mastery  Qua23 ICT infrastructure quality Eco8 Effective and efficient work  

Cul9 
Managers’ socio-cultural 

competences  
Qua24 Back-office system quality Eco9 

Acquiring new customers and 

markets 

Cul10 
Employees’ socio-cultural 

competences  
Qua25 Front-office system quality Eco10 

Increasing customer 

satisfaction/loyalty 

Cul11 Employees’ creativity Qua26 Back-office system security Soc11 Competence extension  

Cul12 Incentive systems Qua27 Front-office system security  Soc12 Working environment improvement  

Man13 
Alignment between business 

strategy and ICT 
Qua28 E-service maturity levels  Soc13 Increasing security 

Man14 Supporting business models by ICT Qua29 ERP adoption Soc14 Reducing social exclusion  

Man15 ICT management procedure Qua30 BI adoption  Pol15 E-democracy 

--- --- --- --- Pol16 E-public services 

Source: on the basis of [22]. 
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 Ecological sustainability (Ecl) is the ability of 

enterprises to maintain rates of renewable resource 

harvest, pollution creation, and non-renewable 

resource depletion by means of conservation and 

proper use of air, water, and land resources [24], 

[25];  

 Economic sustainability (Eco) of enterprises means 

that enterprises can gain competitive edge, increase 

their market share, and boost shareholder value by 

adopting sustainable practices and models. Among 

the core drivers of a business case for sustainability 

are: cost and cost reduction, sales and profit margin, 

reputation and brand value, innovative capabilities 

[14], [15];  

 Socio-cultural sustainability (Soc) is based on the 

socio-cultural aspects that need to be sustained, e.g. 

trust, common meaning, diversity as well as capacity 

for learning and capacity for self-organization [26]. 

It is seen as dependent on social networks, making 

community contributions, creating a sense of place 

and offering community stability and security [27], 

[28]; and 

 Political sustainability (Pol) must rest on the basic 

values of democracy and effective appropriation of 

all rights. It is related to the engagement of 

enterprises in creating democratic society [28].  

Table 1 presents the description of each sustainability 

component.  

C. Correlations between ICT adoption and sustainability 

Some studies show that ICT adoption affects the 

sustainable development. Schauer [7] stated that ICT can 

contribute to the sustainable development, especially to 

ecological, social, cultural, and economic sustainability. 

Hilty and others asserted that information systems can 

facilitate the sustainable development by creating the kind of 

economic activity that harmonizes nature with human and 

social welfare in the long term [29]. Johnston referred to the 

ICT impact on the SIS, pointing out to the need for “greater 
synergy between RTD (research and technology 

development), regulation and deployment actions; greater 

investment in more effective public services, notably for 

health care and education, as well as for administrations; and 

more active promotion of ‘eco-efficient’ technologies and 
their use” [30, p. 203].  

Curry and Donnellan [12] proposed the Sustainable ICT 

Capability Maturity Framework (SICT-CMF). The 

framework provides a comprehensive value-based model for 

organizing, evaluating, planning, and managing sustainable 

ICT capabilities. Using the framework, organizations can 

assess the maturity of their SICT capability and 

systematically improve capabilities in a measurable way to 

meet the sustainability objectives including reducing 

environmental impacts and increasing profitability. 

However, the SICT-CMF goes beyond ICT to encompass 

other factors such as alignment with corporate sustainability 

strategy, project planning, developing expertise, culture, and 

governance. 

D. Research questions 

According to Ziemba [22], the SIS is a multidimensional 

concept encompassing two constructs: the ICT adoption and 

sustainability, as well as correlations between them. The 

sustainability construct embracing the environmental, 

economic, socio-cultural, and political sustainability can be 

strongly influenced by the ICT adoption consisting of the 

outlay on ICT, information culture, ICT management, and 

ICT quality. 

In the previous study Ziemba [22] assessed the quality of 

the two constructs by examining the construct reliability 

[31], convergent validity [32], [33], and discriminant validity 

[32], [34]. The following measures were calculated: the 

loadings of each item of each component, composite 

reliability (CR) of all components, average variance 

extracted (AVE) of all components, Cronabch’s Alpha of all 
components, correlations between the components, the 

square root of AVE for each component. Overall, the results 

successfully established the reliability, convergent validity, 

and discriminant validity of the proposed constructs and their 

components [22].  

The present study examines the SIS in the context of 

Polish enterprises and focuses on addressing the following 

research question: 

RQ1: What is the level of ICT adoption in Polish 

enterprises? 

RQ2: What is the level of sustainability in Polish 

enterprises? 

RQ3: How does the ICT adoption influence the 

sustainability in Polish enterprises?  

III. RESEARCH METHODOLOGY 

A. Research instrument  

The Likert-type instrument (questionnaire) was developed 

that consisted of two SIS constructs: the ICT adoption and 

sustainability. The task of respondents was to assess the 

primary variables describing: 

 The four components of the ICT adoption construct, 

i.e. outlay on ICT (Out), information culture (Cul), 

ICT management (Man), and ICT quality (Qua) 

(Table 1). The respondents answered the question: 

Using a scale of 1 to 5, state to what extent do you 

agree that the following situations and phenomena 

result in the efficient and effective ICT adoption in 

your enterprise? The scale’s descriptions were: 5 – 

strongly agree, 4 – rather agree, 3 – neither agree nor 

disagree, 2 – rather disagree, 1 – strongly disagree; 

and 

 The four components of the sustainability construct, 

i.e. ecological (Ecl), economic (Eco), socio-cultural 

(Soc), and political sustainability (Pol) (see Table 1). 
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The respondents answered the question: Using a 

scale of 1 to 5, evaluate the following benefits for 

your enterprise resulting from the efficient and 

effective ICT adoption? The scale’s descriptions 
were: 5 – strongly large, 4 – rather large, 3 – neither 

large nor disagree, 2 – rather small, 1 – strongly 

small. 

B. Research subjects and procedures 

In April 2016, the pilot study was conducted to verify the 

survey questionnaire. Ten experts participated in the study, 

i.e. five researchers in business informatics and five 

managers from five enterprises – leaders in the ICT 

application. Finishing touches were put into the 

questionnaire, especially of a formal and technical nature. 

No substantive amendments were required. 

The subjects in the study were enterprises from the 

Silesian Province in Poland. The choice of this region was 

driven by the fact of its continuous and creative 

transformations related to restructuring and reducing the role 

of heavy industry in the development of research and 

science, supporting innovation, using know-how and 

transferring new technologies, as well as increasing 

importance of services. In response to the changing socio-

economic and technological environment intensive work on 

the development of the information society has been 

undertaken in the region for several years. In the next 

development strategies of the information society it was and 

is assumed that the potential of the region, especially in the 

design, provision and use of advanced information and 

communication technologies will be increased [35]. All this 

means that the results of this research can be reflected in 

innovative efforts to build a sustainable information society 

in the region and, at the same time, constitute a modus 

operandi for other regions throughout the country and other 

countries. 

 Selecting a sample is a fundamental element of a 

positivistic study [36]. The stratified sampling and snowball 

sampling were therefore used to obtain the sample that can 

be taken to be true for the whole population. The following 

strata were identified based on enterprise’s size (defined in 
terms of the number of employees).  

The subjects were advised that their participation in 

completing the survey was voluntary. At the same time, they 

were assured anonymity and guaranteed that their responses 

would be kept confidential. 

C. Data collection 

Having applied the Computer Assisted Web Interview and 

employed the SurveyMonkey platform, the survey 

questionnaire was uploaded to the website. The data were 

collected during a two-month period of intense work, 

between 12 May 2016 and 12 July 2016. After screening the 

responses and excluding outliers, there was a final sample of 

394 usable, correct, and complete responses. The sample 

ensured that the error margin for the 97% confidence interval 

was 5%.  

Table 2 provides details about enterprise’s size, type of 

the business activities, and economy sector. 

D. Data analysis 

The data was stored in Microsoft Excel format. Using 

Statistica package and Microsoft Excel, and analyzed in two 

stages. The first stage assessed the levels of the ICT adoption 

and sustainability construct, and the second stage examined 

the significance of construct correlations and provided 

regression analysis. 

In the first stage, the descriptive statistical analysis was 

employed to describe the levels of the ICT adoption and 

sustainability in enterprises. The following statistics were 

calculated: mean, median (MDN), first quartile (Q25), third 

quartile (Q75), mode, variance (VAR), standard deviation 

(SD), coefficient of variation (CV), skewness (SK), and 

coefficient of kurtosis (CK). Additionally, the analysis of 

variance (Anova Kruskala-Wallisa) was used to determine if 

there were statistically significant differences between 

distributions of scores for the ICT adoption components and 

sustainability components.  

In the second stage, the correlation and regression analysis 

[37] were used to estimate the correlations between a 

dependent variable and one or more independent variables. 

The coefficient of determination, denoted R^2 and advanced 

R^2, determines the productiveness of the proposed 

theoretical model. Falk and Miller [38] recommended that 

TABLE II. 

ANALYSIS OF ENTERPRISES PROFILES (N=394) 

Characteristics  Frequency Percentage 

Number of employees   

250 and above (large) 78 19.80% 

50–249 (medium) 83 21.07% 

10–49 (small) 122 30.96% 

less than 10 (micro) 111 28.17% 

Economy sector   

I sector – producing raw material and 

basic foods  
27  6.85% 

II sector – manufacturing, processing, 

and construction 
83 21.07% 

III sector – providing services to the 

general population and to 

businesses 

238 60.40% 

IV sector – including intellectual   

 activities 
46 11.68% 

Business activities   

ICT (manufacturing, trade, services) 136 34.52% 

No ICT 258 65.48% 

Source: own elaboration. 
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R^2 values should be equal to or greater than 0.10 in order 

to be deemed adequate for the variance explained of a 

particular endogenous components (sub-constructs).  

IV. RESEARCH FINDINGS 

A. The level of ICT adoption in enterprises  

In order to answer the research question RQ1: What is the 

level of ICT adoption in Polish enterprises?, a detailed 

descriptive analysis was conducted. The results are presented 

in Table 3.  

It has been found that the average levels of ICT adoption 

components ranged from 3.58 to 3.78 (on a 5-point scale 

from 1.00 to 5.00). Median values were in the range between 

3.60 and 4.00. On average, the level of outlay on ICT was 

the highest, followed by the level of information culture. The 

levels of ICT management and ICT quality were the lowest. 

The levels of the ICT adoption components were above their 

average levels in most enterprises.  

The values of h-Kruskala-Wallisa H(3, N=1576)=17.980 

and p = 0.000) and Chi-square statistic (Chi-square = 6.669, 

df = 3, p = 0.083), and finally post-hoc analysis confirmed 

significant differences between the distribution of scores for 

the ICT outlay and the distributions of scores for the ICT 

management (p = 0.001) and ICT quality (p =0.008).  

B. The level of sustainability in enterprises  

In order to answer the research question RQ1: What is the 

level of sustainability in Polish enterprises?, a detailed 

descriptive analysis was conducted. The results are presented 

in Table 3.  

It has been found that the average levels of sustainability 

components ranged from 3.44 to 3.68 (on a 5-point scale 

from 1.00 to 5.00). Median values were in the range between 

3.50 and 3.75. On average, the level of economic 

sustainability was the highest, whereas the levels of 

ecological and political sustainability were the lowest. The 

levels of the sustainability components were above their 

average levels in most enterprises.  

The values of h-Kruskala-Wallisa (H(3, N=1576)=13.731, 

p=0.003) and (Chi-square=9.369, df=3, p=0.025), and 

finally post-hoc analysis confirmed significant differences 

between the distributions of scores for the economic 

sustainability and the distributions of scores for the 

ecological (p=0.009) and political (p=0.010) sustainability.  

C. The contribution of ICT adoption to sustainability 

 Table 4 shows the results of the correlations between:  

 the ICT adoption components and the components of 

the sustainability; and 

 the ICT adoption components and the total 

sustainability construct (Y).   

The correlation coefficients for the components of ICT 

adoption and the components of sustainability were 

significantly different from zero (p = 0.000 < 0.05 = α), with 

the exception of one correlation between the outlay on ICT 

and the political sustainability (p = 0.184). In all cases there 

was a positive linear correlation. In addition, all components 

of the ICT adoption construct had a significant association 

TABLE IV. 

CORRELATIONS AMONG COMPONENTS OF ICT ADOPTION AND THE 

TOTAL SUSTAINABILITY AND ITS COMPONENTS 

Components Ecl Eco Soc Pol Y 

Out 
0.317 0.350 0.355 

0.256 

p=0.184 
0.395 

Cul 0.402 0.529 0.527 0.337 0.572 

Man 0.438 0.596 0.604 0.442 0.656 

Qua 0.503 0.603 0.616 0.398 0.667 

Source: own elaboration. 

TABLE III. 

THE LEVELS OF ICT ADOPTION AND SUSTAINABILITY IN ENTERPRISES  

Component Mean Q25 MDN Q75 VAR SD CV in % SK CK 

ICT adoption components  

Out 3.78 3.33 4.00 4.33 0.71 0.84 22.33 -0.78 0.35 

Cul 3.71 3.22 3.78 4.33 0.57 0.75 20.32 -0.46 -0.35 

Man 3.58 3.10 3.60 4.20 0.62 0.79 22.07 -0.55 -0.17 

Qua 3.60 3.00 3.75 4.25 0.74 0.86 23.95 -0.56 -0.22 

Sustainability components 

Ecl 3.44 3.00 3.50 4.00 1.03 1.01 29.48 -0.40 -0.58 

Eco 3.68 3.25 3.75 4.25 0.62 0.79 21.38 -0.78 0.65 

Soc 3.51 3.00 3.75 4.25 0.78 0.88 25.14 -0.46 -0.35 

Pol 3.44 3.00 3.50 4.00 1.02 1.01 29.41 -0.47 -0.47 

Source: own elaboration. 
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with the total sustainability construct (Y). The ICT 

management and ICT quality were correlated strongly with 

the sustainability. The moderate correlation was between the 

information culture and the sustainability, whereas there was 

a weak correlation between the outlay on ICT and the 

sustainability.    

The correlations analysis was sought into the linear 

regression. In the first step of building the regression model, 

the following results were established. For the component of 

outlay on ICT, p-value (p = 0.557) was higher than the 

accepted level of significance (α = 0.05). There is not 

enough evidence at the 0.05 significance level to conclude 

that there is a linear relationship between the level of outlay 

on ICT and the level of sustainability in the examined 

population. Therefore, this component was removed from the 

regression model and then the correct model was received. 

The results of estimations are presented in Table 5. 

Three components of the ICT adoption construct, i.e. the 

information culture, ICT management, and ICT quality 

explained 50% of the variance in the sustainability 

(F3.390=131.98; p<0.0000). These components predicted 

the sustainability significantly well. The examination of 

coefficients indicated that the components had a positive 

significant impact on the sustainability. The effects of the 

ICT quality and ICT management were stronger than of the 

information culture.  

Then, the relationship between the ICT adoption and 

sustainability in the information society may be written: 

 
Ŷ = 1.037 + 0.161*Cul + 0.232*Man+ 0.311*Qua 

 

where: 

Ŷp – the theoretical level of sustainability in the information 

society in the context of enterprises, including balancing 

ecological, economic, socio-cultural, and political 

sustainability; 

Cul – the level of information culture in enterprises; 

Man – the level of ICT management in enterprises; and 

Qua – the level of ICT quality in enterprises. 

Generally, the estimated model is correct and there is no 

reason to reject it. It allows understanding of the ICT 

adoption contribution to the sustainability of the information 

society in the context of enterprises. It gives an answer to the 

question – whether the growth in levels of outlay on ICT, 

information culture, ICT management, and ICT quality in 

enterprises determines an increase in the level of 

sustainability of the information society. The above results 

successfully established the significant and positive 

contribution of information culture, ICT management, and 

ICT quality to the sustainability in the SIS. 

V. CONCLUSIONS 

A. Research contribution 

This work contributes to existing research on the SIS, in 

particular the contribution of ICT adoption to the 

sustainability by: 

 indicating and describing the level of ICT adoption 

in enterprises, especially the levels of the outlay on 

ICT, information culture, ICT management, and ICT 

quality; 

 indicating and describing the level of sustainability in 

enterprises, especially the levels of ecological, 

economic, socio-cultural, and political sustainability; 

and 

 investigating how the ICT adoption in enterprises, 

i.e. the outlay on ICT, information culture, ICT 

management, and ICT quality contribute to the 

sustainability comprising its four types, i.e. 

ecological, economic, socio-cultural, and political. 

Firstly, this study indicated significant statistical 

differences in the level of outlay on ICT and the levels of 

ICT quality and ICT management in the Polish surveyed 

enterprises. On average, the outlay on ICT was at the highest 

level, whereas the lowest and similar levels were specific to 

ICT management and ICT quality. It means that enterprises 

should improve ICT management and ICT quality. 

Secondly, the outcomes showed significant statistical 

differences in the level of economic sustainability and the 

levels of ecological and political sustainability in the Polish 

surveyed enterprises. On average, the economic 

sustainability was at the highest level, whereas the lowest 

and similar levels were specific to ecological and political 

sustainability. It means that enterprises reap more economic 

benefits than ecological and political benefits from adopting 

ICT.  

Thirdly, it was indicated that the information culture, ICT 

management, and ICT quality significantly and positively 

contribute to the sustainability in the SIS. However, the 

effects of the ICT quality and ICT management were 

stronger than of the information culture.  

With regard to the presented results, it is reasonable to 

conclude that this study expands the existing research on the 

SIS provided by Schauer [7], Fuchs [1], [2], Hilty et al. [4], 

[5], Guillemette, Paré [14, [15], and Curry and Donnellan 

[12], [13]. 

B. Research implication for research and practice 

The research findings of this study can be used by scholars 

to improve and expand the research on the SIS. Researchers 

may use the proposed methodology to do similar analyses 

with different sample groups in other countries, and many 

comparisons between different countries can be drawn. 

Moreover, the methodology constitutes a very 

comprehensive basis for identifying the levels of ICT 

adoption and sustainability, as well as the correlations 
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between the two constructs, but researchers may develop, 

verify and improve this methodology and its implementation. 

This study offers several implications for enterprises. 

They may find the results appealing and useful in enhancing 

the adoption of ICT, experiencing the full potential of ICT 

and deriving various benefits from the ICT adoption. The 

findings suggest some framework comprising various kinds 

of benefits like ecological, economic, socio-cultural, and 

political that can be obtained thanks to the ICT adoption. In 

addition, they recommend some guidelines on how to 

effectively and efficiently adopt ICT in order to obtain those 

benefits. It is evident from the findings that enterprises 

should pay utmost attention to the improvement of 

information culture, ICT management, and ICT quality. In 

particular, this research can be largely useful for the 

transition economies in Central and Eastern Europe. This is 

because the countries are similar with regard to analogous 

geopolitical situation, their joint history, traditions, culture 

and values, the quality of ICT infrastructure, as well as 

building democratic state structures and a free-market 

economy, and participating in the European integration 

process.  

All in all, the research results might provide a partial 

explanation to the issue of how enterprises can participate in 

the creation of sustainable development and sustainable 

information society.  

C. Research limitations and future works 

As with many other studies, this study has its limitations. 

First, the ICT adoption and sustainability constructs are new 

constructs that have yet to be further explored and exposed 

to repeated empirical validation. Second, the sample 

included Polish enterprises only, especially from the Silesian 

Province. The study sample precludes statistical 

generalization of the results from Silesian enterprises to 

Polish enterprises. However, early research into the success 

factors for and the level of adopting ICT in Poland [39] 

indicated that there is no difference between Silesian 

enterprises and other Polish enterprises. Therefore, these 

research findings cannot be limited only to the Silesian 

enterprises and can be generalized to Polish enterprises. 

After all, caution should be taken when generalizing the 

findings to other regions and countries. Finally, the research 

subjects were limited to enterprises and it is therefore only 

the viewpoint of enterprises toward the ICT adoption for 

achieving the sustainability in the information society. 

Caution should be taken when generalizing the findings to 

the SIS.  

Additional research must be performed to better 

understand the SIS, the ICT adoption and sustainability 

construct, and the correlations between the ICT adoption and 

sustainability. First, the further validation of the levels of 

ICT adoption and sustainability should be carried out for a 

larger sample comprising enterprises from different Polish 

provinces. Second, the methodology of the ICT adoption, 

sustainability, and SIS measurement should be explored in 

greater depth. A composite index for the SIS with sub-

indexes of ICT adoption and sustainability in enterprises 

should be explored. 
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 Abstract — Building systems designed to support business 

processes and knowledge management requires the 

development of methods facilitating the integration of both 

these approaches. In order to use organisational knowledge 

during performing business processes, it is necessary to 

define the business process that will be supported and the 

scope of knowledge that will be used, as well as developing 

the architecture of the system that will provide codified 

knowledge. These issues have been addressed by the theories 

and application example presented in this paper. The aim of 

the paper is to show a developed methodology for the 

process of building business process oriented autopoietic 

knowledge management support systems.  

I. INTRODUCTION 

Integration of knowledge management systems and an 

organisation's business processes is one of key aspects of 

managing an organisation's knowledge [1], [2], [3], [4]. In 

order to facilitate the performance of processes, it is 

necessary to build IT solutions which, on the one hand, 

support the performance of a business process, while on the 

other hand, provide the user with the necessary knowledge 

that aids them in their activity or even substitute them in 

decision-making. As indicated by research by Al-Mabrouk 

[5] and Choy Chong [6], IT technologies are one of key 

factors of successful use of KM in organisations. At the same 

time, research by Akhavan et al. [7] pointed out that the most 

important key factors of successful implementation of KM 

are the aspects of knowledge sharing and knowledge storage. 

Therefore, it is important to search for methods for building 

IT solutions which will support the process of making 

organisational knowledge available and storing it.  

The author's earlier research [8], [9], [10], [11] has shown 

that the theory of software agent societies and its use in 

knowledge-based organisations requires a separate view of 

the characteristics of multi-agent systems. Especially in the 

area of the application of methods for knowledge 

representation in such systems and possibilities of using 

autopoietic solutions to support the different stages of the 

life cycle of the process of knowledge management [8], [12]. 

                                                           
 

Research into the methodologies used in designing multi-

agent systems [13] indicated a range of features that should 

be considered in the context of building agent societies 

designed to be used in knowledge-based organisations. Such 

methodologies should enable: 

 

 Identification of agents' roles in the system and their 

assignment to individual entities.  

 Definition of agents' objectives and tasks. 

 Definition of agents' convictions and knowledge. 

 Specification of the content of agents' 

communication. 

 Definition of the architecture of agents. 

 Specification of the system's architecture. 

 Identification of the system's functionality. 

 Conceptualisation of the project's field.  

 Definition of the organisation's ontology/social 

relations in the organisation. 

 Definition of the environment of the agent society. 

 Definition of the environment's resources. 

 Mechanism of an agent's interaction with its 

environment. 

 

Conducted research [13], [14] found out gaps in the 

methodologies for supporting design of multi-agent systems 

considered in the context of agent societies in the area of 

their application for supporting knowledge-based 

organisations. The author’s current research aims to define 

the possibilities of using the theory of software agent society 

in building a business process oriented autopoietic 

knowledge management support system [15], [16]. One of 

the aspects of creating autopoietic systems to support the 

integration of business processes and knowledge 

management is the methodological aspect of the 

development of such systems [27], which is addressed in the 

paper. 

The aim of the paper is to present the developed 

methodology for the process of building business process 

oriented autopoietic knowledge management support systems 

designed to facilitate an auditor's activities. Chapter 2 will 

present theoretical elements connected with these issues. 

Example of designing a business process oriented autopoietic 

knowledge management support system.  
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Chapter 3 will contain the assumptions of the developed 

methodology. Chapter 4 will discuss an example of its 

application in the area of personal data protection. The 

summary will feature the diagnosed advantages and 

disadvantages of the proposed approach.  

II. PROBLEM. INTEGRATION OF BUSINESS PROCESSS AND 

KNOWLEDGE MANGEMENT  

 

Integration of business processes and knowledge 

management systems as part of a system being developed 

may refer to the process of the performance of a task 

undertaken in a business process or support for a decision-

maker participating in the process. This paper will address 

the latter issue. As was pointed out by Bitkowska [17], a 

knowledge management system can be divided into four sub-

systems: 

 

 databases – which refer to data access and knowledge 

sharing. 

 organizational language – which allows the terms 

used in an organisation to be understood. 

 network links - which enable access to information 

and knowledge within an organisation and beyond.  

 transfer - which enables transfer of knowledge 

between individuals.  

 

From the perspective of integration of KM and BPM, 

these sub-systems have to be subject to contextual 

integration as part of business processes in which they will 

be used. For that purpose, it is necessary to develop IT 

solutions designed to support such processes. 

In terms of the use of Business Process Management in 

Knowledge Management, the following postulates of this 

approach can be formulated [18]:  

 

 business processes, if modelled and captured in 

business process repository, are a part of codified 

intellectual capital of the organization, 

 knowledge processes in an organisation should be a 

part of business process repository, 

 business process repository could be used for 

knowledge creation, sharing and distribution. 

 

In terms of the support for participants of a business 

process, it is reasonable to separate the system's elements 

that are responsible for the implementation of a process, its 

flows and orchestration from analytical systems that support 

decision-making processes [19]. This makes it necessary to 

build integrating solutions which, apart from linking 

organisational knowledge as part of business processes, will 

be able to autonomously process and provide decision-

makers with knowledge that is necessary for performing 

tasks they undertake. One of the postulated elements that 

integrate BPM and KM is the aspect of knowledge 

codification, which should be ensured by such systems. In 

this case, problems that can be solved by such systems 

(against the background of integration of Business 

Intelligence and KM) include [20]: 

 

 lack of support in defining business rules for getting 

proactive information and support in consulting in the 

process of decision making, 

 lack of a semantic layer describing relations between 

different economic topics, 

 lack of support in presenting the information of 

different users (employees) and their individual 

needs, 

 difficulty in rapidly modifying existing databases and 

data warehouses in the case of new analytic 

requirements. 

 

The above-indicated issues refer to the aspect of the 

integration of BPM and KM, but are not the only ones in the 

context discussed in this paper. The problem that appears 

during the design of systems discussed in this paper is 

specification of business processes and knowledge resources, 

as well as translating the defined elements of the system into 

the application of an IT system designed to support a 

decision-maker’s actions. The definition of organisational 

knowledge resources in the form of knowledge portals forces 

a decision-maker to search for specific knowledge needed to 

perform their tasks. On top of that, part of organisational 

knowledge can be scattered in the organisation, and tasks 

will take more time to perform. It is thus reasonable to 

support the process of integration of organisational 

knowledge as part of the tasks of business processes 

performed by decision-makers and to facilitate the methods 

for building IT systems that aid adaptation of knowledge to 

process participants. 

Notations designed to support business process modelling, 

such as ARIS [21], BPMN [22] or IDEF0 [23], do not 

provide ready solutions that specify what knowledge will be 

provided to a decision-maker during their tasks, its sources 

or specification. This problem may be solved by using e.g. 

the KMDL (Knowledge Modelling and Description 

Language) language [24], but such solution in the case of 

business analysts requires the use of a new notation when 

business processes in a company are already documented by 

means of business process-oriented notations. When a new 

design notation is used, all the elements of a process have to 

be mapped to new artefacts. Another problem that appears is 

specification of knowledge resources. Applied notations 

usually define their own artefacts describing organisational 

knowledge without clear indication of how they are codified 

in the IT system. This results in inconsistency between the 

definition of knowledge resources in the design and their 

actual implementation in the IT system. Often, proposed 

design notations do not address the issues of standards for 

specification of knowledge resources, defined e.g. by W3C 
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organisation, which indicate what the structure of the 

ontology describing knowledge resources should look like.    

Specification of knowledge resources based on proprietary 

sets of artefacts does not allow for their direct translation 

into available standards for knowledge codification. By 

using standards for describing knowledge resources in the 

form of ontology description languages OWL, OWL 2, RDF 

or RDFS, it will be possible to use the developed ontology 

again in another project and organisation. This is possible 

thanks to semantic description of the meanings of the terms 

used in ontologies.   

Another aspect is semantic identifiability of the terms used 

during the design of knowledge resources by a knowledge 

engineer, which would make it possible to use the ontology 

for designing purposes (interpretable by the IT system being 

designed and by process participants) and for the purpose of 

system implementation. It would allow a once prepared 

definition of knowledge resources to be an element of design 

specification, an element of the system being implemented 

and to be used to integrate an organisation's knowledge 

resources with other ontologies.    

The literature offers [25], [26] a range of studies which 

define how knowledge is codified based on ontology 

description languages. The main types of ontology include 

core, upper-level, domain, task, and application ontologies. 

The example presented further in the paper represents 

domain ontology with elements of application ontology. 

It can be concluded that in terms of integration of business 

processes as part of knowledge management systems, it is 

necessary to create solutions that ensure:  

 

 The use of generally accepted standards for 

describing an organisation's business processes, which 

will allow already operating organisations with 

diagnosed business processes to easily integrate the 

knowledge management system as part of employees' 

tasks.    

 The use of standardised descriptions of an 

organisation's knowledge resources in the form of 

ontologies and ontology description languages and 

possibilities of using already applied standards in the 

process of defining field ontology. 

 Mechanisms that allow for translation of the defined 

ontologies into a format that can be recognised by IT 

systems, thus shortening the time it takes to 

implement the system (the ontology developed at the 

stage of specifying the system's knowledge resources 

will be able to be automatically used during its 

implementation) and ensuring interoperability of 

knowledge resources across various projects and 

organisations.  

 Linkage of the process of specifying business 

processes and organisational knowledge resources 

with the process of designing not only systems that 

automate the performance of processes but also 

systems that support decision-making.  

 The use of codified knowledge resources in defining 

business rules of a business process and rules for the 

operation of a decision-making support system. Such 

translation makes it easier to define control 

mechanisms that control the operation of a system's 

elements. 

 Extension of the architecture of built systems for 

integration of business processes and knowledge 

management by autopoietic elements that support 

decision-makers' actions through processing the 

codified resources of the system's knowledge.   

 

The first four postulates refer directly to the aspect of 

integration of BPM and KM. The next two are connected 

with integration of autopoietic solutions as part of such a 

solution. The use of the theory of autopoietic systems 

impacts additional features of the solution being developed. 

They include: partially open, self-reference, self-control, 

boundary-generation, self-organisation through self-

production. In such systems, business processes are 

performed dynamically based on system-resident 

components, and are subject to constant control. By using 

the theory of autopoiesis in the process of supporting the 

performance of business processes, system elements are not 

only subject to self-organisation, but - through the process - 

performed production processes can be reproduced and then 

incorporated into the business process being performed. 

These actions are carried out in a partially open system, 

where system elements interact with one another, which is 

equipped with control mechanisms that limit undesired 

behaviours within the whole system.    

The methodology presented further in the paper and the 

tool developed to support its implementation fulfils the 

above-mentioned postulates and constitutes a response to the 

problems pointed out in this chapter. 

III. ELEMENTS OF THE PROPOSED METHODOLOGY 

 

The proposed methodology has been developed based on 

three main stages with a loopback, which involve the 

specification of business processes of an organisation, its 

knowledge resources and an autopoietic element that 

facilitates integration of knowledge resources within a 

business process [27]. The methodology comprises the 

following stages: 

 

 First stage - identification and modelling of business 

processes. 

 Second stage - identification and modelling of an 

organisation's knowledge resources. 

 Third stage - designing and implementation of a 

process oriented autopoietic knowledge management 

support system. 
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Figure 1. Elements of the proposed methodology 

 

Figure 1 presents elements of the proposed design 

methodology along with the impact of the individual stages 

on each other. In accordance with figure 1, the following 

stages have been identified in the methodology: 

 

1. Analysis and development of a business process. 

2. Identification of organisational knowledge resources. 

3. Designing and implementation of a process oriented 

autopoietic knowledge management support system: 

3.1. Identification of the context of usage.  

3.2. Analysis of the roles and responsibilities of autopoietic 

system.  

3.3 Determining the hierarchical structure of the relationship 

inside the organization.  

3.4. Preliminary definition of the architecture of an 

autopoietic system. 

3.5. Indication of the impact of control mechanism on the 

autopoietic system. 

3.6 Essential definition of the autopoietic element internal 

architecture. 

3.7 Designing the interaction autopoietic elements. 

 

The first stage refers to identification and specification of 

the business process that is supported. On this basis, the 

usage context of the system being built is defined. The 

proposed approach uses the BPMN notation for specification 

of the process supported by a business process oriented 

autopoietic knowledge management support system. This 

allows for the use of this approach to an organisation that 

already has codified processes without the need to codify 

them once again. Further, the task of a knowledge engineer is 

to indicate knowledge resources. For this stage, it is 

necessary to indicate the ontology defining the scope of 

terms used by the knowledge management system and the 

objects that are defined by means of them. In the proposed 

approach, ontology is defined using the author-developed 

editor, which uses notation in compliance with OWL 2 

specification. The preliminary definition of a business 

process and knowledge resources can precede the process of 

designing a business process oriented autopoietic knowledge 

management support system. The proposed stages of the 

process of designing such a solution refer to the context of 

its application, architecture, impact on its environment, rules 

applied in the system and its interactions. Such division 

enables the fulfilment of the expected requirements 

(presented in the introduction), which could facilitate the 

design of business process oriented autopoietic knowledge 

management support systems to support knowledge-based 

organisations. The next chapter will present elements of the 

proposed methodology as well as the application of the 

developed design tools. 

IV. EXAMPLE OF APPLICATION 

 

The application of elements of the proposed methodology 

will refer to the process of verification of personal data 

protection in an organisation. Pursuant to the Act on 

personal data protection in force on the territory of Poland 

(Personal Data Protection Act (Journal of Laws of 2016 item 

922) and the Resolution of the European Parliament and 

European Council (UE) 2016/679 of 27 April 2016 on 

protection of individuals with regard to personal data 

processing and on free flow of such data, economic entities 

are obliged to implement a security policy for personal data 

protection. One of the aspects of this policy is security audits 

specified in the Act which should be cyclically carried out by 

an Information Security Administrator. Such audits have to 

be preceded by establishment of their schedule and approved 

by a company’s Board of Directors.  

The first problem with supporting an auditor’s actions is 

connected with the fact that part of the information he/she 

processes as part of the audit is stored in IT systems of the 

audited enterprise. The systems where such data is stored do 

not support business processes connected with personal data 

protection. The second reason for using the solutions 

proposed in the paper is the necessity of examining the 

process of data processing in the context of physical, 

technical and organisational security measures. This requires 

that the person who undertakes such activities not only 

possesses knowledge about the processes taking place in the 

organisation, their participants and processed information 

resources, but also checks whether physical and IT security 

measures work properly, which often goes beyond the 

auditor's competencies. Therefore, it is reasonable to apply a 

system for decision-making support which will facilitate the 

audit process. Another reason is connected with the auditor's 

needs regarding knowledge resources. In the case of an 

audit, knowledge about the organisation often has extend 

beyond the boundaries of the organisation, because the IT 
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systems used in the organisation can be located at any place 

(e.g. as a result of using Cloud Computing), and information 

flows go beyond the organisation. As a result, audit-related 

activities have to refer to the aspect of IT systems and 

information flows that are located outside the audited entity. 

Consequently, we can list a range of premises that indicate 

the necessity of using the proposed approach to modelling 

business process oriented autopoietic knowledge 

management support systems: 

 

 Lack of support of the audit process by IT systems of 

the audited organisation.  

 Necessity of possessing knowledge about 

organisational, physical and technical aspects of the 

organisation's operation. 

 Necessity of integrating not only IT systems but 

above all the knowledge about processes in the 

organisation. 

 Necessity of providing the auditor with organisational 

knowledge about the audit process and knowledge 

about the organisation itself. 

 Necessity of analysing business processes in the 

organisation and beyond.  

 

Currently available IT systems dedicated to the aspect of 

personal data protection do not address these issues in a 

sufficient way and focus on the process of preparing audit 

documents rather than supporting their preparation. The 

following sections will present selected aspects of using the 

proposed methodology in the process of preparing elements 

of a system designed to support a decision-maker in this 

process. All the above-mentioned stages are supported by 

design tools developed by the author. 

 

A. Specification of a business process 

 

As was already mentioned, the first stage is indication of the 

context of the system's operation connected with modelling 

the structure of the business process that will be supported. 

For modelling of this stage, the notation BPMN has been 

used. 

An audit process comprises a number of stages presented in 

figures 2 and 3. Stages of business process specification 

include: 

 

 Specification of organizations involved in the process 

and the posts performing the tasks. 

 Determination of relationships inside the 

organization. At this stage, the relationship is defined 

within the organizational structure that supports the 

system. In the case of an organization, it is a structure 

linking. 

 Defining the rules of starting and ending the process. 

 Diagnosing the business process tasks. 

 Diagnosing the business process events. 

 Defining the conditions governing decision gates. 

 

The initial phase involves establishment of audit schedules 

which have to be approved by the Board of Directors (figure 

2).  

 

 
Figure 2. Initial phase of the process of information 

security audit. 

 

On this basis, cyclical audits are performed during which 

technical and physical security measures as well as 

organisational procedures are checked. This aspect is 

presented in figure 3. 

 

 
 

Figure 3. Phase of an information security audit. 

 

A business process specified in this way indicates only an 

employee's tasks to be performed and is consistent with 

BPMN notation. In the next steps, it will be extended by KM 

elements. 
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B. Specification of knowledge resources 

 

Once elements of a business process are defined (in 

accordance with the developed methodology), it is necessary 

to define which resources of organisational knowledge can 

be used during its performance. The second stage consists of 

the following sub-stages: 

 

1. Identification of codified knowledge sources (e.g. 

documents, websites, system-generated knowledge 

developed in earlier iterations). 

2. Identification of non-codified knowledge sources (e.g. 

experts). 

3. Development or update of the ontological model (meta-

knowledge) about knowledge resources.  

 

The third stage consists of the following sub-stages: 

 

3.1. Definition of the aim of the implementation of the 

ontology. 

3.2. Definition of the scope of the ontology and indication of 

possible design models of ready ontologies. 

3.3. Indication of the main knowledge resources processed 

during a business process and consequently the terms of 

the defined ontology. 

3.4. Definition of ontological classes.  

3.5. Definition of class properties. 

3.6. Definition of the relationships between classes and 

properties. 

3.7. Definition of the restrictions controlling the correctness 

of ontologies. 

3.8. Definition and specification of knowledge sources for 

defining instances of objects based on the ontology.  

3.9. Definition of instances of objects defined by the 

ontology. 

 

This process can be supported by preparation of a matrix 

that defines knowledge resources that will be processed 

during performance of a given process or specified tasks of 

the process that will be supported by the system. In the 

example, a matrix of knowledge resources to be used in the 

process has been defined. The example matrix has been 

presented in table 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Knowledge 

resource 

Source Type Description 

Leave planning 

schedule 

ERP system Electronic Information on the 

leave planning 

schedule for audited 

employees  

 

Building layout Archive Electronic/ 

paper 

Plan of the rooms in 

the audited 

organisation  

 

Site plan Archive Electronic/ 

Paper 

Plan of the audited 

room 

 

Certificate of 

the validity of 

inspections and 

systems  

Organisationa

l unit 

Electronic/ 

Paper 

Documents 

confirming the 

validity of the 

inspection of fire 

extinguishers, alarm 

system, fire-

extinguishing system, 

UPC, anti-virus 

system 

 

Collection of 

data sets 

ABI Electronic/ 

Paper 

The enterprise's 

personal data sets  

 

List of 

authorisations 

ABI Electronic/ 

Paper 

Authorisations to 

process data 

 

… … … … 

Table 1. Fragment of knowledge resources necessary during an 

information security audit   

 

The knowledge resources diagnosed in this way can be 

represented in the system as knowledge resources used by 

the system. For the purpose of specification of knowledge 

resources, the developed software allows for the 

development of an ontology diagram which uses terms 

applied in OWL 2 [28]. This enables a knowledge engineer 

to adapt the specification of organisational knowledge 

resources to the requirements and apply commonly used 

ontologies that allow for the description of the area of the 

problem being modelled. The design presented in the paper 

uses elements of the specification The Organization 

Ontology (W3C Recommendation from 2014) [29]. This 

ontology uses a range of concepts that enable the description 

of the structure of an organisation, its members and roles. 

Figure 4 shows elements of this ontology and elements that 

extent it, as defined by a knowledge engineer. The defined 

classes and property assertion are consistent with the 

specification OWL 2. 
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Figure 4. Elements of the domain ontology of the defined 

knowledge resources of an organisation 

 

 Knowledge resources defined in this way can be ascribed 

to a business process and used during specification of an 

autopoietic system. A knowledge engineer can ascribe 

certain knowledge resources in the form of class instances to 

the process defined at stage 1, define the whole ontology or 

its fragment. Thanks to that, the person performing the 

process will have access not only to one/several instances of 

knowledge resources, but the whole database. The proposal 

to extend BPMN by ontological elements of the defined 

knowledge resources is presented in figure 5. 

 

 
 

Figure 5. Notation BPMN extended by elements of 

specified knowledge resources  

 

As the figure shows, the stages of the verification of the 

physical resources have been extended by elements of the 

presented ontology. This makes it possible to indicate which 

elements of organisational knowledge will be processed as 

part of a business process. At the same time, elements of 

knowledge resources, thanks to their semantic codification, 

can be used in the development of an autopoietic system. A 

fragment of specified knowledge resources in languages 

OWL 2, RDF and RDFS has been presented in figure 6.  

 

 
 

Figure 6. Example of codified knowledge resource in the 

language OWL 2  

 

The definition covering the semantics of knowledge 

structures and their implementation can be included into the 

knowledge database of knowledge management systems and 

processed by the other IT systems in an organisation. 

 

C. Specification of elements of an autopoietic system 

 

In accordance with the proposed methodology (stage 3.1), 

the process of designing the system begins with definition of 

a set of tasks performed by the system. To show the elements 

of the proposed methodology, the following set of tasks, as 

presented in figure 7, has been defined. In accordance with 

the defined table 1, the elements of the tasks performed by 

the autopoietic system refer to selected knowledge resources. 

The possible defined tasks include: 

 

 Providing knowledge resources concerning the leave 

planning schedule. 

 Providing knowledge resources concerning the 

building layout. 

 Providing knowledge resources concerning the site 

plan. 

 Providing knowledge resources concerning the 

certificates. 

 Providing knowledge concerning data sets. 

 Providing knowledge concerning authorisations. 

 

The main tasks, which have been defined in this way, can be 

presented based on a use case diagram and by means of a 

diagram of the hierarchy of a system's tasks. Each of the 

defined tasks is subject to a separate iteration during the 

development of an autopoietic system and is treated as one 

case of its usage. Figure 7 shows the results of one iteration 

of the developed system with defined tasks of an autopoietic 

system linked with the task of a business process. This 

diagram is built during the execution of stage 3.2.1. 
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Figure 7. Diagram of the hierarchy of an autopoietic 

system's tasks (Providing knowledge resources concerning 

the leave planning schedule) 

 

The tasks, which are defined in this way, can be combined 

in stage 3.2.2 in roles that are performed by an autopoietic 

element. These roles may refer to the process of knowledge 

processing or actions connected with provision of knowledge 

to the system from external systems. Figure 8 shows an 

example of defined roles of a system as part of the designed 

system. 

 

 
Figure 8. Diagram of roles of an autopoietic system   

 

After defining the tasks to be performed by an autopoietic 

system, the scope of knowledge and roles of the system's 

elements, it is possible to design a diagram of programming 

classes which, thanks to the earlier stages, will be linked to 

knowledge resources, the system's tasks and roles. On this 

basis, it is possible to define the code of the autopoietic 

element. Figure 9 presents a fragment of an autopoietic 

system class.  

 

 
 

Figure 9. Diagram of classes of a designed system  

 

As a result, the autopoietic element, which is prepared in 

this way, is able to provide a decision-maker with specific 

knowledge when a given task performed by a business 

process is triggered. In this example, it supports, through 

defined knowledge resources, the defined stages of the 

verification of data processing compliance. 

An element of the user interface of the developed system 

has been presented in figure 10.   

 

 
 

Figure 10. Example of the operation of the developed system 

 

Figure 10 presents a fragment of a report from an audit 

process and instances of knowledge resources to which the 

auditor has access. 

The design elements presented here fragmentarily address 

the specification of the system, which can be defined based 

on the proposed methodology. They do not tackle the aspect 

of communication between the system's elements or analysis 

of actions undertaken by autopoietic elements. Examples of 

the application of these elements of the methodology will be 

the subject of the author's further research.  
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V. CONCLUSION 

 

The example of the methodology for designing and building 

a business process oriented autopoietic knowledge 

management support system, which has been presented in the 

paper, covers a broad range of aspects of designing and 

building decision-making support systems that focus on 

supporting business processes and knowledge management. 

The methodology for designing such solutions proposed by 

the author is applied in his current projects, and its 

functionality is extended through the developed design tool 

whose application has been presented in this paper.  

The example presented in the paper covers selected aspects 

of designing a system that integrates BPM and KM. It shows 

the process of specification of an organisation's business 

process, the process of defining organisational knowledge in 

the context of tasks undertaken in a process, the aspect of 

extending the specification of a business process by elements 

of knowledge resources and elements of the specification of 

an autopoietic system.  

The main advantages of the proposed approach include: 

 

 Supporting decision-making processes of decision-

makers by providing them with contextual 

knowledge. 

 Integration of the ontology on organisational 

knowledge resources, which can be used in the 

subsequent iterations of the process of building a 

system. 

 Possibility of terminological integration of defined 

knowledge resources within the framework of the 

terms used in standardised ontologies (the example 

shows elements of integration of a domain ontology 

with The Organization Ontology, which is a standard 

of W3C). 

 The use of elements of BPMN notation and extension 

of its artefacts by elements used by a knowledge 

engineer in designing a system.  

 Indication of methods for integrating autopoietic 

systems as part of decision-making processes of a 

decision-maker. 

 Iterational character of the approach with respect to 

certain tasks of a business process. 

 Possibility of using this approach to build systems 

that automate business processes and systems 

designed to support business decisions. 

 

As figure 1 shows, the developed methodology defines a 

range of loopbacks that impact the process of designing the 

system and facilitate its integration as part of KM and BPM. 

In particular, the methodology is contextually oriented. This 

aspect will be addressed by the author in next papers. 

The developed solution has also contributed to gaining a 

better understanding of processes taking place in an 

organisation and improving the way they are performed. In 

particular, the following impact of the implementation 

carried out on an organisation’s operation can be 
highlighted:    

 

  Definition of a range of business processes related 

with the process of personal data protection audit, 

which has contributed to audited persons’ better 
understanding of the principles of the organisation’s 
operation. Thanks to their codification in BPMN, the 

person subject to an audit process knows its rules and 

how it is performed. Additionally, business processes 

defined in this way can become an element of a map 

of business processes taking place in an organisation 

and be used by an autopoietic system.  

 Development of the ontology of organisational 

knowledge resources, which allows knowledge 

resources to be linked with business processes 

performed in an organisation. Defined knowledge 

resources can be used in the process of extending the 

functionality of the developed software solution. 

Additionally, if further processes taking place in an 

organisation are diagnosed, they can be re-used and 

assigned to further tasks of a business process.    

 Inclusion of defined knowledge resources into the 

operation of an organisation’s knowledge portal. 
Thanks to that, knowledge on the performance of the 

process of verification of personal data protection and 

other defined business processes can be made 

available to employees and help them to better 

understand how the organisation works.  

  

As a result, the proposed solution supports a typical life 

cycle of the process of knowledge management and applies 

to knowledge generation, knowledge evaluation, knowledge 

sharing, knowledge leveraging and knowledge discovery. 

From the perspective of an auditor, the solution has 

contributed to acceleration of the process of preparing post 

audit documentation through its partial automation due to the 

development of an editor for post audit documents. 
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Abstract—Future warehouses will be made of modular em-
bedded entities with communication ability and energy aware
operation attached to the traditional materials handling and
warehousing objects. This advancement is mainly to fulfill the
flexibility and scalability needs of the emerging warehouses. How-
ever, it leads to a new layer of complexity during development
and evaluation of such systems due to the multidisciplinarity
in logistics, embedded systems, and wireless communications.
Although each discipline provides theoretical approaches and
simulations for these tasks, many issues are often discovered
in a real deployment of the full system. In this paper we
introduce PhyNetLab as a real scale warehouse testbed made
of cyber physical objects (PhyNodes) developed for this type
of application. The presented platform provides a possibility to
check the industrial requirement of an IoT-based warehouse in
addition to the typical wireless sensor networks tests. We describe
the hardware and software components of the nodes in addition to
the overall structure of the testbed. Finally, we will demonstrate
the advantages of the testbed by evaluating the performance of
the ETSI compliant radio channel access procedure for an IoT
warehouse.

I. INTRODUCTION

FLEXIBILITY of system, modularity and reliable through-
put, in addition to the scalability play major roles in the

quality of materials handling and warehousing systems [1].
The Integration of embedded devices in current systems is
the first step into this direction that will evolve classic ware-
houses into decentralized modular systems with improved
performance. Multiple research instances of logistics turned
into implementing distributed Cyber Physical Systems (CPS)
for modern production, transportation and distribution strate-
gies [2]. But the full potential will be reached when these
entities communicate with each other and fulfill their tasks
autonomously without any central management units.

Smart connectivity to communicate with the available net-
works and using them for context-aware computation is an
indispensable part of Internet of Things (IoT) [3]. Therefore,
realization of these CPS in the field of materials handling
is also a move in the overall direction of the Industry 4.0
revolution with the emerging concept of IoT [1], [2].

Although the term IoT was first made in 1999 by Kevin Ash-
ton in the context of supply chain management, the definition
has been expanded into a wide range of applications during the
past decade due to its interdisciplinary nature [3]–[5]. In [6]
the three main paradigms for the realization of IoT are defined
as Internet oriented, Things oriented, and Semantic oriented.

Warehousing application in a materials handling facility is
exactly such a field which intersects all of these IoT aspects.

For such systems, hardware and software development be-
comes a challenging process, since the code base for control-
ling a large swarm of devices needs to be maintainable, and
the implementation of new features requires a well organized
software milieu with a testbed to avoid disastrous mistakes.

Another challenge is imposed by radio communications.
As bandwidth and range of radio connections are limited, a
great mass of intelligent containers need to reduce and adapt
their communication behavior accordingly. Furthermore, the
channel access must be organized very efficiently to avoid
collisions and the waste of scarce energy. As we will show in
this paper, commonly used approaches lead to a catastrophic
increase in energy consumption in large-scale scenarios.

To tackle these challenges and enable the development, eval-
uation and validation of a real-life deployments, we present
PhyNetLab (cf. Fig. 1), a large scale IoT testbed for future
logistic systems, and perform an exemplary evaluation of an
established channel access scheme.

II. RELATED WORKS

Wireless Sensor Networks (WSN) have been a major re-
search topic during the last few years [7] which spans a di-
verse research area, e.g. routing algorithms, energy harvesting,
management, security and privacy. According to this versatile
range of work, wide variation of WSN testbeds are developed.
In addition, there are federations of WSNs combining multiple

Fig. 1. Photograph of the PhyNetLab, a large logistics hall containing
numerous smart containers, each attached with a communicating PhyNode.
PhyNetLab serves as a large-scale testbed for the development of future, IoT-
based warehouses.
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installations into a single wide spread platform. Some of the
most famous platforms are:

a) MoteLab: A wireless network developed by Harvard
and published in 2005 [8]. It was one of the first fully
developed WSNs. MoteLab is an open source tool that is
accessible on the Internet. Its web access facilitates remote
programming and user scheduling.

b) Future Internet of Things: FIT/IoT-Lab [9] is a het-
erogeneous large-scale research facility with a federation of
more than 6 locations and more than 2000 nodes altogether
[10]. To interact with nodes it has command line interfaces
through user virtual machines.

c) Indriya: is a low-cost 3D WSN testbed implemented
at the National University of Singapore [11]. The 127 wireless
nodes are connected with active USB cables. This USB infras-
tructure provides a back channel for remote programming and
powering the sensor nodes.

d) WISEBED: is an IoT research facility with a hetero-
geneous implementation where each partner maintains its own
testbed [12]. There is also an overlay network giving access
to all testbeds as one, large IoT implementation for analysis.
Anyhow, each testbed can also be handled separately [10].

Beyond that, numerous other WSNs are shown in surveys,
such as [4], [7], which categorize them into general testbeds,
server-based testbeds, single PC-based testbeds, multiple site
testbeds, in-band management traffic testbeds, and specialized
testbeds.

According to this categorization, PhyNetLab is considered
to be a specialized testbed because it is designed to be a wire-
less sensor network testbed, which is built very close to a real
world scenario. The major research challenges are to develop
communication protocols and energy-aware syntactics, which
are required for a deep integration in industrial systems such
as a materials handling facility.

III. SYSTEM STRUCTURE AND HARDWARE COMPONENTS

Here, we give an overview of PhyNetLab, which is shown
in Fig. 1. It is located in a large logistics hall providing
space for a continuously extending amount of containers.
Each container carries a PhyNode at its front which enables
communication capabilities with the infrastructure. They are
attached to equally distributed Access Points (APs), which
serve as gateways to the internet via an optimized Long
Term Evolution (LTE) link [13]. This cellular structure reduces
the necessary transmission power and increases the network
capacity by reusing radio channels. A detailed description of
the PhyNetLab and of its components is presented in [10].
Due to limited space, this paper only briefly introduces the
PhyNode platform, which is most important for the presented
experiment.

The PhyNode (cf. Fig. 2) consists of two parts, a master
network board for management and the actual experiment
platform, which is a Swappable Slave Board (SSB). The
management platform spans a ZigBee backbone network over
the testbed and can be used, e.g., for updating the slave board
firmware. The heart of the SSB is a ferroelectric random access
memory (FRAM)-based MCU MSP430FR5969. Comparing to

Fig. 2. Photography of the PhyNode, which is attached to every container
in the PhyNetLab. It is equipped with a solar cell, display, radio interface,
numerous sensors and a rechargeable battery.

conventional flash RAM, the 64 kB FRAM in the MCU is very
durable concerning memory access and highly energy efficient.
The radio communication is performed by a low-power Sub-
1 GHz transceiver TI CC1200 in the 868 MHz Band for Short
Range Devices (SRD). In addition, the board includes sensors,
which capture accelerations, temperature, color, infrared and
ambient light, intended for energy harvesting research. Inter-
action with humans is possible using buttons and a small LCD.

The SSB can be programmed to work as an energy neutral
device using energy harvesting. For this purpose, and also
for generic battery management, we integrated an ultra low
power harvester IC with boost charger and autonomous power
multiplexer. It is designed to allow switching to an alternative
energy source if the solar charged energy storage is depleted.

IV. SOFTWARE COMPONENTS

To enable a rapid development of IoT applications in ultra
low-power systems, we developed an IoT end device operating
system Kratos. It supports developers with a comprehensive
set of C++ library functions that can be “tailored” to suit the
needs of a distinct application and thus can save resources by
only deploying the required system components.

To support the modularization that is necessary for keeping
an operating system highly configurable, we used AspectC++,
a set of language extensions to facilitate aspect-oriented pro-
gramming concepts into C and C++ [14], [15].

Kratos delivers interfaces to different system architectures
and features a set of useful system properties like interrupt syn-
chronization, preemptive thread scheduling, peripheral driver
interfaces and power management mechanisms.

Kratos was mainly developed with PhyNetLab in mind,
and hence fully supports the PhyNode platform. Furthermore,
PhyNetLab and Kratos allow mutual research on hardware
and software design for large-scale and energy-aware IoT
deployments. By that, PhyNetLab gives us insights on how to
design energy and network-aware software components for an
operating system under heavy resource constraints. In the other
direction, software requirements for enabling maintainability
and the deployment of applications for PhyNetLab influenced
the choice of hardware components used in the PhyNode.

The main focus of Kratos is on power management. Here,
we developed methods to incorporate detailed energy models
of all components of a system into the system drivers [16].
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TABLE I
PROPERTIES OF THE CC1200 RADIO INTERFACE

Physical Properties
Frequency 866 MHz (SRD Band)
Maximum Transmission Power 25 mW (14 dBm)
Receive Filter Bandwidth 104 kHz
Modulation, Deviation 2-GFSK, 20 kHz
Bit Rate 38.4 kbit/s

Protocol Properties
Channel Access LBT with random backoff
Packet Size (Payload) Dynamic 0 B to 126 B

These energy models can be derived automatically by using
power measurement techniques in a loop. This enables us
to track the power consumption of all nodes over time and
drive application decisions on this knowledge. In this paper
we utilize this capability to track the power consumption of
the radio transceiver, since this is the main consumer of the
system in the presented setup. We postpone the presentation of
the comprehensive details about the novel design principles of
Kratos to a future work. Additionally, the Kratos source-code
will be freely available as open source as soon as we consider
it mature enough for the use by external users.

On the other hand, the software of the AP transparently
forwards messages between the PhyNodes and the envelop-
ing application, which provides an external interface to the
PhyNetLab. For this paper, the application emulates typical
interactions with the PhyNodes in a typical warehousing
scenario, e.g., keeping track of available PhyNodes via device
discovery and dynamic addressing, altering the goods stored
in particular containers, or performing queries for single goods
in the warehouse.

V. COMMUNICATION

The radio interface of the PhyNode is highly configurable
in terms of, e.g., modulation, power consumption, data rate,
channel access and interrupt signals. In this paper, an exem-
plary radio driver implementation configures the interface as
shown in Tab. I. The expected high number of devices in the
warehouse requires a collision-avoiding channel access mecha-
nism. Otherwise, in case of an uncontrolled random access, the
throughput over the air interface would achieve at maximum
18 % because of collisions [17], [18]. Since collisions require
(possibly multiple) retransmission, this would waste a large
amount of scarce energy. In addition, multiple replies to a
single broadcast (or multicast) message might always provoke
a collision, in case of an equal message-processing time.

Therefore, we implemented a Listen Before Talk (LBT)
channel assessment in our setup, which conforms to the
ETSI SRD standard [19] and complies with the regulatory
constraints of that band. Instead of just accessing the channel
for the transmission of a new data packet, the transceiver first
listens on the channel for a total back-off time tL = tF + tPS ,
where tF is fixed to 5 ms and tPS is a randomly chosen
between 0 ms and 5 ms. An example of the described channel
access procedure is shown in Fig. 3. If DEVICE A with a

time
Device A

Device B

Radio Channel

tF TXtPS

tF tPS tF tPS TX

A attempts
transmission

No activity for 5 ms,
set tPS=0 ms, start TX

B attempts
transmission

B detects activity,
stops backoff timer

B restarts
backoff timer

tF was interrupted,
hence wait tPS , too

Fig. 3. Example for the applied LBT algorithm in the testbed. The dashed
blocks represent back-off times while solid blocks represent actual radio
transmissions over the air.

pending transmission detects no radio activity throughout tF , it
shall subsequently perform its transmission by resetting its tPS

to zero. However, if the transceiver detects any radio activity
during tF (DEVICE B), the back-off timer is halted and will
be restarted, when the channel is free again. In this case the
device must back-off for the full total period tL.

The response of broadcast messages requires a special han-
dling: After receiving a broadcast message, multiple devices
may attempt to reply simultaneously. Although those devices
back-off for the period tF , their messages will collide if
no other activity happens on the channel during this period.
Therefore, an additional random back-off of 0 ms to 5 ms is
added in advance to each broadcast reply.

In order to reduce the power consumption of the transceiver
during idle times, we implemented a low power listening mode
into the device driver where the transceiver is put into a
low power sleep mode and wakes up in intervals of 4.7 ms
for 0.2 ms. This reduces the idle power draw from 23 mA
in continuous RX to 1.5 mA in low power listening mode,
but requires the AP to transmit extended packet preambles.
The low power listen mechanism is disabled during a pending
transmission in order to keep track of the exact moment, where
an active transmission on the channel ends. This ensures the
conformance to the previously described ETSI clear channel
assessment.

VI. APPLICATION EXAMPLE

In order to bring out the benefits of the proposed PhyNet-
Lab, we present an evaluation of a typical application in future
warehouses. Within such warehouses, incoming orders might
autonomously send broadcast messages into the network to
poll for particular goods. These messages will be replied by
only those PhyNodes, which contain the requested product,
and inform the inquirer about the contained quantity. He
then selects a subset of PhyNodes, which fulfill the requested
quantity, and requests to the network a delivery of those goods.

This use case arises questions about radio channel con-
gestion, reliability and energy consumption of the PhyNodes
when replying to those polls simultaneously. To answer them,
we performed real field measurements in the PhyNetLab (cf.
Fig. 1) and set up a network of 38 PhyNodes attached to an
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AP. The nodes were distributed in the PhyNetLab in such
a manner, that each node can perceive the activity of any
other PhyNode in the network. Therefore, the free channel
assessment algorithm is not negatively influenced by hidden
stations. Each measurement run consists of assigning the same
product to a subset of the attached PhyNodes and ten polls
for that product by the AP. As soon as a PhyNode receives a
matching poll message for the assigned product, it replies the
call with its address and the contained amount with respect to
the clear channel assessment procedure described in Sec. V.
The remaining PhyNodes perform no transmissions during
the run. All participants in the network count the number
of successfully received and sent messages on their side and
transmit those statistics to the AP after each run. The statistics
also include the accounted energy of the radio transceiver,
as explained in Sec. IV. For comparability, each run com-
prises an interval of 11.75 s, hence does not depend on the
number of exchanged messages. The interval is encapsulated
by broadcast messages for starting and stopping a run. These
messages are required, because statistics and setup messages
of the PhyNodes are exchanged over the same link as the
performance runs but must be excluded from statistics in this
series of measurements. Therefore, each PhyNode resets its
statistics and accounted energy when receiving a start message
and freezes the values after receiving a stop message.

VII. EVALUATION AND RESULTS

In this section we evaluate the measurements from the
application example in Sec. VI, which challenged the ETSI
collision avoidance algorithm of the radio interface during
product polls to the warehouse. These product polls, which are
transmitted as broadcasts by the AP into the network, trigger
instantly numerous PhyNodes to transmit a reply message.
Fig. 4 shows the achieved packet throughput T during the
measurements. It is defined as the ratio

T =
NRX∑

A

NTX
, (1)

where NRX is the number of successfully received messages
by the AP and NTX is the number of transmitted packets by
each PhyNode from the active set A.

The algorithm performs very efficient for low numbers of
concurring devices and enables a throughput above 80 % in
case of 8 or less devices. In the range of 1 to 17 devices the
throughput behaves nearly linearly and undercuts 50 % in case
of 17 devices. Higher numbers of simultaneous attempts have
only a negligible effect on the throughput, which stays nearly
constant at a level of 50 %.

While this degree of throughput is typically not acceptable
in a common communication system, it is still reasonable in
the addressed logistics scenario. Considering, i.e., an incoming
order for a particular product stored in the warehouse, where
numerous containers comprise many entities of the demanded
product, it is not necessarily required to receive all replies.
Instead, it might be sufficient that enough containers reply
to satisfy the demanded amount. Otherwise the poll could be
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Fig. 4. Performance of the ETSI SRD collision avoidance algorithm in
case of massive simultaneous replies to a broadcast message (poll for a
particular product in the warehouse). With an increasing number of concurring
transmission attempts, the packet throughput decreases due to more collisions.
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Fig. 5. Energy consumption of the radio interfaces of active PhyNodes in
the presented scenario. Each sample reflects the energy consumption of one
radio for receiving 11 packets and transmitting 10 replies within 11.75 s.

repeated and uncover further containers, which suffered of a
collision in the first place.

More critical is the impact of congestions on the energy
consumption of the PhyNodes, which is shown in Fig. 5. In
case of a single replying device, which reflects the minimum
required energy for a test run, the radio interface consumes in
average 57 mJ. By adding one additional device, the average
energy consumption of each device more than doubles to
123 mJ. This is caused by a significantly higher amount of
time spent in active receive mode: A device needs to wait
in receive mode until a preceding transmission finishes plus
the required back-off interval. The other way round, a device
that already transmitted its packet and falls back into low-
power listening mode will be waked up by the replies of the
remaining devices. Although the transceiver’s logic discards
those packets very quickly due to a mismatching address, the
transceiver still spends much more time in active receive mode.

With an increasing number of concurring replies, the energy
consumption of all devices raises to 1030 mJ in average for 38
active devices, which is an increase by factor 18. In addition,
the deviation of the energy consumption increases as well.
This is caused by the varying time instant, where the device
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finally transmits its packet. If a device sends its packet very
late by repeatedly hitting a large back-off interval during the
contention phase, its transceiver continuously stays in an active
receive mode to keep track of the ongoing transmissions.
Conversely, if the transmission succeeds quickly, the devices
can fall back into low power listening mode and save energy.

The results show, that the standardized ETSI collision avoid-
ance algorithm may conform to the requirements of a logistics
scenario in terms of sufficient throughput, but the large impact
on the energy consumption of all devices in the network cannot
be neglected for this use case. Hence, the distributed channel
access brings great potential for optimizations. For example,
devices could send their replies on a different channel and use
a blind back-off mechanism, which shuts down the receiver
during the back-off period. We will elaborate and evaluate
those approaches in future works with the help of PhyNetLab.

VIII. CONCLUSION

In this paper we presented PhyNetLab, an IoT testbed
which enables a real-life evaluation of future smart logistic
approaches with wireless connected containers (PhyNodes).
The scope of this paper focused on the evaluation of common
channel access approaches for radio communications in such
an industrial IoT deployment. For this purpose, we imple-
mented a radio-interface driver, which conforms to the ETSI
specification for clear channel assessment of Short Range
Devices (SRD). The driver is integrated in a novel embed-
ded operating system Kratos, which highly customisable and
includes efficient mechanisms for energy management and
energy accounting of distinct peripheral components.

On this basis we performed a throughput and energy analy-
sis of a realistic logistics application in the presented testbed,
which is polling for a particular product in a warehouse. We
showed, that synchronous replies of many PhyNodes to a
single poll challenge the channel access algorithm and the
energy demand of the entire network. Although the packet
loss rate reaches 50 % at high numbers of replying PhyNodes,
it is still acceptable for this use case, as long as the number of
replies satisfies the demanded amount of goods. But the result-
ing storm of numerous reply packages leads to a significant
increase of energy consumption of every single PhyNode in
the network. This is caused by frequent wake ups of the radio
chip due to radio channel activity and a larger listening period
while waiting for a clear channel assessment. Therefore, such
deployments as smart warehouses cannot rely on commonly
established approaches for radio communication, but rather
need specialised solutions for this application.

In future work we will incorporate the PhyNetLab to de-
velop and validate more energy-efficient communication pro-
tocols, which satisfy the the demands for scalability, extreme
energy-efficiency, and a reasonable latency.
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Abstract—The  efficient  and  timely  distribution  of  freight

goods is critical for supporting the demands of modern urban

areas. Optimum freight ensures the survival and development

of urban areas. In the contemporary logistic there are two main

distribution  strategies:  direct  distribution  and  multi-echelon

distribution.  In  the  direct  distribution,  means  of  transport,

starting from the main distribution center, bring their freight

directly  to  the  delivery  points  ,  while  in  the  multi-echelon

systems, freight is delivered from the main distribution center

to  the  delivery  points  through  intermediate  points  (local

warehouses, satellites). 
This  study  presents  a  concept  and  implementation  of  a

integrated approach to modeling and optimization the Multi-

Echelon Systems. In the proposed approach, two methods of

constraint  logic  programming  (CLP)  and  mathematical

programming  (MP)  were  integrated  and  hybridized.  The

proposed  hybrid  approach  will  be  compared  with  classical

mathematical  programming  on  the  same  data  sets  (known

benchmarks)  for  illustrative  multi-echelon  model  -  Two-

Echelon Capacitated Vehicle Routing Problem (2E-CVRP).

I. INTRODUCTION

HE transportation of goods and services expresses one

of  the  main  activities  that  influences  trade,  market,

economy,  and  society  as  it  assures  a  vital  link  between

suppliers and customers. Today, one of the most important

aspects  which  takes  place  in  freight  transportation  is  the

definition  of  different  shipping  strategies.  In  the  current

freight  transportation  there  are  two  main  distribution

strategies: direct distribution and multi-echelon distribution.

In the direct distribution, means of transport, starting from a

source  (the  main  distribution  center,  depot),  bring  their

freight  directly  to  the  delivery  points  while  in  the  multi-

echelon systems, freight is delivered from the source to the

delivery  points  through  intermediate  points  (warehouses,

satellites etc.). 

T

Nowadays,  multi-echelon  systems have been introduced

in different areas and issues: 

 Urban and city logistics.

 Multimodal freight distribution.

 Different types of supply chains.

 E-commerce and home delivery distribution.

 Postal and courier services.

The  overwhelming  majority  of  formal  models  of

optimization  in  distribution  goods  and  city  logistics  have

been  formulated  as  the  integer  programming (IP),  integer

linear  programming  (ILP),  or  mixed  integer  linear

programming (MILP) problems and solved using the OR-

based methods. Most often used mathematical programming

(MP) [1].

MP-based approach has some weaknesses. First of all, for

the  real  size  discrete  optimization  problems,  it  is  time

consuming and requires a lot of system resources (memory,

processors, etc.). Secondly, it only allows modeling integer,

binary and linear constraints [2].

This  paper  proposes  the  concept  of a  hybrid  approach

(where  two  approaches  of  constraint  logic  programming

(CLP)  and  mathematical  programming  (MP)  were

integrated) to  modeling and  optimization of  multi-echelon

systems.  The  illustrative  example  shows  the  potential,

efficiency and flexibility of this approach.

II.MULTI-ECHELONS TRANSPORTATION SYSTEMS

The hierarchical level in terms of distribution strategies is

the  way the  freight  goes  to  the  delivery  point.  When the

freight arrives to delivery point without changing means of

transport unit, a direct shipping or single-echelon strategy is

applied,  whereas  when  freight  is  derived  from  its  source

(depot) to its final destination passing through intermediate

points (satellites, warehouses), where the freight is unloaded,

then  loaded  into  the  same  or  into  a  different  means  of

transport  unit,  we  can  speak  of  a  multi-echelon  system.

Especially  in  transportation,  it  is  not  always  possible  or

comfortable  to  deliver  the  goods  directly  to  the  delivery

point. In fact, some transportation systems use intermediary

points  (warehouses,  distribution  centers)  where  some

operations  (packing,  palletizing,  etc.)  take  place.  The

different means of transport unit that belong to these systems

stop at some of these intermediate points, and in some cases

the freight changes means of transport unit or even mode of

transport.  Moreover,  some  additional  services,  like

palletizing,  packaging,  labeling,  re-packing  etc.,  can  be

realized  at  these  intermediary  points.  One  of  the  basic

problems in such systems (multi-echelon) is Vehicle Routing

Problem (VRP). The VRP is used to design an optimal route

for a fleet of vehicles/means of transport units to service a

set of customers’ orders (known in advance), given a set of
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different type of constraints. The VRP is the NP-hard type. 

There are several variants of VRP like VRP with Time 

Windows (VRPTW), the capacitated VRP (CVRP), and 

Dynamic Vehicle Routing Problems (DVRP), Two-Echelon 

Capacitated Vehicle Routing Problem (2E-CVRP) is a multi-

echelon variant of CVRP etc. [2,3,4]. 

III. HYBRID APPROACH 

Based on literature [5,6,7] and previous studies [8,9,10] 

was observed some advantages and disadvantages of both 

CLP-based and MP-based approaches. An integrated 

approach of constraint logic programming (CLP) and mixed 

linear integer programming/integer linear programming 

(MILP/ILP) can help to solve optimization problems which 

was impossible to solve with either of the two methods alone 

[11,12]. Although Constraint Logic Programming (CLP) and 

Operations Research (OR) methods like MP have different 

roots, the links between the two environments have grown 

stronger in recent years [11]. CLP and MP environments 

involve decision variables and constraints imposed on them. 

However, the types of the decision variables and different 

types of constraints that are used, and the way the constraints 

are represented, modeled and solved, are quite different in 

the two environments [10]. MP-based environments are 

based entirely on linear equations and inequalities, i.e., there 

are only two types of constraints: linear  (linear  inequalities 

or equations ) and integrity (stating that the decision 

variables have to take their values in the binary and integer 

numbers). In CLP-based environments in addition to linear 

inequalities and equations, there are various other 

constraints: disequalities, nonlinear, logic and symbolic such 

as cumulative(), ordered(), alldifferent(), sequence(), 

disjunctive(), etc. In both MP-based and CLP-based 

environments, there is a group of constraints that can be 

solved with ease and a group of constraints that are difficult 

to solve. The easily solved constraints by MP methods are 

linear inequalities and equations over rational numbers. 

Integrity constraints are difficult to solve using MP 

algorithms such as branch-and-bound, branch-and-cost and 

cutting plane if the size of the problem is large. In CLP, 

domain constraints with integers and equations between two 

variables are easy to solve. The inequalities and general 

linear constraints (more than two variables), and symbolic 

constraints are difficult to solve. Taking all the above 

features of both approaches (MP and CLP), which in many 

areas complement each other, conducted research on how to 

integrate them. Several scenarios of their integration have 

been studied and reported in the literature [11]. 

Taking into account these studies and experiences with 

both environments, a hybrid approach has been proposed for 

modeling and solving multi-echelons problems. 

 Main assumptions of the proposed hybrid approach were 

as follows: 

 Integration of CLP and MP environments following the 

schedule proposed by the author; 

 Use of strong points and compensation of weak points in 

terms of problem modeling and optimization revealed in 

both environments; 

 Problem data representation in the form of sets of facts 

with a suitable structure based on the relational model 

[13]; 

 Introduction of model transformation as a presolving 

method; 

 Substantial reduction of the feasible solution space for 

the post-transformation models; 

 Automatic generation of implementing models and their 

translation into the MILP/ILP form. 

Figure 1 presents the general concept of the hybrid 

approach implementation as an implementation platform. 

The hybrid approach comprises several phases: modeling, 

presolving, generating and solving. It has two inputs and 

uses the set of facts. Inputs are the set of constraints and the 

objectives to the reference model of a given problem. Based 

on them, the primary model of the problem is generated as a 

CLP model, which is then presolved. The built-in CLP 

method (constraint propagation [5,7]) and the method of 

problem transformation designed by the authors [8,9] 

(Section III.A) are used for this purpose. Presolving 

procedure results on the transformed model CLP
T
. This 

model is the basis for the automatic generation of the MILP 

(Mixed Integer Linear Programming) model, which is solved 

in MP (with the use of an external solver or as a library of 

CLP). 

 

Fig.  1 A concept of a hybrid approach as an implementation platform 
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The general concept of hybrid approach as an 

implementation platform consists in modeling and 

presolving of a problem in the CLP environment with the 

final solution (optimization) found in the MP environment. 

In all its phases, the platform uses the set of facts having the 

structure appropriate for the problem being modeled and 

solved (see Figure 2 for illustrative problem). The set of 

facts is the informational layer of the implementation 

platform, which can be implemented as database, XML files, 

etc. Description of the facts has been shown in Appendix A

 

Fig.  2 A structure of facts for illustrative problem (2E-CVRP) 

A. Transformation of the problem-presolving phase 

The presolving phase is an important element of this 

approach as it makes it possible to simplify the model for the 

problem being solved and to reduce the problem search 

space. For the presolving phase to be effective, unfeasible 

combinations of model dimensions (indicies) have to occur. 

In practice, unfeasible combinations of the index of decision 

variables and/or facts occur. The proposed platform uses 

constraint propagation and transformation for the presolving 

procedure. Constraint propagation is a concept and method 

that appears in constrained-based environments. Constraint 

propagation embeds any reasoning which consists in 

explicity forbiding values from some varable domain of a 

problem, because all constraints can not be satisfied 

otherwise [5,7]. 

In the case of the ilustrated problem presented, the 

transformation consisted in changing the problem 

representation from graph to routing. Instead of analyzing all 

possible trnasport connections from the source to the 

intermidate points and then from the intermidate points to 

the delivery points, only the feasible connections (source-

intermidiate point-delivery point) were generated and named 

routes. This resulted in the removal of certain indices and in 

the aggregation of other indices for decision variables, 

parameters, etc., which eventually led to the reduction in the 

number of decision variables and constraints [8,9,14]. The 

new set of decision variables, constraints and facts was the 

basis for creating the CLP
T
model.  

IV. ILLUSTRATIVE EXAMPLE –TWO-ECHELON VEHICLE 

ROUTING PROBLEM (2E-CVRP) 

Possibility of using hybrid approach to modeling and 

optimization of multi-echelon systems is shown for the 

illustrative example. A good illustrative example of a multi-

echelon system is 2E-CVRP. The Two-Echelon Capacitated 

Vehicle Routing Problem (2E-CVRP) is an extension of the 

classical Capacitated Vehicle Routing Problem (CVRP) 

where the delivery source-delivery points pass through 

intermediate points (called satellites). As in CVRP, the goal 

is to deliver goods to delivery points (retailers, customers, 

etc.) with known ordered demands, minimizing the total 

delivery cost in the fulfillment of vehicle capacity 

constraints. Multi-echelon systems presented in the literature 

such as 2E-CVRP usually explicitly consider the routing 

problem at the last level of the transportation system, while a 

simplified routing problem is considered at higher levels 

[4,15].  

In 2E-CVRP, the freight delivery from the source (depot) 

to the delivery points is managed by shipping the freight 

through intermediate points (satellites). Thus, the 

transportation network (Figure 3) is decomposed into two 

levels: the 1st level connecting the source point/depot (d) to 

intermediate points/satellites (s) and the 2nd one connecting 

the intermediate points/satellites (s) to the delivery 

points/customers (c). The objective is to minimize the total 

transportation cost of the vehicles involved in both levels. 

Constraints on the maximum capacity of the vehicles and the 

intermediate points are considered, while the timing of the 

deliveries is ignored. 

 

Fig.  3 Sample transportation network for 2E-CVRP 
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A. Mathematical model for 2E-CVRP 

The formal mathematical model for 2E-CVRP in the form 

of MILP was taken from [4]. Table I shows the parameters 

and decision variables of the model. Figure 3 shows sample 

transportation network for 2E-CVRP. 

TABLE 1 

SUMMARY INDICES, PARAMETERS AND DECISION VARIABLES 

Symbol Description 

Indices 

ns 
Number of intermediate points 

(warehouses,  distribution centers, etc.) 

nc 
Number of delivery points (retailers, 

shops, etc.) 

V0-[v0]  Source (main distribution center)t 

Vs={vs1, vs2, …, vsn} Set of intermediate points 

Vc={vc1, vc2, …,vcn} Set of delivery points 

Parameters 

M1 
Number of the means of transport unit 

(i.e. vehicles, trucks, etc.) (1st-level ) 

M2 
Number of the means of transport unit 

(i.e. vehicles, pick-ups) (2nd-level ) 

K1 
Capacity of the means of transport unit 

for the 1st level 

K2 
Capacity of the means of transport unit 

for the 2nd level 

di Order quantity by customer i 

ci,j Time /Cost of the arc (i,j) 

sk 

Cost of unloading/loading procedure of 

the means of transport unit in 

intermediate point k 

Decision variables 

Xi,j 

An integer decision variable (the 1st-

level) routing is equal to the number of 

means of transport units (1st-level) using 

arc (i,j) 

Yk,i,j 

A binary decision variable (the 2nd-level) 

routing is equal to 1 if a (2nd-level) 

means of transport unit makes a route 

starting from intermediate point k and 

goes from node i to node j and 0 

otherwise 

Q1
i,j The freight flow arc (i,j) for the 1st-level  

Q2
k,i,j 

The freight arc (i,j) where k represents 

the intermediate point  where the freight 

is passing through.  

Zk,j 

A binary decision variable that is equal to 

1 if the freight to be delivered to delivery 

point j is consolidated in intermediate 

point k and 0 otherwise 
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(21) 

The objective function (1) minimizes the sum of the 

handling operations and transport costs (according to the 

individual arcs of the route). Constraint (3) ensures, for 

k=V0, that each 1st-level route begins and ends at the source 

point, while when k is a intermediate point, impose the 

balance of means of transport units entering and leaving that 

point. Constraint (5) specifies that each 2nd-level route to 

begin and end to one intermediate point and the balance of 

means of transport units entering and leaving each delivery 

point. The number of the routes in the 1-st and 2-nd levels 

must not exceed the number of mode of transport units for 

that level, as forced by constraints (2) and (4). The flows 

balance on each network node is equal to order quantity of 

this node, except for the source point, where the exit flow is 

equal to the total order quantity of the delivery points, and 

for the intermediate points at the 2nd-level, where the flow is 

equal to the order quantity (unknown) assigned to the 
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intermediate points which ensure constraints (6) and (8). 

Moreover, constraints (6) and (8) forbid the presence of sub-

routes not containing the source or a intermediate point, 

respectively. In fact, each node receives an amount of flow 

equal to its order quantity, preventing the presence of sub-

routes. The capacity constraints are formulated in (7) and 

(9), for both levels. Constraints (10) and (11) do not allow 

residual flows in the routes, making the returning flow of 

each route to the source (1st-level) and to each intermediate 

point (2nd-level) equal to 0. Constraints (12) and (13) 

indicate that delivery point j is served by a intermediate 

point k (Zk,j=1) only if it receives freight from that 

intermediate point (Yk,i,j=1). Constraint (16) assigns each 

delivery point to one and only one intermediate point, while 

constraints (14) and (15) indicate that there is only one 2nd-

level route passing through each delivery point and connect 

the both levels. Constraints (17) allow to start a 2nd-level 

route from a intermediate point k only if a 1st-level route has 

served it. Constraints from (18) to (20) result from the 

character of the MP-formulated problem. Constraint (21) 

determines transshipment volume for satellite Vs.  

B. Mathematical model for 2E-CVRP after transformation 

The most important feature that characterize the hybrid 

approach is the presolving phase. The presolving is usually 

used to reduce the size of the problem (the number of 

decision variables and constraints), what results in an 

increase in the effectiveness of the search for a solution.  

In hybrid approach, the main method of presolving is 

model transformation. In this case the transformation is 

based on the transition from arc to the route notation 

(Section III.A). During the transformation the TSP - 

traveling salesman problem is repeatedly solved and only the 

best routes in terms of costs are generated. In the process of 

transformation, the capacity vehicles constraints and those 

resulting from the set of orders are taken into account at both 

first and second level. Transformation is also subject to a set 

of facts describing the problem. The obtained model after 

the transformation (TC1)..(TC9) has different decision 

variables (Table II) and different constraints than those in 

the (1)..(24). Some of the decision variables are redundant; 

other variables are subject to aggregation. This results in a 

very large reduction in their number. The transformation 

also reduces or eliminates some of the constraints of the 

model. 
W
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TABLE II 

SUMMARY INDICES, PARAMETERS AND DECISION VARIABLES FOR 

TRANSFORMED MODEL 

Symbol Description 

Indices 

ns 
Number of intermediate points (warehouses, 

distribution centers, etc.) 

nc Number of delivery points (retailers, shops, etc.) 

W 

Number of possible routes from source point to 

intermediate points (determined by CLP during 

transformation) 

F 

Number of possible routes from intermediate points 

to delivery points (determined by CLP during 

transformation) 

i Intermediate point index 

a Source point-intermediate point route index 

j Dleivery point index 

b Intermediate point –delivery point route index 

M1 Number of the 1st-level means of transport units 

M2 Number of the 2nd-level means of transport units 

Input parameters 

Wcb 
Total demand for route b (determined by CLP during 

transformation) 

Fsa 
Route a cost (determined by CLP during 

transformation) 

Fcb 
Route b cost (determined by CLP during 

transformation) 

Ga,i If i is located on route a Ga,i=1, otherwise Ga,i=0 

Hb,j 
If  intrmediate or delivery point j is located on route 

b Hb,j=1, otherwise Hb,j=0 

K1 
Capacity of the means of transport unit for the 1st 

level 

Decision variables 

Za 

If the tour takes place along the route a from the 

route set generated for level 1, then Za=1, otherwise 

Zz=0 

Ub 

If the tour takes place along the route b from the 

route set generated for level 2, then Ub=1, otherwise 

Ub=0 

Computed quantities 

Xa Total demand for route a 

V. NUMERICAL EXPERIMENTS  

For the validation of the proposed hybrid approach and 

the implementation platform, benchmark data for 2E-CVRP 
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was selected. The instances for numerical experiments were 

built from the existing instances for CVRP [16] denoted as 

E-n13-k4. All the instance sets can be downloaded from the 

website [17]. The instance set was composed with 1 depot, 

12 customers and 2 satellites. The full set of instances 

consisted of 66 instances because the two satellites were 

placed over twelve customers in all 66 possible ways 

(number of combinations: 2 out of 12). Twenty instances 

were selected for the numerical experiments. 

Numerical experiments were conducted for the same data 

in two runs. The first run was a classical implementation of 

model (1)..(21) and its solution in the MP-based 

environment (MP). In the next run the model (1)..(21) was 

transformed to (TC1)..(TC9) and solved in the proposed 

hybrid implementation platform (HYBRID). The 

calculations were performed using a computer with the 

following specifications: Intel(R) Core(TM) I3-2100, 2x 

3,106GHZ RAM 8 GB.  

The results are presented in Table III. As seen above, 

application of the hybrid approach reduced the calculation 

time needed to find the optimal solution from 3 to more than 

50 times, depending on data instance, in relation to 

mathematical programming. For some examples, 

mathematical programming did not find the optimal solution 

in acceptable time. 

The final stage of the research was to optimize Two-

Echelon Capacitated VRP with Time Windows (2E-CVRP-

TW). In literature, this problem is the extension of 2E-CVRP 

where time windows on the arrival or departure time at the 

satellites and/or at the customers are considered.  

In our case, the time window is interpreted as a non-

transient time of transport at the first and second levels 

(independently). This interpretation of the time window is of 

great practical significance, i.e. it defines, for example, the 

maximum working time of the driver (legal regulations), the 

transport time of the product (freshness), etc. In this case, the 

hybrid approach not only accelerated the calculations but 

enabled time windows to be introduced without the need to 

change the model. During the transformation, only those 

routes that fulfilled the condition imposed by the time 

window were accepted. The results obtained for different 

time window values for the selected data instances are 

shown in Table IV. In addition, the obtained results are 

illustrated by diagrams showing selected routes for E-n13-

k4-20 instances without time windows and TW = 50 and 

TW = 60 (Fig. 4, Fig. 5 and Fig.6).  

 

Fig.  4 Transportation routes for instance I-20, Fc=276 

 

Fig.  5 Transportation routes for instance I -20 with time window 

TW=50, Fc=294 

 

Fig.  6 Transportation routes for instance I -20 with time window 

TW=60, fc=280 

TABLE III 

THE RESULTS OF NUMERICAL EXPERIMENTS FOR 2E-CVRP 

Instance 
MP HYBRID 

T Fc T Fc 

I-01 600* 280 16 280 

I-04 52 218 8 218 

I-05 86 218 7 218 

I-06 123 230 9 230 

I-07 51 224 7 224 

I-11 600* 276 11 276 

I-13 600* 288 14 288 

I-14 54 228 14 228 

I-15 69 228 15 228 

I-20 487 276 9 276 

I-22 600* 312 8 312 

I-23 40 242 12 242 

I-24 74 242 11 242 

I-25 97 252 8 252 

I-26 55 248 7 248 

I-32 600* 246 9 246 

I-33 101 258 7 258 

I-40 30 254 9 254 

I-46 600* 280 9 280 

I-53 120 300 10 300 

I-54 600* 304 11 304 

I-55 600* 310 11 310 

I-56 132 310 15 310 

I-57 600* 326 13 326 

I-58 600* 326 7 326 

*calculations stopped after 600s  

instance I= E-n13-k4 (I-01 short for E-n13-k4-01) 
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As you can see, time windows affect both the optimal 

value of objective function (Table IV) and the way of 

distribution (different routes) (Fig.4,Fig.5,Fig.6.) 

TABLE IV 

THE RESULTS OF NUMERICAL EXAMPLES FOR 2E-CVRP-TW 

Instance 40 50 60 70 80 90 100 

I-01 - - - - - - 280 

I-07 - 224 224 224 224 224 224 

I-11 - - 304 276 276 276 276 

I-20 - 294 280 276 276 276 276 

I-26 - 248 248 248 248 248 248 

I-32 - - 262 246 246 246 246 

I -33 - 258 258 258 258 258 258 

I-40 - 284 284 254 254 254 254 

VI. CONCLUSION  

The effectiveness of the proposed hybrid approach results 

from the reduction of the problem space and using the best 

properties of both components – MP and CLP. The hybrid 

method (Table III) makes it possible to find optimal 

solutions in the shorter time. In addition to solving larger 

problems faster, the proposed approach provides virtually 

unlimited modeling options with many types of constraints.  

Applying a hybrid approach to this type of problems also 

allows you to introduce a group of constraints such as 

different time windows, logic exclusion etc. without having 

to change the model itself.  

Therefore, the proposed hybrid method is recommended 

for optimization multi-echelon distribution problems that 

have a structure similar to the illustrative model (Section 

IV). This structure is characterized by the constraints and 

objective function in which the decision variables are 

summed up.  

Further work will focus on running the optimization 

models with non-linear and logical constraints, multi-

objective, uncertainty etc. in the hybrid optimization 

platform. The planed experiments will employ proposed 

hybrid method for Two-Echelon Capacitated VRP with 

Satellites Synchronization, 2E-CVRP with Pickup and 

Deliveries and others VRP issues in logistic issues [18]. 

In addition, it is envisaged to include in future models the 

lead times [19,20]. In the course of further work on the 

hybrid approach, it is planned to use it for modeling and 

optimization of IoT processes [21]. 
 

APPENDIX A 

TABLE A1  

DESCRIPTION OF FACTS FOR 2E-CVRP 

Name Description 

Means_of_transport_2

E-CVRP 

(#N,MN,KN) 

A fact that describes a particular type of 

transport with ID #N, including: 

Information on the number of means of 

transport on 1-level and 2-level and their 

capacities. 

Customer(#VC,dC) A fact that describes the recipients, 

including information about their orders. 

Depot(#Vo) A fact that describes the depot. 

Satelites(#Vs,Ss) A fact that describes the satellites. 

Cost(#Vi, #Vj,Ci,j,,N) A fact describing the distance between 

points  (costs). 

Routes_1(#A,FsA,N) A fact describing routes from depot to 

satellites. 

On_route_1(#A,GA,N) The fact states which points are on the 

route_1 

Routes_2(#B,FcB, FcB, 

N) 

A fact describing routes from satellites 

to customers. 

On_route_2(#B,Hb,N) The fact states which points are on the 

route_2 
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Abstract—The purpose of the article is to outline the futuristic
vision of Industry 4.0 in intra-logistics by creating a hybrid
network for research and technologies thereby providing a
detailed account on the research centre, available technologies
and their possibilities for collaboration. Scientific challenges in
the field of Industry 4.0 and intra-logistics are identified due
to the new form of interaction between humans and machines.
This kind of collaboration provides new possibilities of materials
handling that can be developed with the support of real-time
motion data tracking and virtual reality systems. These services
will be provided by a new research centre for flexible human-
machine cooperation networks in Dortmund. By the use of vari-
ous reference and experiment systems various real-time scenarios
can be emulated including digital twin simulation concepts. Big
data emerges as an important paradigm in this research project
where all systems are made flexible in terms of networking for all
the systems to consume the data produced and also to combine
all the data to arrive at new insights using concepts from machine
learning and deep learning networks. This leads to the challenge
of finding a common syntax for inter-operating systems. This
paper describes the design and deployment strategies of research
centre with the possibilities and the design insights for a futuristic
Industry 4.0 material handling facility.

I. INTRODUCTION

FOR MANY YEARS, scientists focus on the new change
of paradigm in the organisation and management of the

whole value-added chain and the impact on the economy
and society which are caused by Industry 4.0. With Industry
4.0, the technologies, services and methods used in industrial
production and logistics are changing. Dynamic, real-time and
self-organising value-added networks emerge, based on the
availability of the relevant information in real-time through
the networking of all parties involved in the entire value-
added process and the interconnection of objects, humans and
systems [1]

The technological base for the Industry 4.0 is formed by
data networked production facilities, products and materials as
well as transport technologies, which are equipped with sen-
sors and decentralised IT intelligence. These intelligent cyber-
physical systems (CPS), which are connected over the Internet,
are able to autonomously organise, control and adapt the
sequence of value-added processes and the corresponding lo-
gistical functions to external requirements. The current "tech-

nology push" in the design and introduction of autonomous
CPS-based production systems, advancing digitisation, and
automation lead to the development of new forms of services
and work organisation [2]. This new forms of services with
collaborative machines can be simulated to an extent but can
only be understood deeply with a level of trust for adoption
into industry when demonstrators are developed.

Thus, the change driven by Industry 4.0 is not predeter-
mined, but can be shaped [2][3]. In addition to the question
about the organisation of responsible and goal-oriented action
in the human-machine interaction (HMI), there should be
a need-oriented debate on the topic of hybrid services. A
key factor for the successful transition to Industry 4.0 is the
physical implementation of demonstrators and the execution
of experiments in a realistic intra-logistics environment. This
article describes one such demonstrator where experiments for
scenarios of Industry 4.0 can be conducted. The requirements
for such a research centre is discussed in section 2 giving a
detailed account on conceptual description and the scientific
objectives followed by surveying existing research centres in
section 3. Section 4 describes all the systems that are deployed
in the research centre with information about their flexibility
and interoperability. Section 5 concludes the article with the
summary of the systems deployed with the direct research
goals arising because of the interoperability and collaboration
of the systems.

II. CONCEPTUAL DESCRIPTION AND SCIENTIFIC
OBJECTIVE

In order to cope up with the dynamics and complexity
increase and thus not to lose the competitive connection,
companies have to increase the adaptability of their processes
and business models [4]. It is necessary to generate adapta-
tion measures that combine the advantages of technological
innovations as well as human skills. In order to analyse
and evaluate the efficiency potential of the emerging socio-
technical systems, in Dortmund an interdisciplinary research
project is initiated that is funded by the German Federal
Ministry of Education and Research (BMBF) and entitled as
"Innovationslabor - Hybride Dienstleistungen in der Logistik"
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Fig. 1. Structural insight into the research centre

[5]. Decentralisation, networking and localisation form the
three basic pillars of an efficient hybrid work environment.
With these three pillars a lot of other virtual elements can be
included in the research focus such as creating a digital twin
[6].

This novel form of an interdisciplinary and cross-process re-
search environment is intended to contribute, amongst others,
to answer the following central scientific questions:

• Through the emergence of hybrid cooperation networks
(HCN), in which humans and machines support and
complement each other in a common work space, the
question arises of how responsible, secure and purposive
action can be designed and organised in the future HMI.

• On the one hand, the continuously increasing amount
and complexity of data in the field of intra-logistics
can lead to an additional burden on employees; e.g. in
the form of demotivation or excessive demand. On the
other hand, the available data can improve, among other
things, the quality of employee decisions. Therefore it is
essential to answer the question how the innate abilities
of employees (such as creativity, motor skills, experience,
intuition) can optimally be combined with the abilities of
technical (assistance-) systems (e.g. for data evaluation
or information visualisation).

• In answer to the research question how technical systems
can perceive, analyse and evaluate their environment
more intelligently, e.g. by means of big-data analysis or
machine intelligence techniques, a contribution is to be
made to increase their adaptability and their ability to
interact with humans.

• The increasing networking and decentralised control of
the entities in a HCN lead to the fact that the amount of
data to be processed increases by a factor of 1000 per
decade [7]. From this, the question of how the emerging
data volume can be transmitted securely, wirelessly and
in a system guaranteed time.

For research, to develop scenarios, use cases and experimental
situations the research centre is furnished with flexible refer-
ence and experiment systems and their interoperability which
is described in the following chapters with a survey of research
centres that are used for deriving system requirements. A 3D

render of the research is shown in fig 1.

III. SURVEY OF RESEARCH CENTRES

This section surveys existing systems in various research
domains and to arrive at the system requirements for the
research centre. As stated in conceptual description of the
research centre, it is important to focus on localisation and
navigation systems for the future logistics facilities. From the
systems [8], [9], [10], [11], [12], [13], [14], [15], [16] and
the publications using these systems, it is clear to use an
optical localisation system that is capable to provide location
data of objects in real time in 3D. From [12] and [13], it
is clear to understand the communication characteristics of
various wireless communicating entities is important. Due to
the amount of usable data that can be gathered from radio
communication and to acquire the data and process this data
on the radio system, a radio reference system is proposed
in the requirements of the research centre which is capable
of multi-standard baseband processing [14]. These reference
systems should run synchronised with the ability to acquire
data from all the available systems. The requirements from the
reference are gathered from these existing research centres and
with the experiment systems being generated from a futuristic
Industry 4.0 warehouse where a strong HMI takes place with
IoT systems playing an important role in coordinating the
logistics processes.

IV. REFERENCE AND EXPERIMENT SYSTEMS IN THE
RESEARCH CENTRE

A. Reference systems

1) Optical reference system: The motion tracking system
is the north star for the research centre which is a real-time
localisation system (RTLS). The RTLS system requires small
markers to be attached to the objects that are being tracked
and with a very minimum calibration effort, the objects can
be tracked using the Tracker software provided by the camera
manufacturer. This system is a reference system for providing
location of the objects in a precision of less than half a meter
guaranteed by the software with a limitation of 1 camera
having direct line of sight of at least three markers attached
to the object after calibration. There are 38 cameras over
an area of 570 sq. m to track and localise all the objects
i.e. markers within the area. The software also guarantees a
maximum computation time for estimating the location in the
3D space which is less than a second. The software exposes
application programming interface (API) that can be used as
both query on demand or to have a stream of all the objects
that are being tracked. Each tracker can be labelled in the
software to get the data labelled accordingly when consumed
by another application, this provides context to other inter-
operating systems.

2) Radio reference system: A network of Software defined
radios (SDR) equipped with an array of antennas is used for
sensing, tracking and to analyse the wireless communication
within the hall. All communicating devices within the range of
DC to 6 GHz can be covered with each SDR. The bandwidth is
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up to 120 MHz. Each SDR has a clock synchronisation signal
which enables all the SDR to have the same clock frequency
that algorithms like time-of-flight or time-difference-of-arrival
can be performed in this network of SDRs and also with the
experimental systems which have low cost transceivers that are
not capable of doing such baseband computation. Since ultra-
low power, low data rate wireless transceivers do not allow
such flexibility, these devices help in analysing, developing
and to benchmark various wireless protocols, localisation or
proximity algorithms.

3) Laser projection system: A visual system to create
virtual objects and to represent temporary markings within the
research area is created using a laser projection system. This
system is formulated as a augmented reality system with a
laser projection system software that can be controlled using
a user program to create visual representations by focusing
fast moving laser with a distance of 1 to 8 meters. The laser
projection system can be used as a guidance system for robots
or to simulate augmented reality systems, for example, a traffic
visualisation with virtual elements taking part in the simulation
with physically moving robots.

4) Virtual reality system: To facilitate concepts such as dig-
ital twin, to extend a logistics facility in a physical dimension
inside the virtual world and to simulate virtual components in
a simulation and to quickly understand the implications of a
scenario a virtual reality wall with millimetre precise markings
are printed in a roll shutter of dimensions 200 sq. m which can
be folded when not required for the experiment. The markings
are used as reference markers for the virtual reality device
camera to estimate the position, orientation and geometrically
represent objects in the virtual world in correspondence to the
physical world.

B. Experiment systems

1) Robot systems: Mobile robot swarms and drone swarms
complement to the complexity of diverse machines that will be
put to use in an Industry 4.0 materials handling facility. These
systems will be used for performing distinct experiments at
scale that intrinsically provides a faster way to adapt in the
industry. Therefore, industrial systems and research platforms
that can mimic a materials handling facility is deployed
using mobile racks with robots fitted with lifts that can carry
the racks from point A to point B. These robots also have
automatic charging stations which provide another dimension
of resource planning into the process with limited number
of available stations to charge. Drones are currently used in
industry for inventory management and transport of valuable
items in terms of money or for the process. Therefore, drones
that are programmable used as research platforms are deployed
which can perform tasks in coordination with humans and
other machines within the facility.

2) LR-WPAN and other wireless networks: Wireless sensor
networks (WSN) are a derived terminology of Internet of
Things (IoT) which targets a specific kind of IoT devices
that are low power, low data rate devices that are used for
sensing physical parameters. This has been standardised as low

rate wireless personal area network (LR-WPAN) in the IEEE
Standard. In a materials handling facility, there has been a lot
of penetration of such devices that ease out the complexity
of processes by providing functionality. Moreover, the data
recorded during these operations are accurate without human
error and are available real-time that they could be reliably
used for predicting and forecasting the processes they are used
in. A wireless sensor network with 550 nodes is deployed
under the floor, 1 meter apart, across the research centre.
Each sensor node is capable of communicating wirelessly in
868 MHz and 2.4 GHz frequency bandwidth in compliance
with IEEE 802.15.4 PHY and MAC [14], [17]. Devices are
connected to a bus that is used for programming, providing
energy for their operation and to reset them individually. Each
of the lines with 15 sensor nodes are connected to a computer
that can be reprogrammed.

3) Networked computational system: The future of an In-
dustry 4.0 material handling facility will highly rely on the
data because of the autonomy of the elements. It does not only
depend on the large amount of data that is produced, but also
on the metadata that is being generated which gives context to
the data and also the availability of the data within the system.
To provide context and to provide the data to other systems
as it is available, a networked computer with high bandwidth
network controller is used for concurrent network connections.

C. Systems Interoperability

The networked computational system is connected to the
synchronisation clock signal from the radio reference system.
The motion capturing system is also connected to the same
clock signal. Since it is not possible for each cameras to
synchronise its frames before post-processed in the tracker
software, the data streamed from the SDK is timestamped
with the system time in ticks of the synchronisation clock. The
networked computer will consume all the data using various
network communication standards. This data is then available
as the latest data set of all existing systems in TCP/IP to be
consumed by all other systems within the field. For example,
the RTLS system data as latest received by the computer from
the tracker will be made available for sensors and robots to
be used in their individual planning algorithms.

Since, each system communicates with its own standards,
the challenges for such a system lies in finding a common
syntax for inter-operating systems which also provides guar-
antees for the time at which the data is available. Fig 2.
shows all the reference systems and experiment systems that
are connected in a network. This challenge also addresses
the scenario of autonomous industrial systems collaborating
within each other to complete a task or a job in a materials
handling facility. A system bus with systems communication
paradigms or a middleware software that converts different
data sources and communication standards in a harmonised
way will be a challenge while implementing the research
centre and also in a real-time industrial use case.
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Fig. 2. Inter-operable systems at the Research Centre

D. Conclusion

Industry 4.0 and IoT creates new forms of interaction of
humans and machines. Based on CPS, a socio-technical work
environment is created, in which humans and machines are
in dialogue with each other and complete tasks together. The
research project “Innovationslabor - Hybride Dienstleistungen
in der Logistik” focuses on that new form of HMI. The novel
success factor of the research centre is the interdisciplinary
collaboration of logistics, IT, engineering, business as well as
sociology experts.

The research centre will focus on creating decentralised
logistics systems with emphasis on real-time localisation and
navigation algorithms. It will also create new areas of devel-
opment in HMI with emphasis on safety of the workers in the
field when collaborating with the machines in the facility.

Through the emergence of HCN in materials handling where
humans are supported by machines and machines complement
each other in a common work space, this renders a very
complex control system for logistics process control. To sup-
port in developing such a control system, the research centre
is furnished with flexible reference systems and experiment
systems.
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Piotr Wiśniewski, Krzysztof Kluza and Antoni Ligęza
AGH University of Science and Technology

al. A. Mickiewicza 30, 30-059 Krakow, Poland
E-mail: {wpiotr, kluza, ligeza}@agh.edu.pl

Abstract—We present a decision support application which can
be used for alternative route generation in case of tramway traffic
disruptions. Our solution is based on a mixed graph network
model, where vertices represent major points and edges are used
to model track sections. The proposed application uses model
data stored in a set of source files and enables the user to
execute one of four algorithms which are useful for tramway
traffic management in case of a crisis situation.

Index Terms—decision support, graph theory, robust traffic
management, route planing, public transport, crisis management

I. INTRODUCTION

TRAFFIC congestion, especially in the major cities, is
constantly growing. Simultaneously, the environmental

awareness level is becoming higher and higher. Thus, these
two factors cause the increasing role of the public transport in
our everyday. Optimized transportation services are considered
as a significant factor that makes the city more effective
for its inhabitants as well as business entities [1], [2]. Such
situation can be observed primarily in urban agglomerations
with the advanced traffic systems and the variety of public
transportation.

However, even in such developed areas, the urban transport
management entities have to deal with some crisis situations.
There are many random factors or infrastructure conditions
which cause specific crisis issues.

From the traffic management perspective, the extreme cases
require an intervention of a traffic controller like emergency
rerouting of vehicles. Incorrect or lack of the decision can
cause instability in the whole traffic system with the conse-
quence of financial losses.

European Commission in [3] also takes into account the
problem of public transport continuity assurance. One of
their thought-provoking example concerning the disruption
of transportation system was the example the eruption of
Eyjafjallajökull volcano in Iceland in April 2010.

This work constitutes a continuation of our previous
work [4], which introduced a mixed graph-based mathematical
model for public transport networks. Here, we extend our
previous contribution by describing additional route generation
algorithms and presenting a sample application that enables
their use in practice. We focus on using our solution in the
area of tramway transit, as this means of transport is more
exposed to crisis situations compared to road traffic.

The paper is organized as follows. Section II presents the
existing works referring to public transport management. In
Section III, a graph-based network model used in the proposed
solution is presented. In Section IV, the algorithms for route
generation are described. Application details are presented in
Section V, and its usage examples are shown in Section VI.

II. RELATED WORKS

There are several areas related to the subject our research,
such as road traffic analysis, graph theory or vehicle route
planning. As ad-hoc re-planning in case of crisis situation
often leads to deterioration of plan quality, a robust route
planning for passenger vehicles in city traffic was proposed
by Ernst [5]. His approach, similar to our solution, allows for
real-time robust route planning [6]. Mandziuk and Nejman [7]
proposed a method for generating optimal routes for vehicle
drivers who need to reach their customers using tree search
algorithm. Another work presents a solution of a Capacited
Vehicle Routing Problem using a Mixed Integer Linear Pro-
gramming model [8]. Adamski [9], in turn, used stochastic
processes for bus dispatching system. In [10], various types of
decision support systems for vehicle fleet management were
reported. In the context of a complex on-line control problem,
one of such decision support system used in case of temporary
railway track closures was presented in [11]. This approach
combines the graphical power of Petri nets with the fuzzy sets
which model rule-based expert system. Among the research
concerned with optimal control of tramway networks, Blasum
et al. [12] proposed three variants of solution for a problem of
optimal tram scheduling in the morning – i.e. ordering tram as-
signments to departure. Winter and Zimmermann [13] extend
this discussion on daily tram dispatching in localized depots.

III. NETWORK MODEL

The model used as a basis for the proposed application
combines the approaches where directed [14] and undirected
[15] graphs are used to represent public transport systems.
In this paper, a mixed graph-based model was used, where
directed edges correspond to tracks on double track sections
and undirected edges are used to represent bi-directional single
tracks. Its simplified form is presented by formula 1.

G = (V,E), (1)

where:
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• V is a finite set of vertices,
• E = E1 ∪ E2 is a set of both directed and undirected

edges.

All the edges are assigned a vector weight function γ which
has non-negative values of the planed time of ride and section
length, expressed in minutes and kilometers, respectively. It is
specified by formula 2.

∀e ∈ E, γ(e) = {t, l} (2)

Vertices of the graph correspond to selected decision points
in the network, such as: track junctions, waiting points before
single tracks, terminuses, parking tracks, initial stops, en-
trances or exits of a depot. As most of those points have a lim-
ited space for cars, a non-negative vertex capacity function C.
Its values are integers expressed in units of measure or number
of cars. The capacity function is given by formula 3. In order
to identify terminuses a logical function τ : V −→ {0, 1}
was defined. Its value is equal to 1 if the selected vertex is
a terminus and 0 otherwise.

C : V −→ Z≥0 (3)

In the first step of the model creation bi-directional track
endpoints are connected with undirected edges while the other
vertices are linked with directed edges regarding left-hand
driving. An assumption is made that edges connecting two
vertices within the area of one stop are given a zero-weight.
The same rule applies to edges leading to single track sections.

In order to eliminate the error of changing car direction
at an endpoint of a single track, the model definition contains
a set of forbidden paths. A forbidden path is a path, whose any
subsequence fulfills at least one of the following conditions:

• passing from one double-track section to another if there
is an endpoint of a bi-directional track in between,

• entry to a single track section directly from an edge with
a non-zero weight vector,

• if a vertex is an endpoint of an undirected edge and
any other edge is chosen when generating path running
through this vertex.

An example of a forbidden path is shown in Figure 1 which
represents the "Ruda Połuniowa" passing loop, connecting two
single track sections. According to this part of the network
model there is a path designated by a sequence of vertices
(2, 3, 4). In real tramway networks following this route with
a car having only one driver cabin is not possible, as it would
need a change of direction, which in this case is allowed only
on a loop or a turning triangle.

Figure 1. Model of the passing loop "Ruda Południowa".

A tramway line is a set of paths between two vertices
marked as terminuses. As the route may differ depending on
the direction and time of the day, the notion of variant is used
to describe a specific run. Let p(vs, vt) be a path from vs to
vt, then a variant can be defined by formula 4.

w(vs, vt) = p(vs, vt) : τ(vs) = 1 ∧ τ(vt) = 1 (4)

Therefore, a line is described as a set of variants marked by
a specific number:

L(n) = {w(vs, vt)}, n ∈ N. (5)

A train is a car or a set of cars in operation with respect to
defined schedule or the orders of a traffic controller, running
on a specific line or off-schedule. The solution proposed
in this paper is applicable for planed trains which can be
characterized by the following elements:

1) Train number (a line number concatenated with a run-
ning number in range 0-99).

2) Schedule, containing departure times from initial stops.

IV. SOLVING METHOD

When there is a need to temporarily close a section of
the track, which corresponds to a removal of an edge in
the graph model, a train approaching the blocked section
has to be redirected to an alternative route. Therefore it is
needed to solve a path generation problem, by finding the best
destination point and the shortest route connecting with that
vertex the current position vp which can be estimated based
on the timetable or using a vehicle positioning system [16].
This route is calculated using the modified Dijkstra algorithm
that excludes forbidden paths during the search by assigning
infinite distances to vertices reachable by such a path.

A. Route generation algorithm

The algorithm used in the application presented in this
paper consists in generating a shortest path to each reachable
terminus. Routes leading to terminuses whose capacity is
exceeded are excluded from the search. The alternative route is
selected by maximizing a profit function. If p0 is the subpath of
the current variant, starting from vertex vp then profit function
Q is described by formula 6.

Q(p0, pa, pc, va) =
d(pc) + φ(va)

|d(p0)− d(pa)|
, (6)

where:
• pa is the calculated alternative path,
• pc is the common part of paths p0 i pa,
• va is the terminus of pa,
• d(p) is the length of path p,
• φ(v) = 1 if v is the terminus of p0 and 0 otherwise.
If two or more routes are assigned the same value of

function Q the shortest one is chosen and if they have the
same length, the one with a less occupied terminus is selected.
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B. Time of ride calculation

In real transport systems the actual time of ride may differ
from the scheduled one. Minor delays happen usually in case
of high traffic congestion, passenger exchange as well as
weather conditions. However, more significant disruptions may
occur if a train runs off-schedule on a route containing single
track sections. In such a case, when calculating the time of ride
between two decision points, it is needed to take into account
the time spent for waiting at the entrance of each single track.
The algorithm used to calculate time of ride tp through route
p which contains single tracks is as follows:

1) Set tp = 0 and t0 as current time.
2) Calculate scheduled time t1 to the nearest single track

section. Set tp = t+ t1.
3) Set t2 as the scheduled time of ride through the single

track section. If there is a train on this section in time
interval (t0 + tp, t0 + tp + t2) then set tp = tp + 1 and
re-execute this step. Otherwise set tp = tp + t2.

4) If there are no more single track sections on the route
then calculate scheduled time of ride t3 until the end of
the route and finish calculations setting tp = tp + t3.
Otherwise go back to step 2.

Using this method enables to estimate the real time of ride
through a path, assuming that the train in the opposite direction
runs without disruptions.

C. Return algorithm

After removing the effects of a crisis situation and re-
opening the blocked section it is necessary to put the re-
routed trains on their original paths and return to scheduled
operation as soon as possible. A method that calculates the
return scenario for train np and point vs at time t0:

1) Find the nearest scheduled departure of train np from
initial stop vp.

2) Generate the shortest path from point vs to vp and
calculate time of ride tp to this vertex.

3) If the arrival at point vp occurs after the scheduled
departure of the next train departing from this point,
then set vp equal to the initial stop of the next departure
after time t0 + tp and go back to point 2.

4) If the arrival at point vp occurs after the scheduled
departure of train np from this point or parking at point
vp is not possible (vertex capacity exceeded), then set
t0 = t0 + tp and go back to point 2.

5) Finish calculations. Train np is back to schedule at time
t0 + tp at point vp.

V. APPLICATION

The aim of the created application is to support dispatchers
in the process of tramway traffic management in case of
operation disruptions caused by crisis situations. Usually the
decisions being taken in such cases are based on the network
knowledge and work experience of the dispatcher. Unified
criteria of alternative route generations were not formulated,
which can lead to long lasting disturbances in urban transport

circulation. The proposed system can be operated by one user,
who works as a dispatcher and manages the tramway traffic
within a designated area. People employed on this post are
characterised by very good level of network knowledge, but
in general they are not accustomed to use advanced computer
tools. Moreover, there are often cases when disturbances
occur in two or more places at the same time and that
requires constant attention as well as contact with drivers
and traffic control services. Therefore the decision support
system for dispatchers needs to be simple and efficient, and
provide a clear interface that demands from its user only data
necessary for problem solving. The main requirement that was
formulated for the application was the possibility to run it in
various environments, without the necessity to use any specific
equipment or dedicated software. Therefore source files should
be saved in an open format which enables easy editing.

A. Usage scenarios

According to previous assumptions made in this section
only one user is needed in the application and this person uses
it on their workstation only. Therefore user authentication was
excluded from the scope making the assumption that the user
logs into their account in the operating system. The following
usage scenarios were proposed for the application:

• display network information: decision points and section
parameters,

• localize train on the route,
• generate alternative route for a train when a certain

section is blocked,
• return to the schedule.

B. Data flow analysis

The input of the application is data inserted by the user
and network model files. During the design phase a decision
was made not to use an external database with complete
network information. The reason for that decision was the
simplification of the system. The assumption was made that
the network model is uploaded to the system in form of source
files during start-up. This solution is not optimal regarding
operating memory usage, but enables the program to run
without the necessity to maintain connection with a database
server. A simplified data flow diagram [17], representing the
proposed system’s inputs and outputs was shown in Figure 2.
Inbound data were marked with blue color while outbound
data (information shown on the screen and logs saved to file)
was marked with green color.

According to the diagram presented in Figure 2 inbound
and outbound data are:

1) Selected function and, according to the scenario:
a) section or decision point ID,
b) train number and current time,
c) train number, blocked section ID, current time,
d) train number, train location, current time.

2) Model files: graph details, route list and schedules.
3) User information, according to the scenario:
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a) section or decision point parameters,
b) train location and direction,
c) recommended alternative route and return path,
d) recommended direction and estimated time of the

return to schedyle
4) Logs generated by the application and saved to a text

file.

C. Proposed solution

A sample application was created in the widely used Java
language, using the IntelliJ IDEA 14.1.1 and Java SDK 1.8
package. Graphical user interface was made using Java Swing
library. The network was modelled using JUNG library (Java
Universal Network/Graph Framework) [18], dedicated to rep-
resent both directed and undirected graph. The created model
described in section III was implemented using SparseGraph
which allows to perform operations on mixed graphs. This
class enables the programmer to define vertices and edges as
objects and contains methods that enable to:

• specify edge type (directed or undirected),
• determine vertices incident to the selected edge,
• determine the edge connecting two vertices,
• determine successors of a vertex.
Regarding the large number of parameters, presented in

section III, vertices and edges of the network graph were
defined as classes. Distances in kilometers are represented
as decimals and time of ride is represented as integer and
expressed in minutes, which is a dominant unit in public
transport scheduling [19]. Additional classes were created also
to represent trains and tramway lines. Variants of the latter, as
well as other paths corresponding to tramway routes used in
the system, are represented as lists of vertices IDs.

The length of tramcars used in Europe can be estimated
between 10 and 55 meters [20], [21]. Therefore the capacity
of vertices was expressed as integer in range 0-3, where one
unit corresponds to 17 meters. A zero capacity was set in case
when stoppage is not allowed at the selected point.

D. Model files

Information about the tramway network mathematical
model are stored in four CSV files, each of which is used
to create objects of the corresponding class. In order to use
the application without errors it is necessary to define the
following files:

Figure 2. Simplified data flow diagram.

1) File vertices.csv which holds information about graph
vertices. Columns: vertex ID, vertex name (8 charac-
ters), description, capacity, information, if the vertex is
a terminus.

2) edges.csv stores information about graph edges.
Columns: start vertex ID, end vertex ID, description,
capacity, scheduled time of ride, length, information if
the edge is undirected. During the upload of model
files each edge is assigned a unique number, which is
a concatenation of its endpoints IDs, and a 17-character
name in form of its endpoints names connected by
a dash. In case of an undirected edge the vertex with
a lower ID is used at first.

3) lines.csv stores information about tram lines. Columns:
line number, variant number, description, vertices on the
route (one ID per column).

4) tramcars.csv stores information about trains and timeta-
bles. Adding a new train is executed by inserting the
keyword new in a new row, along with the train number
and vehicle type. The following vertices determine the
timetable. Columns: departure time, variant number.

First row of every source file is a legend for used columns
and is omitted during data upload. Part of the file lines.csv
containing the definition of line "0" and its four variants is
presented in Figure 3.

Figure 3. Source file with line definitions, opened in a spreadsheet editor.

VI. USAGE EXAMPLES

The application has a form of an executable JAR file which
can be successfully run in Windows (7 or higher) as well es
Linux (Ubuntu 14 or equal) environment. Application window
is presented in Figure 4. Each of the usage scenarios is
represented by a separate button.

Functionalities of the proposed application were tested
using a model representing the central part of Upper-Silesian
tramway network, which is the largest tramway system in
Poland [22]. The test model is a mixed graph containing 135
vertices and 187 edges, 19 of which are undirected.

A. Network Information

Pressing the button Network Information executes the func-
tion which returns current information about the selected point
or section. A pop-up window with input fields for current time
and section/point ID appears on the screen. A sample result
presenting section parameters and its occupancy was presented
in Figure 6.

In TramLogs.txt file simplified logs, which contain infor-
mation about the results of a query, are saved. Full point
and section descriptions were replaced with their short names
having 8 and 17 characters respectively (see section V-D for
details).
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Figure 4. Initial window of the application run in Windows environment.

Figure 5. Network information data input.

B. Train location

Train location is verified after pressing the appropriate
button. The result is a point or section where the selected train
is situated in the inserted time. In addition the user is informed
about the line number and direction. In case of trains which
are included in the list but are out of service, their depot is
displayed as the current location.

C. Alternative route generation

The most important functionality of the application which
is alternative route generation is executed by pressing the
Alternative Route button. The user is asked for traffic dis-
ruption time and the train number, for which the route will
be generated, as well as for ID of the blocked section. As
a response the user is given a list of decision points for the
generated route, its length and the estimated time of ride
calculated regarding other vehicles moving on this route. In the
next step a return path to the original route is recommended.
Its departure time is equal to the arrival time on the selected
terminus, if it is empty or to the departure of the last train that
was stationing on this terminus.

A practical example of the application utility is as follows:
it was admitted that on Saturday at 12:10 PM there was
a collision of a tramway with a passenger car on a rail crossing
in the city center of Katowice. The car is severely damaged
and its immediate removal is not possible. In such case the
dispatcher takes a decision to temporarily close the section

Figure 6. System response with network information.

shown in Figure 7. This section is included in the original
route of line 0. Train 01, which is approaching the closed track,
needs to be directed to an alternative route. After inserting data
to the application the user gets the response shown in Figure 8.

Figure 7. Closed section as a result of a collision [own work based on
openstreetmap.org].

D. Return to schedule

After re-opening the blocked section it is necessary to put
the trains back on their original routes. The user executes
the appropriate procedure by pressing the button Return to
schedule. In the next step the number of the train, which is off-
schedule, as well as its location (nearest decision point) and the
starting time are inserted. This functionality can be illustrated
by the following example: as a result of the overhead line
failure the power was turned off at 3 PM on the section "Rynek
- Rondo" in the city center of Katowice. Train 161 was directed
to an alternative route towards Zawodzie depot. Half an hour
later, at 3:30 PM, the line was repaired and the dispatcher
re-opened the section. In such a case all the trains operating
off-schedule have to come back to their original routes as soon
as possible. Therefore the dispatcher runs the procedure whose
results are presented in Figure 9.
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Figure 8. Alternative route generated for train 01

Figure 9. Recommended return plan for train 161.

VII. CONCLUSION

In this paper, we presented a decision support system for
robust traffic management. Using the proposed application
is possible in different software environments, without the
necessity of using additional equipment. Its practical use may
lead to more efficient reactions for crisis situations occurring
in public transport. A significant feature of our approach is
the mixed graph-based network model which can be used
to represent various types of tramway networks, including
bi-directional single track routes. In our future research
we plan to extend the algorithm by allowing it to generate
alternative routes for more trains at one time and provide
complex information for the user as well as improving a data
structure containing information about the model and linking
it to the existing tramway databases.
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• Paliński, Andrzej, AGH University of Science and Tech-
nology, Poland

• Petryshyn, Lubomyr, AGH University of Science and
Technology, Poland

• Pełech-Pilichowski, Tomasz, AGH University of Science
and Technology, Poland

• Prasad, T. V., Godavari Institute of Engineering and
Technology, India

• Pulvermueller, Elke, University Osnabrueck, Germany
• Reimer, Ulrich, University of Applied Sciences St.

Gallen, Switzerland
• Rossi, Gustavo, National University of La Plata, Ar-

gentina

• Salem, Abdel-Badeeh M., Ain Shams University, Egypt
• Sankowski, Dominik, University of Technology in Łódź,
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Abstract—The Ambient intelligence (AmI) paradigm refers to
electronic environments which are sensitive and responsive to the
presence of people. Queue systems are practically used in various
institutions and commercial enterprises constituting a challenge
for the intelligent environments in smart cities. The management
of the customer flows guarantees elimination or reduction of
the queues as well as the economic benefits which follow the
clients’ satisfaction of the better service quality. There has been
proposed the intelligent queue management system designed as
the pro-active and context-aware system basing on multiple low-
level sensors and devices constituting the IoT (Internet of Things)
network. The designed context-driven system is characterized by
user friendliness, as well as the client behavior understanding to
generate actions that support clients. There has been proposed
the conceptual version of the system. The selected aspects of the
prototype version has been simulated. This prototype can be used
as the necessary experience for building the target system meeting
the precise needs and assumptions typical for context-aware and
pro-active system basing on IoT networks.

Index Terms—intelligent environment; context-awareness;
queue; queue management system; IoT.

I. INTRODUCTION

SMART cities, which become more and more common
and inevitable, are understood as the places where the

modern ICT technologies are used in order to improve the
quality of life for citizens. They enable the sustainable usage
of resources available. There is no one scenario which helps
to reach this goal. Developing context-driven applications
is always hard and complex. We can see queues in many
places of smart cities, enterprises, as well as many different
types of clients who behave differently in numerous situations
and have distinctive needs or preferences. The main aim
of the intelligent queue management system is to adjust to
those needs which enable to minimize the length of queues,
shorten the time of customer service and increase the level
of satisfaction of services. Indirectly, it can also influence the
increase of sales volume.

The aim of this work is to propose the intelligent queue
management system for a large store. Although, the idea
of the queue management system is not a new one, many
of the already existing systems, in spite of being described
as “intelligent” which is a slight exaggeration, use mainly
the simplest methods of people flow management. These are
putting the physical barriers or informing users about the
overall situation and statistics related to the already existing
queues, by displaying messages on the screen. Such statistics

present only the simple information: how many people visited
a shop at a particular hour and how much time they spent
waiting in queues. There does not exist the attempt to identify
the user in existing systems, considering the present behavior
or historical data, assigning him/her to the particular group to
be serviced in a special way. Moreover, the traditional systems
are not transparent for the user, that is clients are usually in a
certain interaction with the system.

The dynamic nature of a typical context-aware system
is shown in Figure 1, see also [1], where different phases
are repeated periodically sensing activities and to generating
proper reactions enabling to operate in a smart environment.
The physical world and the context-awareness software con-

Fig. 1. Context-aware and pro-activity systems

stitute the smart environment. It contains different sensors, or
other IoT (Internet of Things) equipment, distributed in the
whole physical area. Smart applications enable understanding
context [2], and provide pro-activity, that is act in advance to
deal with future situations or actions, see [3], [4], [5], [6], [7].

There is a need, that also follows the development of the
ICT technologies, of creating a really intelligent system which,
in a non-intrusive way, would understand people behavior,
categorize them, and manage the queues in a pro-active way. It
would recognize the needs and expectations as well as supports
the people who found themselves in this environment. It needs
to be emphasized, that the queue management system can be
implemented not only for needs of shopping mall but also for
the objects such as enterprises, airports, different offices and
many other places.

The system, proposed in this work, has a conceptual char-
acter, however, the analysis of the available technological
solutions from the ICT range proves its technical feasibility.
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There has been developed the prototype and the simulation
studies have been carried out. The prototype of the system
can be furtherly developed and improved by implementing
the new details for example related to reasoning, ontological
reasoning, especially helpful in case of different methods of
the clients identification, as well as developing different iden-
tifying components (biometric data, mobile phone identifier,
etc.), designing the software architecture and making all other
improvements. The prototype can be used as the reference
point for creating the system which would be correctly located
within a particular instance and needs.

There are many works considering and discussing queue
management systems. Moreover, there are also commercial
systems for the line management. However, there is lack of
works for smart systems that works in intelligent environ-
ments, that is systems that understand human behavior provid-
ing context-aware and pro-active actions supporting customers
and inhabitants. Such systems are mandatory ingredient for
smart cities. Work [8] discusses queues in the context of a
smart parking system. The aim of the proposed algorithm is to
control traffic. Work [9] provides methods for queuing delays
when using RFID systems but they don’t recognize human
behavior. Work [10] also don’t discuss behavior aspects while
new message systems are introduced. In work [11], a ticket
dispenser is used. This paper follows works [12], [1] which
concern observing behaviors of users/inhabitants and mod-
elling logical specifications understood as user preferences.

II. BASIC ASSUMPTIONS AND REQUIREMENTS

By a queue we understand an impermanent community of
people which is created when waiting for the particular event
such as serving. The formation of a queue is usually related
to the small number of resources/people offering the service
of serving. The members of the queue are usually handled in
the set order, most often it is the FIFO rule, and later they
leave the queue.

It is presumed that there exist the entrance devices which
enable to identify people and events. Among them are:

• camera: equipped with the necessary software which
enables to record and identify the biometric data of clients
who enter the object and stay inside it, the new and old
clients which means having the history of their presence
in a particular object;

• GPS sensors: installed in the shopping trolleys and help-
ing to monitor their location together with the client;

• scanners of the bar code embedded into the client’s
trolley;

• cameras, together with the software, built-in the object
and helping to observe the characteristic way of moving
of a client (elderly person, disabled person, person with
children);

• thermal cameras detecting the increased body temperature
(which suggests for example stress, haste but also the
illness);

• cameras located near the cash registers which estimate
the number of people waiting in a queue;

• sensors detecting the Bluetooth and GSM devices and
estimating the number of people waiting in a queue as
well as performing the supporting tasks. Such devices are
the part of most of the private mobile phones.

The information and messages from system are introduced
to different output devices such as:

• mobile applications which suggest the client a particular
behavior, giving the number of the cash desks where
he/she should go;

• displayer on the shopping trolley informing about the
number of free cash registers;

• “help” button on trolley calling the shop assistant and
helping in case of problems with the finalization of
transaction (elderly people);

• publicly available displayer at the beginning of each cash
register, as well as all other displayers in this part of store.

The type of data used for analysis can be: age, pregnancy,
body posture, weight, clothing, height, body temperature,
blood pressure, heart rhythm, amount of shopping. All those
types of data are stored in a way which is transparent for a
client.

The system monitoring the queue management system has
a lot of information about the current situation in a moni-
tored object, performs the basic measurements, analyzes the
historical data which help to describe the preferences of
regular clients. The basic parameters of the current situation
in monitored object are:

• the number of people entering the store;
• the number of people who stay inside;
• the number of people classified into a certain category

for example: elderly people, disabled people, mothers and
families with small children, pregnant women, customers
who usually do big shopping (those who have a substan-
tial financial input), sick people and those whose body
temperature is higher than the average one;

• the length of the particular queues;
• the average time of waiting in the particular queues,

divided into the queues of the special meaning;
• the total time of waiting etc.
In order to estimate the length of a queue there are used

different sources and methods from the video cameras to
detecting the Bluetooth devices. However, the last method has
its own limits related to the fact that in many mobile phones
this function is switched off. On the other hand, it can be
useful in describing the time of waiting in every queue, when
we assume that at least some people have this function in
an active mode, and observing the movement of the queue.
Similar remarks concern the GMS system emitting the signal
to the nearest BTS station (Base Transiver Station).

The aim of the whole system, apart from the typical tracing
of the clients’ activity and their distance from the cash
registers, is also detecting the distinctive types of behaviors
which enable to redirect some people to the cash registers
specially designated for their needs. It can be performed
on the basis of the historical behaviors analysis, if they are
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Fig. 2. Basic system architecture for activity understanding and context reasoning

available for the particular clients. This type of system, which
is sensitive and context-aware and is characterized by the pro-
active functioning, aims to increase the level of satisfaction
among clients, adjust the selling offer and consequentially
increase the trading volume.

The direct objective of the system is to

• shorten the queues, or to reduce queue time, balancing
the distribution of customers;

• allocate customers to specialized queues/desks in which
they will be better served;

• increase customer satisfaction.

After identification and recognition of the client there are
analyzed the examples presented below:

1) the person is a regular client (possibility to offer dis-
counts and better standard of service, shorter queues,
personal assistants);

2) the size of the previous shopping (discounts, redirecting
to the cash register for special customers, personal
assistants, possibility of shopping delivery);

3) the most frequently chosen categories (household chem-
istry, groceries, alcohol and others – information about
sales, discounts), buying the luxury products (better
quality of service);

4) elderly people, pregnant women, people with children,
disabled people (special cash desks);

5) when client moves quickly or walks slowly, seemingly
without a special purpose (people in hurry are redirected
to the shorter queues or the special queues).

There are a few types of cash registers:

1) special cash desk adjusted to the needs of disabled
or elderly people (bigger and wider driveway, bigger
displayers);

2) cash desks for people with small children;
3) cash desks for people with luxury products who are the

regular customers;
4) cash desks for fast service of people with a few products;
5) special cash desks for a particular type of products (for

example electronics);
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6) normal cash registers.

III. ARCHITECTURE

The idea of context is well established and understood in
pervasive computing. Context is “...any information that can
be used to characterize the situation of an entity. An entity
is a person, place, or object that is considered relevant to
the interaction between a user and an application, including
the user and applications themselves” [13]. Thus, context-
awareness is an ability of sensing and reacting on the en-
vironment. Sensing and context understanding are necessary
and of critical importance for pro-active decisions.

The overall architecture for context-aware system that un-
derstood inhabitants activities, performing context reasoning
processes is shown in Fig. 2, as an adaptation of similar ones in
works [14], [1]. The Context Warehouse captures information
engineering, that is it allows:

• to show all the clients attached to the monitored area,
• to provide a consolidated picture of data,
• to capture and provide access to meta data,
• to provide capability for data sharing,
• to merge historical data with current data,
• a deeper understanding of what each customers is,
• how to reconcile different views of the same objects,
• to see if a customer begins behaving uncharacteristically,
• improve quality of data, etc.
Signals are obtained from the environments. Industrial

cameras also produce environmental information. Network
devices, that is signals emitted by Bluetooth, GSM, and Wi-Fi

networks, allows to identify clients. Abstraction layer hides
some implementation and hardware details. In other words,
it translates information between different levels. Filter allows
block or remove some information. Fusion enables merging of
separate elements into a unified whole. Activity recognition
and understanding allows to provide smart decision, that is
to influence the inhabitants, or clients, in the environments.
Context warehouse is a repository for all information, both
historical and present, concerning objects in the monitored
environments. Rules are how to process and conduct some
recognized information. Reasoning enables drawing of infer-
ences or conclusions automatically. Sensing means gathering
and abstracting raw information concerning monitored envi-
ronments. Tracking is a process of mining information on ob-
served activities. Influencing provides smart decision. Reacting
implements these decisions in the monitored environment.

IV. USE CASES AND SYSTEM SCENARIOS

The basic use diagram for the queue management system
is presented in Fig. 3. The case “Client identification” is
responsible for identification of every new client. The identifi-
cation is based on the available biometric data but also, in an
alternative case, all other available data emitted by Bluetooth,
GSM, or Wi-Fi network. The use case “Client classification”
is obligatorily included in “Client identification” and results
in precise analysis of the history of the system and on the
basis of the historical data enables the current classification
of the client. The use case “Client queuing” provides the
final customer service at the cash register such as counting
the final amount, updating the information about client in the
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Fig. 4. Queue management system: the queue structure (left) and the desk area (right)

TABLE I
USE CASE FOR ELDERLY PEOPLE

UC name: “Eldery people”

Precondition: identification of the elderly person
Scenario:
The basic course of events:

1) Identification of the new client;
2) Recognizing the client as an elderly person;
3) Sending the message to the shop workers;
4) System monitors the client’s behavior;
5) Cameras inform about his/her moving in direction of cash registers;
6) System checks the length of queues;
7) System, on the basis of the predicted waiting time and the type of

client, chooses the cash register;
8) Trolley displayer informs the client about the cash register number

and additionally the voice message is displayed;
9) Client moves in direction of a particular dedicated cash register.

The alternative course of events:
1) Client presses “Help” button;
2) Shop assistant comes to him/her.

Postcondition: the elderly person is serviced at the cash register and leaves
the monitored area.

TABLE II
USE CASE FOR PEOPLE IN HURRY

UC name: “People in hurry”

Precondition: identification of the person in hurry
Scenario:

1) Identification of the new client
2) System monitors the client’s behavior and informs about his/her

quick pace of movement and the higher body temperature regis-
tered by the camera;

3) Cameras inside the store inform about his/her moving in direction
of cash registers;

4) System checks the length of the queues and client is directed to a
particular dedicated cash register.

Postcondition: the person in hurry is serviced at the cash register and
leaves the monitored area.

system, changing the client’s category and all other pieces
of information which build the historic data and which, in
the future, will play a crucial role during the next visit and
identification of the client in the object. The use case “System

maintenance” enables the current system management, typical
administrative tasks, switching on and off the new devices and
deleting the outdated data, keeping them in an order etc.

Among the actors of the system are:

• Cash desk – subject (a person or a device) providing
the customer service for the clients waiting in a queue.
His/her work should enable the smooth flow of people in
a queue and its fast reduction;

• Client – the single being who stays inside the monitored
object and is a part of the queue or in a short defined
time is going to join it;

• Administrator – the physical person who oversees and
controls working of the queue management system, con-
figures its parameters, sensors and answers the sugges-
tions proposed by the system itself;

• Sensor – an example of a physical element (IoT) in the
system which task is to record, recognize and register the
signals from the environment. It provides the information
which are sent to the system in order to perform the
correct interpretation.

The use case “Client monitoring” is an important and basic
part of system which ensures the current observation of the
identified client and recognition of the moment when he/she
moves in the direction of cash registers as well as directing
him/her to the appropriate cash desk as the place of trade
finalization. Below, there are presented the possible scenarios
for the use cases, recognizing and dealing with the special
cases, divided into categories. Among them are: “Elderly
people” or “People in hurry”. Those cases are prompted as
optional from the main case. Elderly people, who have limited
movement capacities, move in a different and slower way
which can easily be detected by the system, see Table I.

The next example of scenario is related to people whose
behavior is atypical (for example they are in hurry). Moreover,
there is a possibility of using the thermal cameras, registering
the changing parameters of the client such as higher temper-
ature, haste, see Table II.

It is possible to prepare another scenarios, for example for
people with children, people with small shopping, VIP clients
etc.
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V. SYSTEM PRESENTATION

There will be presented the general system scheme. Fig 4
shows organization of the queue system. Within the monitored
space there is located the cash desk area DeskArea where
are the physical cash registers (both serviced and those which
require the self-service). It is supposed that every client who
enters this area wants to finish his/her shopping and plans
to move closer to the physical cash registers. This fact is
immediately detected by the system and such client (after
identification) is put to the virtual queue VirtualQueue.
It is not the physical queue but a certain data structure in
the system where are stored all clients cash registers the time
when they join any physical queue or leave the area. One
of the processes is constantly checking VirtualQueue and
after the classification and assumption process, also using
the historical data; chooses the target queue for a client, for
example: the queue for elderly people or people in hurry.
The client, after choosing the queue for him/her, is monitored
by the system (mobile phone, trolley displayer or the widely
available displayers within the range of the system) which
informs him/her about the target queue. If the client joins the
physical queue, he/she is removed from VirtualQueue. If
suddenly the client leaves DeskArea, for example resigns
from finalization of transaction, he/she is also removed from
the system. The general algorithms for the queuing system for
the use case “Client Queuing” is presented in Fig. 5.
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Prompt Client
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Add Client to
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Fig. 5. Queuing, means assigning the queue to the client (left), new clients
and those who leave (middle, right).

There has been created the simulation environment, or more
precisely, the prototype of an application, which simulates
work of the intelligent queue management system. However,
this is only the beginning of work to obtain the complete
system. Even if the prototype has been simplified, it still
precisely portraits of how the system works. Fig. 6 presents the

Initialize

not finished?

numClient 

<min?

Generate

not finished?

Identification Monitoring Queuing

+

+

+

-

-

-

Fig. 6. Environment simulating the queue management system

general working schemata of such environment. The system
is initiated, there are measured its basic parameters such as:
influencing the generator of clients, random distribution, prob-
ability density and others. There is also initiated the “finished”
variable which controls the end of simulation process and
is set by the system administrator. The whole process of
generating new clients entering the object is initiated when a
current number of clients falls below a certain minimal value.
The identification, monitoring and queuing are performed
simultaneously.

Fig. 7. Screen shot: Preview of the message exchange between sensors (IoT)
and the main server.

In the simulation process, the clients are generated in a
pseudo-random way, with parameters (elderly, young, physi-
cally disabled, children, men, women, pregnant women, people
in hurry, regular clients, people without shopping history etc.)
which enable the best possible and precise mapping of the real
system. It is possible to describe the density of generating
in order to map the time periods characterized by different
turnout of clients (morning hours, afternoon hours).

There has been adopted the following time periods
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TABLE III
SIMULATION RESULTS

Parameter Queue number Simulation time

30s 60s 120s 240s

Number of waiting clients

1 2 3 2 2

2 2 4 8 14

3 2 4 7 14

4 2 3 7 13

Number of clients serviced

1 1 3 6 12

2 1 2 6 12

3 1 3 5 12

4 1 2 5 11

Average waiting time

1 15.4 22 33.3 42

2 16.2 22.9 37.5 66.3

3 17.3 26.4 35.5 68.5

4 22.42 29.2 35 66.3

and time intervals between the visits: for 06.00–
09.00 is RandomInRange(10, 60); for 09.00–
14.00 is RandomInRange(30, 180); for 14.00–
18.00 is RandomInRange(50, 800); for 18.00–
21.00 is RandomInRange(30, 600); for 21.00–06.00
is RandomInRange(10, 100), where the function
RandomInRange(a, b) means the random number x
in a range x > a and x <= b. The prototype simplifies
the client model to the features such as age, weight, body
temperature, disability or pregnancy. When generating
the people, there has been used the following statistical
data: age – for 40% of population Gaussian(25, 3),
for 60% of population Gaussian(50, 10); weight –
Gaussian(70, 10); temperature – Gaussian(36.6, 0.3);
and 0.16% of population for disability, 0.09770294% for
pregnancy, where Gaussian function (mean, stdDev) gives
back the number x drawn according to the normal Gaussian
distribution which has the mean value mean and standard
deviation stdDev. Additionally, there has been implemented

Fig. 8. Screen shot: Preview of the queue situation: name, number of people
waiting, number of people serviced by a particular queue, the average waiting
time and the average waiting time of an one supplicant in a queue. In the last
column there is a button which stops and starts the queue.

non-deterministic time of customer service which is equal
to Gaussian(90000, 15000). Another implemented value
is a sensor error equal to 5%. Summing up the briefly
presented simulation environment, it seems that the obtained
environment is an appropriate framework for future works
implementing the context-aware queue management system.

The exemplary screen shots presenting the system are shown
in Figs. 7 and 8. Table III shows the sample results of prepared
stimulation.

The further works over the system development should be
carried with a special diligence according to the following
non-functional requirements:

• Expansion: system needs to be designed in a way which
enables its development and adding modules dealing with
different spheres of controlling numerous institutions.

• Scalability: system should work smoothly in case of a
sudden increase in the number of clients. The proper
functioning in the period of a high burden is expected.

• Manageability: system should deploy the interfaces which
help to control the queue management in a fast and
effective way.

• Configurability: the system should allow the wide spec-
trum of configuration options – one of them is possibility
of registration of the new sensors and managing the
already existing ones.

• Safety: the system should be provisioned against the
external attacks – it needs to use only safe and encrypted
protocols.

• Stability: system should work in a stable way regardless
of the environmental conditions.

The further works over the system development should also
concern requirements engineering aspects [15], [16], as well
as temporal issues of the system [17], [18].

VI. CONCLUSIONS

There has been designed the queue management system in
an intelligent environment. It works according to the paradigm
of pervasive and ubiquitous computing. Its main task is to
recognize clients who appear in the object, understand their
behavior, take into account the historical data related to objects
and propose the particular actions. They can cover both client
support as well as simplification of the transaction finalization
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and the choice of the best store cash register. There are many
different cash registers and also the customers have distinctive
preferences but the main goal is the client’s satisfaction and
his/her safety.

The newly created simulation environment enables the ini-
tial testing of the basic principles. Both the environment as
well as the system itself can be furtherly developed reaching
the goal which is creation of the target system. There exist
many places for the system installation and one of them
could be the dean’s office where the system recognizes a
student, analyzes his/her current situation both in case of the
whole educational process and the scholarship system, and can
suggest the proper solutions and an appropriate desk.
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Abstract—The concept of persistent identification is increas-
ingly important for research data management. At the beginnings
it was only considered as a persistent naming mechanism for
research datasets, which is achieved by providing an abstraction
for addresses of research datasets. However, recent developments
in research data management have led persistent identification to
move towards a concept which realizes a virtual global research
data network. The base for this is the ability of persistent
identifiers of holding semantic information about the identified
dataset itself. Hence, community-specific representations of re-
search datasets are mapped into globally common data structures
provided by persistent identifiers. This ultimately enables a
standardized data exchange between diverse scientific fields.

Therefore, for the immense amount of research datasets, a
robust and performant global resolution system is essential.
However, for persistent identifiers the number of resolution
systems is in comparison to the count of DNS resolvers extremely
small. For the Handle System for instance, which is the most
established persistent identifier system, there are currently only
five globally distributed resolvers available.

The fundamental idea of this work is therefore to enable
persistent identifier resolution over DNS traffic. On the one side,
this leads to a faster resolution of persistent identifiers. On the
other side, this approach transforms the DNS system to a data
dissemination system.

I. INTRODUCTION

THE massive growth of digital data in many different
areas including the scientific area, has driven a series of

profound changes in the world. For commerce, this data deluge
for example provides a door for new markets. By analyzing
the purchase patterns of specific buyer groups, it is possible to
subject them with pinpointed advertisements which ultimately
could lead to a strong increase of the profits.

In the scientific area for instance, the increasing volume of
research datasets has led to an increase of their importance.
The overall goal in research data management is to provide
a sustainable cross-disciplinary exchange between different
scientific branches. This could ultimately help to enable the
discovery of new insights in various scientific fields.

The concept of persistent identification is becoming a
fundamental component for research data management. Its
basic function is to provide a sustainable access to research
datasets, which are currently retrievable by their locators.
Even small technological changes in a research data repository
could lead to many invalid locators. Hence for a long-term
sustainable access, locators are highly inappropriate. Since
research datasets are currently mapped into web resources,

the locators are URLs. Thus, persistent identifiers currently
provide an abstraction for URLs corresponding to individual
research datasets.

However, with the explosive research dataset growth, the
count of registered persistent identifiers is increasing enor-
mously as well. Therefore, persistent identifier systems are in-
creasingly subjected to high loads. Since persistent identifiers
are an essential component for research data management, the
performance of persistent identifier systems is highly critical
for research datasets exchange. The focus of this work is
therefore on the performance of the resolution procedure for
persistent identifiers.

The importance of persistent identifiers for global research
dataset exchange is comparable to the importance of the
well-known DNS system for the current general Internet
communication. The resolution procedure for both, persistent
identifiers and domain names, is in principle a node traversal
procedure, whereas the traversal starts at a specific root
node and terminates at a responsible child node. Hence, the
resolution time for domain names and persistent identifiers
are generally composed of the network latencies between
the traversed nodes. Moreover, the resolution procedure in-
volves a specific proxy resolver which is tasked with the
node traversal. A requesting application only submits a single
resolution request to the proxy resolver, which then responses
with the answer obtained from the traversal procedure. To
reduce the traversal procedure, the answer of frequent res-
olution requests is usually cached at the proxy resolvers.
In such a case, the resolution time only consists of the
network latency between requesting application and proxy
resolver.

For DNS, there are a myriad of publicly available proxy
resolvers, such that an application can always choose a proxy
resolver in its proximity. In contrast to that, the count of
persistent identifier proxy resolvers is in comparison to the
count of DNS proxy resolvers infinitesimally small. For the
Handle System, which can be considered as the most important
and established persistent identifier system, there are currently
only five globally distributed proxy resolvers. Therefore, the
fundamental idea of this paper is to enable the resolution of
persistent identifiers over DNS proxy resolvers. Due to the
global widespread of DNS proxy resolvers, with this approach,
the resolution time for persistent identifiers can be significantly
reduced.
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The remainder of this paper is structured as follows. Section
II gives an overview of the related work. In Section III we will
analyze the core idea behind the concept of persistent identi-
fication. In addition, we will discuss the different possibilities
to use DNS as resolution system for persistent identifiers. In
Section IV, we will provide a realization of our proposed idea
for the resolvability of Handle persistent identifiers over DNS
traffic. Finally, in Section V we will do an evaluation of the
proposed idea by means of an experimental setup. Ultimately,
in Section VI will present our conclusions and give hints for
future work.

II. RELATED WORK

Persistent identifiers are in principle widely acknowledged
for research data management. However, their importance
is significantly increasing due to the ability of imposing
semantic information into the persistent identifier record itself.
Therefore, the perception for persistent identifiers increasingly
moves from a simple redirection mechanism towards a global
data structure for research datasets, which ultimately enables
information exchange between diverse research data reposito-
ries.

A prime example for an early perception for persistent
identifiers is the work [1]. The authors consider the concept
of persistent identification only as a redirection mechanism.
Therefore, their focus is to devise a bridge from persistent
identifiers to HTTP URIs, which are associated with semantic
information about research datasets. But they do not take
into account the possibility of persistent identifier records for
holding semantic information.

The work [2] proposes trusty URIs for providing trust
and reliability for scientific datasets. The focus is on using
cryptographic hash values in URIs corresponding to identified
scientific datasets, so called trusty URIs. A trusty URIs can
then be used to determine whether the identified datasets has
been subjected to manipulations. However, it becomes critical
for this approach when the identified research datasets moves
to another location.

One of the first works which considers persistent identifiers
as a more complex concept than just a redirection mecha-
nism is given by [3]. The basic approach is an ontological
refinement of metadata sets contained in persistent identifier
data records, which enables a common information set for the
various persistent identifier systems.

The first work which considers persistent identifiers as a
data structure for semantic information is provided by [4].
The focus is the integration of common abstract datatypes into
persistent identifier data records, which can be consumed by
machine actors. In contrast to [3], their core emphasize is to
provide a standardized set of information entities about the
identified dataset itself.

Due to the versatility of persistent identifiers, they are also
considered in various other fields. An example for that is the
work [5]. The authors are discussing the usage of persistent
identifiers in the field of Named Data Network (NDN). Their

focus is to use existing persistent identifier concepts within
NDN environment for delivering big datasets.

Another example is from the field of scientist identification,
the authors in [6] introduce the concept of persistent identifi-
cation for scientists. In their concept, an individual persistent
identifier data record corresponds to a single scientist, which
also contains the respective bibliography.

However, the versatility of the concept of persistent iden-
tification can also be important for the Internet-Of-Things
paradigm. For IoT, persistent identifiers can be more than just
a naming component, in fact, they are perfectly suitable as
the global platform for device communication. The work [7]
is an example for the need of a naming component in IoT.
The main idea is in principle to provide a DNS-like system
specifically targeted for IoT devices. However, this is de facto
already existing: The Handle System, which can be considered
as the most sophisticated persistent identifier system, is already
productively in use. In addition, the data structure of the
Handle System is generic enough to hold any kind of data
including device information. Another major advantage of the
Handle System is that there are guarantees for a long-term
operation.

Ultimately, all the aforementioned research efforts do not
specifically address the performance of the concept of persis-
tent identification.

In a previous work [8], we have proposed a high-
performance identification concept for huge research data
repositories, which already provide a sophisticated data struc-
ture and immutable identifier scheme for its research datasets.
However, in that work we did not emphasize on the perfor-
mance of the resolution of persistent identifiers, which is the
focus of this current work.

Persistent identifiers are very well comparable with domain
names of the DNS system. In both systems, basically a name
is registered once and resolved many times. Therefore, the
concepts which are applied for accelerating domain name
resolution are also suitable for persistent identifier resolution.

The resolution of domain names can be considered as a
latency problem, which is caused by the traversal of the
hierarchical architecture. Therefore, in order to shorten the
traversal path, usually aggressive caching is applied. The
authors [9] focus on analyzing the resolution performance
from the client point of view. In addition, they analyze the
effectiveness of caching.

A special caching strategy of DNS records is proposed by
[10]. The authors introduce a concept for proactive caching
of expired DNS records, whereas particular DNS records are
unsolicited refreshed before clients queries them.

Usually, individual DNS zones are composed of multi-
ple servers for ensuring high-availability and load-balancing.
Since, the domain name resolution procedure can be consid-
ered as a node traversal problem, an optimal choice of the
appropriate nodes can significantly improve the performance.
Thus, the impact of the DNS server selection algorithms of
popular DNS proxy server implementations is provided by the
work [11].
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Often, nameservers of top-level domain zones are also
geographically distributed. Thus, in order to redirect a domain
name resolution request to the nearest nameserver, usually the
technique of anycast is applied. Hence, the work [12] analyses
the effectiveness of anycast for DNS server selection, whereas
it reveals the general usefulness of anycast.

However, in content distribution networks (CDNs) anycast
alone usually does not suffices for efficiently redirecting user
requests to appropriate CDN servers. Since in anycast the
routing decision is done by the network, which is based on
the static hop count between different autonomous systems,
dynamic parameters such as the current load at individual
servers are not covered by anycasting. Therefore, in CDNs
the request routing is based on special DNS servers which
are basically tasked with the collection of routing relevant pa-
rameters. The collected parameters are then used to determine
the most appropriate CDN server. Thus the work [13] analyzes
different server selection algorithms in CDNs which are based
on DNS. A similar work is provided by [14]. It analyses
the functioning the Akamai infrastructure, which is one the
largest CDNs. In addition, by conducting a comprehensive
measurement study it reveals the complexity in CDNs.

However, currently the fundamental problem of persistent
identifier resolution is caused by the very few distribution of
resolution systems. For DNS, in contrast, there are countless
resolvers globally distributed. Hence, the fundamental idea of
this paper is to make use of these DNS resolvers for persistent
identifier resolution.

III. THE CONCEPT OF PERSISTENT IDENTIFICATION

Since in the current Internet all resources are retrieved by
their locators instead of their names, for a sustainable access
temporary locators are highly inappropriate. This is especially
true for research datasets. In order to prevent research datasets
from being lost in the huge data deluge, research datasets are
more and more interlinked with each other. In addition, data is
increasingly consumed by machine actors instead of humans.
For machine consumption it is necessary to employ a common
data structure together with a common understanding for the
elements in that data structure. Persistent identifiers initially
have been conceived for providing an abstraction for locators
of resources in the current Internet. The working principle of
persistent identifiers is simply to map an opaque name, which
is assigned to an individual research dataset, to its current
locator. Another aspect of persistent identifiers is that they also
enable the imposition of semantic information about research
datasets. This aspect significantly increases the importance of
persistent identifiers for research data management. Therefore,
the registration procedure of research datasets at persistent
identifier systems can be considered as a mapping from a
community-specific into a standardized global representation.
Whereas the global representation is used by various different
machine consumers, which can access research datasets just by
their globally unique names without further knowledge about
their current Internet locations. In addition, these machine

consumers can autonomously operate with research datasets
based on the imposed semantic information.

In its fundamental working principle, the well-known DNS
system is very much comparable to a persistent identifier sys-
tem. In both systems, an information entity is first registered
and secondly resolved. In the DNS system, the information
entity is basically an IP-address of a computer host which then
is assigned a human-friendly representation for its IP-address,
namely a domain name. In the case of persistent identifiers,
the information entity first of all consists of a locator for a
research dataset. As mentioned earlier, the information entity
also increasingly includes much more complex information
about the identified research dataset. Therefore, the concept
of persistent identification can also be considered as a tech-
nology, which enables the realization of a virtual global
research data network, wherein the communication between
the actors is realized by persistent identifiers and whereby
the actions are derived from the corresponding information
entities.

However, the increased importance of persistent identifiers
has also led to a steadily increasing load at persistent identifier
systems. To provide a reliable communication between various
the actors, a performant resolution of persistent identifiers
is therefore highly important. Due to the global distribution
and the hierarchical architecture, the resolution of persistent
identifiers is usually a latency problem. As it is the case for
DNS, the resolution is accomplished by a node traversing,
starting from the root node and ending at the responsible
node for an individual persistent identifier. The mature DNS
system is a fundamental component of the current Internet,
therefore its performance is highly critical for the whole
Internet communication. In order to ensure a reliable and
performant functioning, for the DNS system several techniques
are in use. A rough categorization of these techniques is given
by the following:

a) Caching is primarily applied to hold the data in a faster
storage, but in the particular case of DNS, it is applied
to shorten the traversal path. Whereby the answer for
frequent resolution requests is tried to be cached in a
proximity node of a requestor.

b) In order to ensure high-availability and robustness an
individual DNS zone usually consists of multiple name-
servers, where upon the incoming resolution requests are
distributed on. This is actually better known as load-
balancing.

c) In addition to load-balancing, the technique of anycast is
often used to redirect the requests to the nearest possible
DNS server. Anycast is especially targeted for zones
which consists of multiple geographically distributed
nameservers. The top-level domain (TLD) zones are
a typical example for that. The ”.de” TLD zone for
instance, consists of many nameservers which have
been globally positioned. A request submitted by an
application, which is hosted in Europe will be redirected
to the European cluster of nameservers responsible for
the ”.de” zone. In contrast to that, a request originating
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from the USA, will be answered by the nameservers
located in the USA.

In anycast, multiple nodes are reachable by exactly the same
IP-address. As an example, the public Google DNS resolver is
reachable by the IP-address 8.8.8.8. However, since the public
Google DNS resolver is globally distributed among the Google
data centers, a request of an individual client will be redirected
to the nearest Google DNS resolver. For anycast the request
routing decision is made at the network switch level, which
choose the path corresponding to the shortest hop count among
a set of possible other paths.

However, for content distribution networks (CDNs), request
routing based on anycast is not efficient enough. This is due
to the fact that static routing decisions based on the hop count
do not cover the dynamic load behavior in CDNs. Therefore,
in CDNs special DNS servers have proven to provide a
reliable request routing for redirecting an individual requestor
to the current most efficient content server. These special DNS
servers are equipped with probing information collected from
previous requests which are used for the request routing.

To resolve a specific domain name into its IP-address, an
application usually queries its operating system’s stub resolver.
The stub resolver in turn, redirects the resolution request to a
pre-configured DNS proxy resolver. Such a proxy resolver then
traverses the hierarchical global DNS system until it reaches
a DNS server, which has the corresponding answer for the
resolution request. This is depicted in Figure 1.

For the Handle System, which can be considered as the
most important and elaborated persistent identifier system, the
resolution of individual persistent identifiers, called Handles, is
in principle very similar to the resolution procedure of domain
names. In contrast to domain names, an individual Handle is
composed of two parts: a prefix and a suffix part. Both parts
are separated by the ASCII character ’/’. The prefix part is
comparable with a domain name as it consists of hierarchical
labels separated by dots. The suffix part in turn, is a locally
unique name assigned to an individual research dataset.

To resolve a Handle, an application has to submit the res-
olution request to the Global Proxy Resolver (hdl.handle.net).
The Global Proxy Resolver in turn, starts at the Global Handle
Registry (GHR) to find the responsible Local Handle Service
(LHS). This information is stored in the so called Prefix
Handle at the GHR. In the next step, the resolution request is
sent to that LHS. Finally, the Global Proxy Resolver responds
with the corresponding Handle Record received from the LHS.
The Handle resolution procedure is depicted in Figure 2.

In summary, for DNS and Handle resolution, an application
has to involve a particular proxy system. The fundamental
difference between DNS and Handle resolution is the fact
that for DNS resolution there a myriad of public DNS proxy
resolvers available. In contrast to that, for Handle resolution,
the Global Proxy Resolver currently consists of only five
globally distributed servers.

Hence, due to caching at the Global Proxy Resolver, as it
is applied at any DNS proxy resolver, the resolution time of

Handles often consists to a great extend of the latency between
the requesting application and the Global Proxy Resolver.

Therefore, to speedup the resolution time for Handles, it is
essential to reduce the latency to the Global Proxy Resolver.
The focus of this work will therefore be on the improvement
of the resolution time for Handles. Since the Handle System is
also a fundamental part of other important persistent identifier
systems, such as the DOI System [15], an improvement of the
Handle System will also affect these other persistent identifier
systems. Before we will discuss the possibilities of reducing
the latency between requestor and proxy system, we will first
proceed with a brief comparison between DNS and Handle
System.
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Fig. 2: Handle Resolution Procedure

A. DNS and Handle System Comparison

The DNS, as well as the Handle System, can be considered
as a hierarchical, distributed database. Both systems define a
specific protocol to ensure the global functioning. However,
in contrast to DNS, the Handle protocol offers a much
richer set of operations for the management of individual
Handles. In addition, the Handle protocol is equipped with
its own authentication and authorization mechanism, which
enables the management (provided that an individual user is
authorized) of any Handle Record stored at any Local Handle
Service in the world. Whereas management of DNS records
is still a manual process involving an administrator’s action.
Another strength of the Handle System is its data structure.
In DNS, the data is structured as Resource Records (see
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Figure 4), whereas the type field and the rdata field are the
most important fields. Obviously the type field denotes the
type of the data in the rdata field. In the Handle System, an
individual Handle consists of multiple Handle Values which
form a Handle Record (see Figure 3). Similar to a Resource
Record, a Handle Value is most importantly composed of a
type and a data field. However, the essential aspect of Handle
Values is that there is no restriction on a set of permissible
data types as it is the case for Resource Records [16]. Thus, a
Handle Value can hold any type of data, which makes the
Handle System also attractive for the area of the Internet-
Of-Things. The Handle System can act as a global registry
for any device for storing device specific information. This
in turn could enable various different devices to interact with
each other by means of exchanging their corresponding Handle
Records.

In summary, these characteristics underline the potential of
the Handle System.

HandleRecord

HandleValue_0

typeindex data ttl timestamp permission references

HandleValue_N

typeindex data ttl timestamp permission references

Fig. 3: Handle Record made of a set of Handle Values

ResourceRecord

name type ttl rdataclass

Fig. 4: Resource Record

B. Proxy System Latency Reduction

To reduce the latency between an application and the Global
Proxy Resolver for resolving Handles, first of all it is necessary
to increase the count of globally distributed proxy servers.
This could be done by a manual setup, which is theoretically
possible but associated with high costs and administration
efforts. Another option would be to make use of a content
distribution provider such as Akamai, where the Handle proxy
system could be spread on the provider’s global infrastructure.
However, since in CDNs special DNS servers are tasked with
the request routing, for the relative simple Handle resolution
operation the request routing based on DNS would again cause
a considerable overhead into the overall Handle resolution
time. In addition, the usage of CDNs is also associated with
additional costs. The next option is to make use of an already
publicly available and globally widespread infrastructure for
Handle resolution, whereby the DNS infrastructure constitutes
a perfect candidate for such an endeavor. The great benefit

of this option is that one can make use of the myriad of
globally available public DNS resolvers without additional
costs and administrative overheads. However, the downside of
this option is that it requires a translation process between the
Handle and DNS protocol. For the translation process, there
are in principle the two following options:
(A) Translation at the DNS system: In this case, the public
DNS resolvers have to be extended by the Handle protocol in
order to be able to communicate with the Handle System.
(B) Translation at the Handle System: Whereas in this
case, both the Global Handle Registry as well as the Local
Handle Service have to be extended by the DNS protocol in
order to be able to communicate with the requesting DNS
resolver.

The main obstacle for option (A) is based on the fact that
there are various different implementations of DNS resolvers.
For the realization of our proposed idea, it is necessary that
all publicly available DNS resolvers have to be upgraded by
a Handle protocol module, which can hardly be realized.

In contrast to that, all components of the Handle System
are based on a common library set, called the Handle libraries
[17], which are publicly available. The Handle libraries are in
principle a reference implementation of the Handle protocol.
Since our fundamental idea is to make use of publicly available
DNS resolvers for Handle resolution, with option (B) there are
no modifications in these DNS resolvers required, which is a
major benefit of option (B). Therefore, in the remaining we
will focus on the realization of option (B).

C. Summary

Since the resolution procedure of Handles is very much
comparable to the one of domain names, the resolution time
mainly consists of the network latency between the different
nodes which have to be traversed until the responsible node is
found. For both domain names and Handles it is necessary
to instruct a specific proxy resolver, which is tasked with
the traversal of all the necessary nodes. However, for Han-
dle resolution, currently there are only five proxy resolvers
globally distributed. In contrast to that, for the domain names
there are a myriad of publicly available DNS resolvers. This
means that the resolution time of Handles suffers from the
relative low density of the global distribution of the Handle
proxy resolvers. Therefore, the network latency between the
requesting client and the Handle proxy resolver has generally
a high contribution to the overall Handle resolution time. To
reduce this latency between client and Handle proxy resolver,
the fundamental idea of this work is to make use of publicly
available DNS resolvers for resolving Handles. This is based
on the fact that the global distribution of DNS resolvers has
a much higher density than the global distribution of Handle
resolvers.

IV. IMPLEMENTATION

In this section, we will consider the implementation of
option (B) for enabling Handle resolution over DNS traffic.
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The realization of this approach covers the following four
parts:
(1) Handle server with DNS interface
(2) Mapping of Handle Values into DNS Resource Records
(3) Representation of Handles as domain names
(4) Appropriate Resolution Procedure

Therefore, in this section we will provide insight into all these
parts.

A. Handle server with DNS interface

Since our fundamental idea is basically to embed the Handle
System into the DNS system, for the proposed solution it
is necessary to extend the individual Handle servers with a
DNS interface. A DNS interface enables the communication
with Handle servers by means of the DNS protocol. It should
be noted that the Handle libraries already include a DNS
interface, which can be enabled in Handle servers for listening
on DNS traffic. However, this DNS interface is intended for
Handle servers to act as ordinary DNS servers. It does not
enable the resolution of ordinary Handle Records over DNS
traffic, which is our objective. This stems from the fact that
DNS Resource Records are limited on a permitted set of data
types, whereas Handle Records can contain Handle Values
with any type of data. In this built-in DNS interface, the
mapping direction is from DNS Resource Records into Handle
Values. In addition, only Handle Values containing real DNS
Resource Records can be resolved. In contrast to that, our
approach is to enable the resolution of any type of Handle
Values over DNS traffic. The key challenge for this endeavor
is to transform Handle Values containing any type of data into
Resource Records, which are actually limited on a specific set
of data types. Hence, in contrast to the built-in mechanism,
for our approach the mapping direction is from Handle Values
into Resource Records. However, we make use of the already
built-in DNS interface for the request and response encoding
and decoding. The algorithm in the Handle server, however,
for requests received at the DNS interface has been modified
in order to realize the resolution of Handle Records over DNS
traffic, which will be discussed in the following subsections.

B. DNS Resource Records Types

The mapping of Handle Values into DNS Resource Records
constitutes the core part of our approach. Initially, DNS has
been conceived for providing human-friendly addressing for
computer hosts, which are actually addressed by their IP-
addresses. Therefore, most DNS Resource Records contain
data which is specifically related to computer hosts. Among
them, the Resource Record with the type ”A” can be con-
sidered as the most used type since the corresponding data
field contains an IP-address of an individual computer host.
As already mentioned, Resource Records are limited on a
particular set of permitted data types [16], however, none
of them is targeted for holding descriptive information about
digital datasets (such as research datasets) or IoT devices. The
ability of providing meta information would transform DNS
from a simple resolution system into a data dissemination

system. To realize this approach, either the permitted set of
Resource Records has to be extended by additional types for
the dissemination of datasets or one has to exploit specific
types of the permitted set. The core problem of extending
the set of permitted Resource Record types is based on the
requirement that public DNS resolvers also have to support
these new types. This is quite challenging since many public
DNS resolvers even do not support all of the currently per-
mitted types. Therefore, we concentrate on the exploitation
of already permitted data types. For that, we have identified
specific types of Resource Records, which we will analyze in
the following:

NAPTR Resource Records: NAPTR typed Resource
Records have been introduced to enable DNS to act as a
rule database for the Dynamic Delegation Discovery System
(DDDS) [18]. DDDS is basically an abstract concept for
applications to enable resource access through applying rules
on input strings. The rules are provided by the NAPTR
Resource Records, which are then applied by the requesting
DDDS applications to compose the locators of resources.
Hence, DDDS applications are compelled to implement a
specific algorithm in order to apply the rules contained in
NAPTR Resource Records. In contrast to that, in ordinary
persistent identifier systems the locator of a resource is
retrieved directly through a resolution process.
SRV Resource Records: SRV Resource Records are used to
describe available services on hosts. It allows to specify the
service, its protocols and the corresponding ports on which
the service is listening on the host.
URI Resource Records: The URI Resource Record is an
alternative to the SRV Resource Record. It does only hold
the URI for a resource. However, in order to access a digital
datasets, it is often also necessary to specify the port number
of the repository system.
TXT Resource Records: The TXT Resource Record is in-
tended to transfer arbitrary textual information with DNS
traffic. However, in principle it is possible to transfer any kind
of data encoded as a character string. As such, it is pretty well
suitable for transferring Handle Values.

Among the listed Resource Records, the TXT Resource
Record is the most flexible one. Another aspect which is
quite beneficial for our approach is given by the fact that
this Resource Record is also widely supported by public
DNS resolvers. The problem with the remaining Resource
Records is that for them there are already defined standard
procedures for their consumption, which is not the case for
TXT. The general idea of using the TXT Resource Record
to store key-value pairs is not new, as can be seen in [19],
however, it was never considered in conjunction with persistent
identifiers. Ultimately, for the realization of our approach, the
TXT Resource Record is the most reasonable choice. Thus, in
the next subsection we will provide the actual mapping from
a Handle Value into a TXT typed Resource Record.
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C. Mapping of Handle Values into DNS Resource Records

Each Handle Value is mapped into a Resource Record with
a TXT typed field. The data field of the Resource Record
is composed of the Handle Value type field together with its
corresponding data field, whereas the equal character (’=’) is
used as delimiter. In addition, the Handle Value ttl field, which
is used for caching, is mapped into the ttl field of the Resource
Record. An important aspect at this mapping procedure is that
Handle Records may also contain Handle Values, which are
not allowed to be consumed by the public. Hence, all Handle
Values with restricted reading rights, which is recognized by
the permission field, are discarded at the mapping procedure.
Since a Handle Record can contain multiple Handle Values,
the index field is used as an unique internal identifier within
the Handle Record. This is not necessary for Resource Records
and therefore the index is not considered at the mapping. The
name field of the Resource Record is replaced by the domain
name representation of the corresponding Handle identifier
string. Finally, the overall mapping procedure is depicted in
Figure 5.

HandleValue

typeindex data ttl timestamp permission references

ResourceRecord

dnsHandle TXT ttl “type=data“IN

Fig. 5: Mapping of Handle Value into TXT typed Resource Record

D. Representation of Handles as Domain Names

Another fundamental aspect for the resolution of Handles
through DNS traffic is their representation as domain names.
This is discussed in the following three points:

(1) Character Set:
In principal, a Handle may consist of any character from
the Unicode character set. In contrast to that, a domain
name can only contain letters from A to Z, the digits
from 0 to 9, a hyphen (-) and a dot (.) as separator.
Hence, in order to represent each possible Handle as a
domain name there is an additional encoding algorithm
necessary. However, for internationalized domain names
(IDNs), which also consist of Unicode characters, there
is already an algorithm available for converting them
into regular domain names. This conversion algorithm
could be extended to encode a general Handle as a
regular domain name. Since, Handle strings are usually
composed of known identifiers, such as UUIDs, which are
representable as regular domain names without additional
encoding efforts, in this work we will only focus on such
Handles identifiers. For general Handles there is future

research necessary in order to deduce an appropriate
conversion algorithm.

(2) Namespace Hierarchy:
Domain names are composed as hierarchically dot sepa-
rated labels. From an individual label point of view the
label next to the right denotes its parent label. Handles in
turn are composed of a prefix and a suffix. As for domain
names, the prefix consists of hierarchically dot separated
labels. However, in contrast to domain names, in a Handle
prefix the rightmost label denotes the lowest level of
the hierarchy. The prefix is followed by the slash (’/’)
character, which separates the suffix from the prefix. The
suffix in turn is basically a locally unique identifier. In
summary, this means that a Handle identifier incorporates
two different separators: dots for the prefix and a slash to
distinguish the suffix. In order to represent the a Handle
as a domain name, it is first of all necessary to replace
the slash by a character which is allowed for domain
names. Hence, a slash is replaced by a dot. In addition,
the resulting Handle identifier has to reversed to ensure
the right traversing order at the resolution process by a
DNS resolver.

(3) Handle DNS Zone:
For the resolution of both, domain names and Handles,
it is necessary to traverse to the responsible node. For
domain names, the traversal path is given by its compos-
ing labels, whereas for Handles it is given by the prefix.
The Handle prefix is controlled by the Global Handle
Registry, which holds the addresses of the responsible
Handle servers for each individual prefix. Hence, the
resolution procedure of Handles over DNS traffic has to
involve the Global Handle Registry in order to find the
addresses for the responsible Handle servers. For the rep-
resentation of Handles as domain names, this means that
they have to include a common DNS zone name, which
is composed of the servers forming the Global Handle
Registry: The Handle Zone. However, currently there is
only the ”hdl.handle.net.” zone, which is composed of
the Global Proxy Resolvers. For the realization of our
approach it is instead necessary to register an additional
zone for the Global Handle Registry, e.g. ”handle.pid.”.

To summarize this discussion, Figure 6 provides an example
for the transformation of an individual Handle into the corre-
sponding domain name. The corresponding name field of the
Resource Record is denoted as dnsHandle (see Figure 5).

Handle:

dnsHandle:

21.T11996/8246adba-163e5aee7b5d

8246adba-163e5aee7b5d.T11996.21.handle.pid.

Fig. 6: Domain Name Representation of a Handle
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E. Resolution Procedure
The appropriate resolution procedure is depicted in Figure

7. To resolve a Handle over DNS, the Handle has to be
transformed into its domain name representation, which is
done at step 0. For a Java-based application we have im-
plemented a transformation module (HandleDNSResolver) on
top of an already existing DNS module for Java (dnsjava)
[20]. The method getTypesByName(handle) returns all
type-data pairs as a JSON string. In addition, the method
getTypeValueByName(handle, type) returns only
the type-value pairs for a specified type.

The steps 1 to 5 are required to be traversed until the actual
Handle DNS zone is reached. In these steps, the DNS resolver
communicates with ordinary DNS servers in order to reach the
Handle DNS zone. At step 6, the DNS resolver communicates
with the DNS interface of the Global Handle Registry to
find the authoritative Handle server for a specific prefix. The
Global Handle Registry in turn, responses with a referral to
the responsible Handle server. At step 8, the DNS resolver
queries the responsible Handle server through DNS traffic
about a specific domain name. At the responsible Handle
server the queried domain name is transformed into a Handle
identifier for which the Handle Record is retrieved from the
database. After applying the mapping procedure (Figure 5) on
the retrieved Handle Record, the Handle server responses with
multiple TXT Resource Records (step 9). Finally, the response
is forwarded to the requesting application.

„.“ 

root zone

„pid.“ 

zone

Stub DNS 
Proxy

App

0

2

1

3

4
5

6

7

8

9

resolve hdl=21.T11996/8246adba-163e5aee7b5d

Global Handle 

Registry

DNS interface

Handle interface

„21.T11996“ 

Local Handle 

Service

DNS interface

Handle interface

9

handle.pid.

T11996.21.handle.pid.

„handle.pid.“ 
zone

10

Fig. 7: Resolution Procedure for Handles for DNS

V. EVALUATION

In this section, we will evaluate our approach of resolving
Handles over DNS traffic. Important parts of our experimental

setup, which we will describe in the next subsection, are based
on the GWDG infrastructure. GWDG is the service provider
for Max-Planck Society of Germany and the University of
Göttingen. Moreover, the persistent identifier systems offered
by GWDG are based on the Handle System. In addition,
GWDG is also member of the DONA Foundation [21], which
is controlling the global Handle System infrastructure.

A. Experimental Setup

Our experimental setup consists of the following compo-
nents:

• Imitation of Global Handle Registry:
For the evaluation we have setup an imitation of the
GHR equipped with a DNS interface. This imitated GHR
consists of two servers, whereas the primary is hosted at
GWDG and the mirror on an Amazon EC2 instance. In
addition, these two servers are the nameservers for our
experimental Handle DNS zone ”hx.gwdg.de.”, which is
a sub zone under the GWDG zone ”gwdg.de.”.

• Local Handle Service:
Also the LHS consists of a primary and a mirror Handle
server, whereas both are hosted at GWDG and equipped
with our DNS extension. This LHS is responsible for
Handles under the prefix ”21.T11996”. In addition, the
Handle servers of this LHS are at the same time the
nameservers for the ”T11996.21.hx.gwdg.de.” zone.

• Load Generator Application:
The load generator is a Java-based application hosted
on an Amazon EC2 instance located in Frankfurt. This
application is equipped with three different modules: The
first module is used to resolve Handles directly by means
of the Handle libraries, without involving a specific proxy
system. The second module is used to resolve Han-
dles through the Global Proxy Resolver (hdl.handle.net),
which is the current standard way for resolving Handles.
The third module uses our HandleDNSResolver module
to resolve Handles over DNS traffic.

• Handle Proxy:
Although, the resolution procedure through the Global
Proxy Resolver will also involve proxy servers outside
of Europe (due to DNS round-robin), for our evaluation
we will only consider the two proxy servers in located
in Europe. One of the European proxy servers is hosted
at an Amazon EC2 instance located in Ireland, whereas
the other one is hosted at GWDG. Currently, within the
Handle System infrastructure efforts are being made to
replace the DNS round-robin based proxy server selection
by anycast server selection. The result of that endeavor
will be that in the near future requests made in Europe
will be answered by the European proxy servers. Hence,
in our evaluation we will already cover the Handle Sys-
tem infrastructure of the near future by only considering
the European proxy servers.

• DNS Proxy:
To resolve Handles over DNS traffic, we made use
of two different DNS resolvers. The first one is an
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internal Amazon DNS resolver preconfigured in the EC2
instances. This can be considered to reflect the situation
of institutions which make use of their internal DNS
resolvers.
In contrast to that, for the second one, we replaced the IP-
address of the preconfigured DNS resolver by the address
of the public Google DNS resolver, which is reachable
via the IP-address 8.8.8.8.

In summary, we have utilized five different resolvers:
• Built-in resolver based on Handle libraries.
• Handle proxy server located in Ireland.
• Handle proxy server located in Germany at GWDG.
• Amazon DNS resolver.
• Google DNS resolver.

B. Measurements

Figure 8 finally illustrates the measurements for each of
the five resolution approaches in the same order as listed
above. The measuring process consists of two runs of 25,000
subsequent resolution requests for each approach. The mean
resolution times of the first runs are depicted by the white
left-sided bars. The right-sided black bars in turn, depict the
mean resolution times of the second runs, which is intended to
reveal the effect of caching. For all approaches, the bars show
the resolution times from the perspective of the load generator
application. Moreover, for the resolution through the Handle
proxy servers, we were able to retrieve the response times from
the logging files. Hence, the contribution of the Handle proxy
server and the LHS to the overall resolution time is marked
by hatches on the respective bars.

Ultimately, the measurements allow the following interpre-
tations:

Proxy LHS

Cache

[ms]

Resolution Time Comparison

dns
Google

dns
EC2

proxy 
GWDG

proxy 
IRE

hdl 
lib

Fig. 8: Comparison of resolution times for different resolution
approaches

(1) In both runs, the resolution with the Handle libraries is
the fastest method. Since this approach directly commu-
nicates with the LHS, there is no overhead caused by the
involvement of any proxy system. The disadvantage of
this approach is the requirement for the implementation
of the Handle libraries into the application, which could
cause considerable amount of redesign of the application.
The intention behind this approach in this evaluation is
to provide a measure for the fastest resolution technique.

(2) The bars corresponding to the resolution through the
Handle proxy servers show clearly the high contribution
of the latency between the requesting application and the
proxy server. This is especially visible by the second
runs, whereby the Handle Record is cached at the proxy
servers. Since in the second run, there is no communica-
tion between the proxy server and the LHS, the resolution
time consists of the latency between the application and
the proxy server only.
For the Handle proxy server located in Ireland the impact
of the latency between proxy server and LHS to the
overall resolution time is significant as well. However,
by means of caching at the proxy server the impact of
the latency between proxy and LHS can be minimized
for frequently resolved Handles, which can be seen from
the second run.

(3) The measurements for the Handle proxy hosted at GWDG
and the preconfigured internal Amazon DNS resolver are
in terms of network latency are quite comparable. The
resolution via the GWDG Handle proxy consists to a
great extend of the latency between the Amazon EC2
instance and the proxy server. Since the LHS is hosted
at GWDG as well, the latency between this LHS and the
GWDG Handle proxy is almost negligible. The database
lookup at the LHS has still a small impact onto the overall
resolution time, which can be seen from the LHS hatch
on the bar. In contrast to that, the resolution time with the
Amazon DNS resolver primarily consists of the latency
between the LHS and the DNS resolver. As can be seen
from the second run, the latency between the application
and the DNS resolver is vanishingly small.
Moreover, the second run also reveal the real benefit of
the approach of resolving Handles through DNS traffic:
Since the DNS resolver is in close proximity of the
application, the resolution time of cached Handles is
even shorter than the resolution time achieved by a direct
communication with the LHS (first run of resolution via
Handle libraries). This is quite beneficial for institutions
which are heavily working with Handles.
Another fundamental aspect which can be deduced from
these two measurements is that Handle resolution via
DNS does not cause a significant overhead due to the
transformation effort needed to map Handle Values into
the DNS resource records. Therefore, the resolution times
for both resolution techniques are almost identical for
similar network latencies between the involved compo-
nents.
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(4) Although the resolution time with the public Google
DNS resolver in the first run is significantly higher
than with the GWDG Handle proxy, in the second run,
it is the opposite case. Furthermore, the measurements
corresponding to the public Google DNS resolver enable
to deduce a general strategy to reduce the resolution time
for Handles: Each application uses the DNS resolver in
its proximity to minimize the latency to the resolver. By
means of caching, the communication overhead between
proxy resolver and LHS could be eliminated, which
ultimately could result in a significant resolution time
reduction for frequently resolved Handles.
Although, caching is also applied at Handle proxy
servers, the fundamental difference is based on the fact
that for an individual application there is always a DNS
resolver in its close proximity, which is not the case for
Handle proxy servers.

VI. CONCLUSION

Persistent Identifiers are becoming more and more im-
portant which is correlating with the explosive growth of
research datasets. To ensure a sustainable access to research
datasets, they are increasingly registered at persistent identi-
fier systems to be assigned a globally unique and location-
independent identifier. However, as the count of persistent
identifiers increases, the performance of the corresponding
resolution systems is becoming increasingly critical for re-
search data management. In principle, persistent identifiers
are quite comparable to domain names, both are registered
once and resolved multiple times. For the resolution of domain
names there a myriad of globally distributed DNS resolvers. In
contrast to that, for persistent identifiers the count of resolvers
are only very few. For the Handle System, which can be
considered as the most important and established persistent
identifier system, there are currently only five geographically
distributed resolvers available. Hence, the resolution time for
persistent identifiers generally consists to a great extend of
the latency between requesting application and the particular
resolver. The fundamental idea in this work is therefore to use
DNS resolvers for resolving persistent identifiers.

For a realization of this idea, we have first extended the
Handle servers with a DNS interface and secondly conceived
an algorithm to map the Handle data model into DNS Resource
Records. The result of this endeavor is the resolvability of
Handle persistent identifiers over ordinary, unmodified DNS
resolvers.

Furthermore, by means of an evaluation, we have proofed
that the resolution time for Handles could be significantly
reduced with DNS resolvers. This is especially significant
for Handles which are cached at DNS resolvers. Although,
frequently resolved Handles are cached at the Handle resolvers
as well, the overall resolution time suffers from the small
number of globally distributed Handle resolvers, which is not
the case with the myriad of DNS resolvers. In addition, the
evaluation has also proofed that there is no performance loss
due to the mapping from the Handle data model into DNS
Resource Records.

Further research is needed, to conceive a standardized
DNS Resource Record, which is specifically tailored to hold
meta information about digital datasets. This would ultimately
enable DNS to move from a simple resolution system, which
resolves human-friendly labels into IP-addresses towards a real
data dissemination system.

REFERENCES

[1] H. V. de Sompel, R. Sanderson, H. Shankar, and M. Klein, “Persistent
identifiers for scholarly assets and the web: The need for an unambigu-
ous mapping,” IJDC, vol. 9, no. 1, jul 2014. doi: 10.2218/ijdc.v9i1.320

[2] T. Kuhn and M. Dumontier, “Making digital artifacts on the
web verifiable and reliable,” IEEE Transactions on Knowledge and
Data Engineering, vol. 27, no. 9, pp. 2390–2400, Sept 2015. doi:
10.1109/TKDE.2015.2419657

[3] E. Bellini, C. Luddi, C. Cirinnà, M. Lunghi, A. Felicetti, B. Baz-
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AGH University of Science and Technology

al. A. Mickiewicza 30, 30-059 Krakow, Poland
E-mail: {kluza,wpiotr,jobczyk,ligeza}@agh.edu.pl

Anna Suchenia (Mroczek)
Cracow University of Technology

ul. Warszawska 24, 31-155 Krakow, Poland
Email: asuchenia@pk.edu.pl

Abstract—System specifications can be modeled using various
types of notations and diagrams regarding applications of the
particular model. In this paper, we present an overview of the
existing solutions, focusing on UML, BPMN and DMN models
and the diagrams provided by these notations. We perform
a comparison of these approaches and provide examples of
representing system requirements in these notations.

Index Terms— Software Engineering, UML, BPMN, DMN,
Unified Modeling Language, Business Process Model and Nota-
tion, Decision Model and Notation

I. INTRODUCTION

SOFTWARE engineering aims to produce effectively good
quality software. Various methods and processes are at

the heart of software engineering [1]. In practical software
design, parts of systems are specified using visual models.
The standard for modeling software applications is Unified
Modeling Language (UML). It provides diagrams to capture
requirements, collaboration between parts of the software that
realize them, the realization itself and models which show how
everything fits together and is executed [2].

Business Process Management [3], in turn, is a modern
approach to improving organization’s workflow, focused on
reengineering of processes to obtain optimization of proce-
dures, increase efficiency and effectiveness by constant process
improvement. Business Process Model and Notation (BPMN)
is the standard for designing business process models. BPMN
can get along with with UML [4], but it does not support
modeling of some concepts such as rules. Decision Model and
Notation (DMN) provides a standard for modeling decisions
and supports decision management and business rules.

The rest of this paper is organized as follows: In Sections II-
IV, UML, BPMN, and DMN are introduced. Section V
presents the comparison of the notations with the focus on the
comparisons from the 4+1 view model architecture perspec-
tive. Contributions of the paper are summarized in Section VI.

II. UNIFIED MODELING LANGUAGE (UML)

Unified Modeling Language (UML) is a general-purpose
modeling language in the field of software engineering. Model-
ing is about capturing a system as models [2], which can be de-
picted as sets of diagrams. Such diagrams describe the system
(or a part of it). UML 2 defines a variety of diagrams divided

The paper is supported by the AGH UST grant.
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Figure 1: Hierarchy of UML diagram types [5]

into two main categories: structure diagrams – containing dia-
grams representing the structure of a modeled application, and
behavior diagrams – contain diagrams representing general
types of behavior. A tree showing the classification of the
UML diagram types [5] is presented in Fig. 1.

The complete system can be described by a number of
models describing the system from different angles, often on
various levels of abstraction. By design, each UML diagram
should be consistent with any other diagram representing
the same model. But inconsistency is highly likely to occur
in models. Some issues can be resolved using formal meth-
ods [6]–[8] or ontologies [9]–[11], but there are also other
modeling problems such as exceptions [12] or using reverse
engineered models [13].

UML itself is not a design method or a software process.
It is only a notation which can be useful within a software
process or designing. Another issue is a methodology which
indicates how to apply a design. UML itself does not require
any specific method, but mostly it is used with an object-
oriented design method.

III. BUSINESS PROCESS MODEL AND NOTATION (BPMN)

Business Process Model and Notation (BPMN) [14] is the
most widely used notation for modeling business processes. As
the notation is quite complex, it has many application areas
that may be found in [15]–[20].

The current BPMN 2.0 specification [21] provides four
different types of diagrams:
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1) Process diagram (describing the ways in which op-
erations are carried out to accomplish the intended
objectives of an organization),

2) Collaboration diagram (presenting the collaborative pub-
lic Business 2 Business process),

3) Conversation diagram (which specifies the logical rela-
tion of message exchanges),

4) Choreography diagram (defining the expected behavior
between two or more interacting business participants in
the process).

In most cases, using only the process model is sufficient.
The process model uses four basic categories of elements to
model BPs: flow objects (activities, gateways, and events),
connecting objects (sequence flows, message flows, and as-
sociations), swimlanes, and artifacts as shown in Figure 2.

Flow Objects Connecting Objects ArtifactsSwimlanes

Annotation text

Events

Activities

Gateways

Sequence Flow

Message Flow

Association

Pool

Lanes
(within a pool)

Data Object

Text Annotations

Group

Figure 2: BPMN core elements of Process diagram

In the case of flow object elements, activities denote tasks
that have to be performed, events indicate something that
happens during the lifetime of the process, and gateways deter-
mine forking and merging of the sequence flow between tasks
in a process, depending on some conditions. The sequence
flow between flow objects is used to model the flow of control
in a process. The message flow between selected elements is
used to model the flow of messages between participants of
a process (which are depicted as different pools).

BPMN 2.0 defines more than 100 elements, thus prac-
titioners differentiate them based on the degree of model
detail. Three levels of models can be distinguished [22]:
a descriptive level, which is the basic level that uses a very
intuitive subset of BPMN to reflect a “happy path” scenario
and all major activities in a process; an analytical level,
dedicated to analysts, modelers and business architects that use
complex structures and elements to design fully representative
processes, and an executable level for technicians in which
execution details can be captured in the model. Additionally,
many different extensions of BPMN were proposed to capture
other aspects of business processes [23]–[28].

IV. DECISION MODEL AND NOTATION

DMN [29] is a brand new OMG standard for decision
modeling. Such a decision determines the result (or selects
some option) based on some input data. Its goal is to
provide the notation for decision modeling so the decision
can be easily presented in diagrams and understandable by
business users [30]. The main purposes of the notation are:

modeling human decision-making, modeling the requirements
for automated decision-making, and implementing automated
decision-making [29]. Such decision models can be integrated
with BPMN models or exist separately [31].

There are four types of core elements in DMN: Deci-
sion, Business Knowledge Model, Input Data, and Knowledge
Source (see Fig. 3). Decision elements are used to determine
an output from a number of inputs using some decision logic.
Business Knowledge Model elements denote functions encap-
sulating business knowledge (like decision table, business rules
or analytic models). Input Data elements are used for modeling
the input of a Decision or Business Knowledge Model when
values are defined outside of the decision model. Knowledge
Source elements model authoritative knowledge sources in
a decision model. These elements can be connected using
different requirement connectors. There are three different
types of them: Information, Knowledge, and Authority.

Decision diagram elements

Decision Input Data

Knowledge
SourceBusiness

Knowledge
Model

Figure 3: The types of DMN elements

The decision model is usually represented as Decision
Requirements Graph (DRG). DRG can be split into one
or more Decision Requirements Diagrams (DRD) presenting
a particular view of the model [29].

DMN provides a wide range of tools (various types of
decision logic representation, Elements, and Requirements)
to implement decision-making, automated or not. It can be
easily adjusted and understood. It fills the gap in the market
of decision modeling and is often used with BPMN.

V. COMPARISON OF UML, BPMN AND DMN

We compare the diagrams of the UML, BPMN and DMN
notations using the evaluation Framework for BPM/ISM tech-
nique [33] and comparing the diagrams in terms of system
specification views, especially focusing on the “4+1” view
model architecture [32].

Software architecture deals with abstraction, with composi-
tion and decomposition. To describe such architecture, a "4+1"
model is often used. The model was designed by Philippe
Kruchten and used for "describing the architecture of software-
intensive systems, based on the use of multiple, concurrent
views" [32]. The views are used to describe the system from
the viewpoint of different users (end-users, developers and
project managers) [32], [34]. The "4+1" view model supports
five main views, as shown in Figure 4 and in Table:

1. Logical View – an object model of the design.
2. Process View – concurrency and synchronization as-

pects.
3. Development View – static organization of the software.
4. Physical View – mapping of the software to the hard-

ware.
+1 Use-cases view – various usage scenarios.
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The Logical View (Object-oriented Decomposition) and
the Process View are at a conceptual level and are used
from analysis to design [35]. This view focuses on realizing
an application’s functionality in terms of structural element,
key abstractions and mechanisms, distribution of responsi-
bilities and separation of concerns. Users-architects use this
view for functional analysis [35]. The Process View (process
decomposition) [36] captures the concurrency and synchro-
nization aspects of the design. Development View describes
the static organization of the software in its development
environment [35]. The Physical view (mapping software to
hardware) describes the mapping(s) of the software onto the
hardware and reflects its distributed aspect [36]. Use case view
presents functionality of the system, its external interfaces, and
principal users of the system.

Figure 4: The "4+1" view model architecture

Similarly, the evaluation framework for BPM/ISM [33] is
not intended to be rigid, as the lines between depth and breadth
of modeling are blurred and hard to be separated.

Our evaluation of the UML, BPMN, and DMN notations
in terms of the Giaglis evaluation framework is presented in
Table II. Table III presents the comparison of the diagrams
in these notations, especially focusing on their application in
“4+1” view model architecture [32].

VI. SUMMARY

This paper has given an overview and provided a com-
parison of the most popular notations for modeling systems,
processes, and decisions, i.e. the UML, BPMN and DMN
notations. These results have been presented in terms of the
"4+1" view model architecture. Further specification of the
contribution is going to be a subject of future research to find
the appropriate modeling methods for particular systems.
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Table II: Comparison of selected modeling approaches
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Abstract—The  goal  of  this  research  is  to  investigate  the

process of customer knowledge capturing,  specifically  knowl-

edge coming from customers. We identified and classified tools

and  methods  of  capturing  knowledge  from  customers.  Both

general  tools  from  knowledge  management  and  specialized

ones  from  marketing  research  were  considered.  Besides,  we

aligned these tools and methods with the contextual factors us-

ing  case  studies  from electrotechnical  and software  develop-

ment industries, thus, the corresponding decision tree was sug-

gested.

I. INTRODUCTION

IFFERENT enterprise knowledge domains (e.g. prod-

uct/service  knowledge,  customer  knowledge,  opera

tions management or strategic management knowledge etc.)

have  different  knowledge  characteristics  and  knowledge

types. As a result, different knowledge domains require spe-

cific  methods  and  tools (Kudryavtsev,  Menshikova,  2016;

Kudryavtsev et al, 2017). A number of studies support the

idea to differentiate KM methods and tools based on types

and domains of knowledge. For example, Jobe and Schulz

(Schulz, Jobe, 2001) have shown a positive relationship be-

tween the "focused"  KM strategy  and  performance of  the

company on the basis of empirical research. "Focused" strat-

egy involves the use of different methods of knowledge cod-

ification based on the type of knowledge.

D

Customer knowledge plays an important role in every or-

ganization.  Researchers  and  practitioners  have  focused  on

customer orientation as a source of competitive advantage

for  a long time. According to Kohli  and Jaworski (1990),

customer orientation suggests different activities that are re-

lated  to  information  generation,  dissemination,  and  corre-

sponding responses to customer needs and preferences, both

current and future ones. For instance, customer orientation is

aligned to a degree organization captures and uses informa-

tion from customers, converts this information into a strat-

egy for meeting customer needs, and implements that strat-

egy by appropriately  responding to and  meeting customer

needs (Hooley and Theoharakis, 2008).

In addition, Narver and Slater (1990) described customer

orientation  as  an  important  element  of  market  orientation

which is linked to organizational performance by multiple

studies. Moreover, Saad et al. (2015) state that customer ori-

entation of the firm is a key part of the marketing concept it-

self.  Therefore,  the role of customer orientation cannot be

overestimated for a modern company.

Consequently, in order to respond to customer needs and

requirements and to eventually satisfy them, possessing of

relevant customer knowledge is important for an organiza-

tion.  We  have  chosen  to  focus  on  one  type  of  customer

knowledge, namely knowledge received FROM customers.

So the aim of the paper is to identify tools and methods of

capturing knowledge from customers and to understand con-

textual  factors,  which  influence  the  choice  of  a  particular

tool/method.

The paper  is  structured  as  follows.  First,  we provide  a

short  literature overview with a theoretical  background of

the  research.  Then  we  introduce  the  methodology  of  the

study. In the following section, we describe the results of the

study and discuss implications of the study results.

II. THEORETICAL BACKROUND

The present research is built upon marketing (specifically,

customer knowledge concept) and knowledge management

(knowledge capturing) theories. 

Knowledge, as well as customer knowledge, can be tacit

or implicit. Therefore, different methods of knowledge cap-

turing should be used for various types of customer knowl-

edge (Nonaka and Takeuchi, 1995). In the next subsections,

short literature review of customer knowledge concept and

customer knowledge classification, as well as the review of

knowledge capturing tools are provided.

The tools and methods of capturing knowledge from customers:

empirical investigation
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A. Customer Knowledge 

Researchers state that the customer knowledge is either 

the knowledge that an organization has about its customers 

or knowledge about an organization, its products or services, 

that customers possess (Campbell, 2003; Mitussis et 

al.,2006; Lee et al., 2011). Customer knowledge is a 

comprehensive term and the definition itself depends on a 

source of knowledge (Nejatian et al., 2011).  

Customer knowledge reflects the way the company 

understands its current and future customers’ needs and 
preferences (Lee et al., 2011). Feng and Tian (2005), based 

on Gebert et al. (2002) define customer knowledge as “the 
dynamic combination of experience, value and insight 

information needed, created and absorbed during the process 

of transaction and exchange between the customers and 

enterprise”. Campbell (2003) defines customer knowledge as 

the “organized and structured information about the 
customer as a result of systematic processing”. According to 
Mitussis et al. (2006), customer knowledge can be defined 

as a comprehensive type of knowledge, because customer 

knowledge may be acquired from different sources and 

channels (Nejatian et al., 2011). Companies usually capture 

customer knowledge by interactions and dialogues with 

customers, by observing the ways customers use products or 

experience service, as well as by analyzing corporate data 

and information in order to forecast customer behaviour 

(Wayland and Cole, 1997). 

In his research of 108 Fortune 500 companies, 

Harlow (2008) stated that companies with developed 

knowledge management approaches and tools have higher 

effectiveness of innovation activities. It means that use of 

knowledge management tools allows company to be more 

successful in terms of new product development.  

As for marketing perspective, capturing information 

or knowledge from customers is traditionally viewed as a 

part of the market research or, in particular, the customer 

research. Organizations use different tools and methods to 

provide this. General methods and tools of capturing 

knowledge from customers are mainly mentioned in 

knowledge management literature and toolboxes, such as 

Asian Productivity Organization knowledge management 

tools and techniques manual (2010), UNICEF knowledge 

exchange toolbox (2015), (Gavrilova, Andreeva, 2012) ; and 

specialized tools of knowledge capturing from customers 

mainly used within marketing for market and customer 

research. Some of the specialized tools are used online.   

B. Customer Knowledge Classifications 

There are several classification criteria for customer 

knowledge. First, customer knowledge can be classified as 

follows: knowledge about customers; knowledge from 

customers; knowledge for customers (Gebert et al., 2002; 

Feng and Tian, 2005). Knowledge from customers has a 

particular significance for modern organizations, as 

customers can contribute to the organizations` understanding 

of current and future products or services, strengths and 

weaknesses, etc. (Wayland and Cole, 1997; Zack, 2003; 

Paquette, 2006). Relations with organizations enable 

customers to have their opinions, thoughts, ideas, satisfied or 

non-satisfied needs, and they may share this knowledge with 

the organization. This knowledge can be used within the 

organization for different purposes, the main such purposes 

are products or services’ quality improvement, new product 

development (NPD), market or customer research and other 

purposes that depend on individual organization (Paquette, 

2006; Laage-Hellman et al., 2014).   

Second classification of customer knowledge is the split 

into tacit and explicit knowledge. Helie and Sun (2010) 

characterized explicit knowledge as “knowledge that can be 
readily articulated, codified, accessed and verbalized”. To 

put it differently, it is the description of theories, methods, 

techniques, technologies, machines and mechanisms, 

structures, systems, etc. Explicit knowledge is stored in the 

actual physical media (books, paper documents, drawings, 

diagrams, movies, databases, etc). It means that this type of 

knowledge is a storage and it is easier to process and use this 

knowledge. 

As for tacit knowledge, it is personal knowledge, 

inseparable from individual experience. It can be transmitted 

by direct contact - "face to face" or using special procedures 

of knowledge extraction.  

Customers accumulate the knowledge about products or 

services they have and use, and they actually may contribute 

it into company`s learning process (Zack, 2003). According 

to Paquette (2006), customers can provide the organization 

with unique knowledge that may be used for improving its 

internal operations, including innovation and new product 

development. On the other hand, the organization provides a 

customer with knowledge of its products and services, which 

makes customer more informed about the company, and, 

therefore, the customer may become loyal to the company. 

This two-way flow of knowledge allows company to create a 

competitive advantage based on relationship, or probably, 

partnership with the customer. 

To summarize definitions and statements mentioned 

above, customer knowledge may be both: 

• Structured information, facts, knowledge that 

company has about its customers, and their needs, 

preferences 

• Knowledge that a customer possesses in the form of 

experience, value and insight information. In this case, 

knowledge is not codified; it is “stored” in minds of 

customers, so it can be identified as tacit knowledge. It 

means that it is difficult to acquire this type of knowledge, 

because it deals with state of mind of customers, however, it 

is important to consider this type of knowledge due to 

potential source of insights and ideas (Crié and Micheaux 
(2006). 

Another approach to customer knowledge classification 

was proposed by Crié and Micheaux (2006). The authors 

divide customer knowledge into two types, namely: 

“Behavioral”, that may be easily captured and is basically 

quantitative in its nature (transactional data), and 

“Attitudinal” that can hardly be captured, but it suggests 

customer ideas and insights.  

However, this research used the following classification 

(Tseng, Wu, 2014; Gebert, 2002): 
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• Knowledge FOR customers: knowledge, provided to 

customers to satisfy their needs; 

• Knowledge ABOUT customers: knowledge about 

customers to optimize customer profiling and segmentation, 

and campaign management processes. 

• Knowledge FROM customers: knowledge possessed 

by customers and obtained by organizations by interacting 

with them. 

This paper is focused on the third type of customer 

knowledge, knowledge from customers. As far as the 

authors know, there are no academic studies related 

specifically to this type of knowledge. The next subsection 

covers this type of customer knowledge in detail. 

C. Knowledge FROM Customers 

Wang and Yu (2010) state that knowledge from 

customers refers to the feedback to the company, its 

products and services, competitiveness, that can be acquired 

from a customer. Development of technologies provides for 

increased amount of information that is available to 

customers, and today, consumers can easily develop their 

own opinions regarding the company, its products or 

services (Tseng and Wu, 2014). What is more, customers are 

paying more attention to the quality of products and services 

they are consuming, rather than the price (still, the price is 

also important), and this statement is especially truthful for 

non-consumable goods (Garcia-Murillo and Annabi, 2002). 

According to Fang and Tsai (2005), the companies 

should consider customer expectations, because it would 

provide for satisfying service and development of the service 

quality. Mithas et al. (2005) also stated that through 

communication and interaction with customers, the company 

can gain customer knowledge related to new demands about 

products or services that can be helpful references for 

improvement; moreover, this process is beneficial for 

customer satisfaction, customer loyalty and employee 

productivity. Therefore, the purposes of capturing 

knowledge from customers are quite various, ranging from 

new product development and quality of products/services 

enhancements to conducting comprehensive market 

researches in order to understand trends, customer needs and 

wishes, or other things depending on the company and its 

goals. 

 In addition, such forms or representations as opinions, 

feedback, insights, requirements, and ideas may be 

considered as knowledge from customers. 

The object of knowledge from customers (what exactly 

customers may know about organization) may also vary 

(Gebert et al., 2002; Paquette, 2006; Laage-Hellman et al., 

2014): knowledge about products, knowledge about 

services, knowledge about brand, knowledge about business 

processes, knowledge about market, knowledge about 

partners. 

We summarized the review of knowledge from 

customers in fig. 1. 

 

Fig.  1 Overview of knowledge FROM customer 

III. RESEARCH METHODOLOGY 

As the aim of the paper was to identify tools and 

methods of capturing knowledge from customers and to 

understand contextual factors, which influence the choice of 

a particular tool/method, research is mostly of exploratory 

nature, we have chosen a qualitative approach. Literature 

review, case study, semi-structured interviews and document 

analysis were employed for our research. 

The study was conducted in three phases.  

First, literature review was undertaken. Based on the 

results of the literature analysis, a preliminary classification 

of tools for capturing knowledge from customers was 

developed. Since factors, which influence the selection of 

tools, were also in the focus of the research, a framework for 

analysis of the context of choosing and using the tools of 

capturing knowledge from customers was found. The choice 

fell on 4W framework (Sergeeva and Andreeva, 2014) based 

on Johns` (2006) “Who? Where? Why? What?” framework. 
The framework helped to formulate four main questions, 

answering which allows disclosing the context: 

• WHO are the customers of the company? 

• WHAT types and forms of knowledge from 

customers are collected? 

• What are the targets of the company, why it captures 

knowledge from the customer? (WHY?) 

• What is the company itself, the culture, management 

style, level of maturity, industry, etc. (WHERE?) 

During the second phase preliminary in-depth interviews 

with 3 knowledge management and strategic consultants 

were conducted. Preliminary classification of tools for 

capturing knowledge from customers was demonstrated to 

them and feedback was collected. These interviews helped to 

improve classification of tools (see Appendix, Figure A.1) 

and fine-tune questions for the third phase. 

The third phase involved the multiple case study method. 

6 companies (cases) from two marketing-driven and 

knowledge-intensive industries were analysed: 3 electro-

technical multinational corporations (companies A, B, C) 

and 3 software development firms (companies D, E, F). All 

these companies are operating at Russain market. The 

primary source of data was in-depth interviews, the 

secondary source – the companies` web sites, corporate 

reports and industry analytics. We conducted 6 semi-
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structured interviews, which lasted for 60-90 minutes each 

with experts from these companies. The questions discussed 

were related to the process of customer knowledge capturing 

and to the suggested classification of tools. The 

classification was printed out and given to respondents. 

All interviews were tape recorded, transcribed and 

translated from Russian to English for analysis. 

 

IV. RESULTS AND DISCUSSION 

Based on the results of the literature analysis and in-depth 
interviews with 3 knowledge management and strategic 
consultants, a preliminary classification of tools for 
capturing knowledge from customers was developed (see 
Appendix, Figure A.1).  

Multiple case study helped to identify contextual factors, 
which influence application of tools for capturing knowledge 
from customers within electrotechnical and software 
development industries. 

A.  Electro-Technical Industry 

In terms of corporate strategy, all respondents stated that 
localization of products is a key point for the Russian market 
(since only multinational corporations were analyzed in this 
industry). That is why market and customer knowledge is 
important for them.  

We did not found any evidence that management style 
and organizational culture interrelate with the choice of 
customer knowledge capturing tools. However, the company 
that claims to be customer driven and has close relations 
with customers uses simple and customer-friendly tools and 
methods such as surveys, feedback forms, etc. 

According to all respondents, forms or representations of 
knowledge may be different: insights, feedback, ideas, and 
requirements. Almost every form of information from 
customers that may be used by the company is defined as 
customer knowledge. However, types of knowledge are 
different. All companies stated that they used different types 
of knowledge from customers: product knowledge, market 
knowledge, business process knowledge. 

In this case, product knowledge accumulates all types of 
information and knowledge about the company`s products 
that customers possess. For example, features of desired 
products, positive or negative experience linked to a product 
is referred to as product knowledge. All contacted 
companies use product knowledge for different purposes.  

Here, market knowledge is knowledge of market trends, 
competitor analysis, customer preferences and trends, etc. 
There are different reasons for capturing market knowledge 
from customers: one company uses surveys and 
questionnaires among its major customers in order to collect 
market knowledge for opportunity identification, new 
product development, market penetration. Company B uses 
market knowledge for market research purposes and orders 
market research from third parties. Company C, as well as 
company A, uses surveys and questionnaires for strategic 
purposes. 

Business process knowledge, or knowledge of customer 
technologies, is used by all companies for different 
purposes. Company A and C serve large customers with 

sophisticated projects where NPD is impossible without 
considering concrete requirements from customer in terms of 
business processes and technologies. Company B also uses 
business process knowledge as well as product knowledge 
for NPD to satisfy needs of customers (especially from 
construction industry). 

To sum up, types of knowledge and forms of knowledge 
are quite strong determinants of tools’ and methods’ 
selection. However, the type of knowledge alone does not 
influence the choice of tools and methods; the specific goal 
of knowledge usage is significant. For example, surveys can 
be used in both product knowledge for measuring customer 
satisfaction and market knowledge for identifying market 
trends.  

Reasons and purposes why company captures knowledge 
from customers is an important determinant for a choice of 
knowledge capturing instrument. All respondents agreed that 
before using particular tools or method of capturing 
customer knowledge, first thing to consider is the purpose of 
using knowledge from customer. New product development 
and quality enhancements involve quite different tools. 
According to respondents, knowledge from customers is 
used to achieve the following goals: 

• Market research; 
• New product development; 
• Quality enhancements; 
• Product localization; 
• Customer satisfaction assessment; 
• Product requirements and standard clarification; 
• Internal business process improvement. 
Market research provides for usage of different tools. 

Company A and company B use different approaches to 
market research. While company A conducts surveys and 
sends questionnaires to its customers, company B prefers to 
use third-party market researches. Like Company A, 
Company C also uses surveys for its customers. 

New product development for sophisticated projects is 
organized in companies A and C as follows: brainstorming 
sessions with customer representatives are used for feature 
discussions, idea generation of needed functions. Company 
B also uses brainstorming sessions for same purposes.  

Product quality enhancements are mostly managed by 
trial operations or “test drives”, where product is tested by 
customer with succeeding customer’s feedback with regard 
to possible changes or improvements using this tool. Other 
tools of quality enhancements applied by all companies 
include feedback forms on web sites, call centers, 
sometimes, focus groups. 

Product localization is closely linked to NPD and quality 
enhancements, so the tools used for this purpose are the 
same. 

Customer satisfaction assessment is an important sphere 
or goal of customer knowledge application, as it provides for 
the opportunity to the company to understand its products’ 
suitability for customers. As for tools and methods, all 
contacted companies use surveys (NPS score), mailout 
asking for feedback, feedback forms on web sites, call 
centers. Company A and C use sentiment analysis in order to 
identify whether final customers are satisfied or not (mostly 
for consumer goods, where final customers are people able 
to leave comments, reviews, feedback on the web, so it is 
not applicable for business customers). Company B uses 
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social networks, blogs and forums for this purpose, where it 
analyzes feedback from final customers as well. 

Product requirements’ and standards’ clarifications are 
applied by all companies, because they follow their 
localization strategy, and all new and existing products 
should be localized for the Russian market. For this purpose, 
companies contact engineering centers’ (design institutions) 
representatives and conduct interviews or organize 
workshops, in order to clarify these requirements and 
standards for products. 

Internal business improvement was mentioned just once, 
in an interview with the company B. They stated that usage 
of call centers, and web site feedback forms sometimes leads 
to improvement of internal business processes because 
customers notice some controversial things need to be 
improved. 

As different industries suggest different type of 
customers, this dimension may influence the choice of 
instruments. In author`s cases, all contacted companies have 
two major types of customers: direct and non-direct. Direct 
ones can be defined as customers that buy products or 
services from contacted companies. Non-direct customers 
are defined as influential customers; their knowledge 
influence companies` decisions. 

First, direct customers. Company A, and company C 
together have b2b customers in the form of distributors, 
retailers. While company B works directly with its 
customers who are large maintenance and construction 
companies, without third parties. In latter case, closer 
customer relations that include special technical consultant 
that realizes complex customer care before and after sales, 
relieves the company from usage of significant number of 
instruments of capturing knowledge from customers. 
Company A and company C also work directly with large 
companies in implementing complex energy networks, 
processes automation projects, etc. In this case, customer 
relations are close enough, however they are organized in a 
bit another way: meetings with customer representatives is 
major type of communication and knowledge capturing 
process. 

Second, non-direct customers. All contacted companies 
from electrotechnical industry stated that in order to localize 
its products for Russian market they also contact so-called 
engineering centers of design institutions in order to clarify 
official requirements and standards for products. It is an 
important step in launching new products to Russian market.  

What is more, company A and company C noted that 
designers, architects and integrators are important non-direct 
customers too. That is because these 2 companies produce 
products that are used in design and repair activities in 
apartments, such as power sockets, counters, switchers, etc. 
The reason of this fact is quite simple. Interior designers and 
architects may advise final customers to install products by 
well-known companies, because they are better quality and 
design. Therefore, companies are interested in this type of 
non-direct customers due to insights supply and knowledge 
that can be used for NPD, product design, etc. 

To sum it up, customers as determiners of context of 
choosing and using instruments and methods of capturing 
knowledge from customers in electrotechnical industry play 
moderate role. Type of customer may influence the choice of 

instruments and methods, but it depends primarily on how 
company organizes its customer communication processes. 

TABLE 1.  

 CONTEXT IN ELECTRO-TECHNICAL INDUSTRY. 

Strategy Localization of products for Russian market 

Customers Direct customers (distributors and retailers; 

industry companies), non-direct customers 

(final buyers; engineering centers; designers, 

architects, integrators) 

Forms of 

knowledge  

Insights, requirements, feedback, ideas, 

thoughts 

TABLE 2.  

 KNOWLEDGE CAPTURING IN ELECTRO-TECHNICAL INDUSTRY. 

Types of 

knowledge 

Applications/ 

goals  

Instruments of capturing 

knowledge from 

customers 

Market 

knowledge 

Market 

research 

Surveys, Questionnaires, 

Partner portal 

Product 

knowledge 

Quality 

enhancements 

Focus groups 

Customer 

satisfaction 

assessment 

NPS surveys 

Product 

knowledge, 

Business 

process 

knowledge 

NPD Brainstorming, content 

analysis, surveys, focus 

groups, interviews 

Quality 

enhancements 

Test drives (trial operation 

period); surveys 

Product 

knowledge 

Customer 

satisfaction 

measurement 

Feedback forms on web 

site; Surveys; call-centers; 

sentiment analysis 

Product 

knowledge 

(requirements 

and standards) 

Product 

localization 

Interviews 

Product 

knowledge 

NPD (design, 

features, 

standards) 

Interviews; Blogs 

 

B.  Software Development Industry 

There is a significant number of differences with electro 
technical industry in both tools and methods of capturing 
knowledge from customers, and basis of these tools and 
methods’ choosing and application. 

Development approach defines the whole software 
development cycle. Two well-known approaches to 
development used by respondent companies are Waterfall 
approach and Agile approach. 

Waterfall approach, or waterfall model, involves 
consistent implementation of all phases of the project in a 
fixed sequence. The transition to the next stage means full 
completion of the previous phase. The requirements 
specified during the stage of requirements elicitation are 
strictly documented as technical specifications and fixed for 
the period of project development. At the end of each stage, 
a complete set of documentation is released, and this set 
shall be sufficient to ensure that the development may be 
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continued by another development team. Therefore, this 
approach suggests a lot of documentation and procedures 
linked to requirements gathering from customers. 

Agile approach involves the use of iterative 
development, a dynamic requirements elicitation, and 
provision of their implementation by means of constant 
interaction within the self-organizing working groups, 
consisting of experts in various fields, and close relations 
with customers (Agile Alliance, 2015). Therefore, Agile 
approach means more flexibility, less bureaucracy and 
documentation, and less application of tools. According to 
company E and company F representatives, main tools are 
communication and company specialists’ minds. 

What is more, company strategy is also significant. For 
example, company D operates mostly on the Russian 
market, and it is a large player on this market, while 
company E and company F are international companies, and 
their customers are mostly large non-Russian companies. 
Therefore, their strategy on the Russian market includes 
finding excellent qualified employees and being attractive 
employer for them. According to company E and company F 
representatives, working with large international companies 
provides that requirements mainly have already been 
formalized on customer`s side, and there is no need to use 
special tools and methods of capturing knowledge from 
customers for this purpose.  

Meanwhile, working with the majority of Russian 
customers involves company-based, not customer-based, 
collecting and formalization of requirements to a product. 
Therefore, the customers’ characteristics are also important 
in the software development industry. It is not necessarily a 
rule that Russian companies do not have formalized 
requirements, when working with software development 
companies.  

As for customers in general, all three contacted 
companies (D, E, F) stated that they worked with large, 
enterprise-class companies and state organizations operating 
in different industries. However, company F focuses mostly 
on financial, telecommunication, and R&D companies, 
while companies D and E have no clear industry focus. 

All respondents from software development claimed that 
they needed to know the finest details about customers` 
businesses. Therefore, business process knowledge and 
technology knowledge are main focus of knowledge from 
customers. Sometimes (company D), companies also capture 
market knowledge that includes knowledge about their 
former and existing clients and their needs. Alternatively, it 
appears as potential customer insights and opinions with 
regard to new service prototypes. 

The use and application goals for tools and methods of 
capturing knowledge from customers in software 
development industry are quite predictable. Companies 
collect knowledge from customer to learn which service or 
product they should develop. All of three contacted 
companies use service/product requirements for new 
service/product development. Moreover, the process of 
development includes trial operation periods where 
customers test software and give feedback to the company, 
make changes. Thus, quality enhancements as tools and 
methods’ application are also applied in software 
development companies. 

TABLE 3.  

 CONTEXT IN SOFTWARE DEVELOPMENT INDUSTRY. 

Strategy Duplication of company`s services to broad 

market – Non-agile (e.g. waterfall); 

Being attractive employer, talent acquisition – 

Agile (e.g., Scrum) 

Customers Large companies; state organizations 

Forms of 

knowledge  

Requirements; feedback; opinions; thougts 

TABLE 4.  

 KNOWLEDGE CAPTURING IN SOFTWARE DEVELOPMENT INDUSTRY. 

Types of 

knowledge 

Applications/ 

goals  

Instruments of 

capturing knowledge 

from customers 

Product 

requirements 

(and product 

knowledge); 

Business 

process 

knowledge 

 

NPD Wiki; Brainstorming 

sessions; Content 

analysis; Focus groups; 

Interviews 

Quality 

enhancements 

Test drives (trial 

operation period); Task 

trackers; Wiki; 

Brainstorming sessions 

Customer 

satisfaction 

assessment 

Surveys; Questionnaires; 

Interviews 

Beginning of 

relations with 

customer 

Questionnaires; 

Interviews 

Market 

knowledge 

Market research 

(probable needs of 

current and former 

customers) 

Questionnaires 

Market research 

(collection of 

opinions and 

insights of alpha 

product) 

Seminars/webinars; 

design thinking tools 

 
Customer satisfaction analysis or assessment is 

important, however, not each company uses tools and 
methods of capturing knowledge from customers for this 
purpose. Company D, following the non-Agile approach of 
software development, uses formal questionnaires to 
accomplish this task, while companies E and F, following 
Agile approach, learn about customer satisfaction or 
dissatisfaction by simple continuous communication 
process.  

Sometimes companies use knowledge from customers to 
collect insights from potential customers, in order to use 
them in NPD, or conduct market research, in order to 
identify needs of their former and existing customers by 
offering them a different product or service (company D). 

Thus, we found out that the approach to software 
development is an important determinant of knowledge 
capturing choice. Agile-based methodologies or approaches 
to software development clearly define usage of tools and 
methods of capturing knowledge from customers. Findings 
showed that companies which follow Agile do not simply 
focus on lots of these tools and methods, for Agile-based 
approaches do not respect comprehensive documentation, 
sophisticated processes, and a broad range of tools. 
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Communication is everything for them. On the other hand, 
implementation of non-Agile approaches in companies 
involves these tools and methods.  

V. CONCLUSION 

Knowledge from customers plays an important role in 
customer-oriented business and can be applied for the NPD, 
improvement of products or services, for market or customer 
research purposes and other goals. 

The classification of tools and methods of capturing 
knowledge from customers was established during the 
research. The split into general tools of knowledge 
management and specialized tools of capturing knowledge 
from customers was made. 

The following determinants of the knowledge capturing 
tool were identified: 

• The strategy of the company; approach to software 
development (for software development industry), 
organizational culture and management style (for electro-
technical companies). This was used to define, if applicable, 
internal motives of application or non-application of 
knowledge from customers and, therefore, tools of this 
knowledge capture; 

• The definition of case companies’ customers intended 
for their classification; 

• Forms of knowledge and objects of knowledge to 
show the exact knowledge from customers received by the 
case company; 

• Applications or goals of using knowledge from 
customers, to put it differently, why company applies 
knowledge from customers and capture tools; 

The main findings could be summarized as follows: 
• For the electro-technical industry, the first step in 

choosing the tool or method of capturing knowledge from 
customers is identification of the application goal, while for 
the software development, the primary thing influencing the 
choice is the approach or methodology of the software 
development. 

• For the electro-technical industry, determination of 
the goal of using knowledge from customers is followed by 
company’s decision on which customers should be involved 
in the knowledge from customer process. 

• For the software development industry, when the 
development approach or methodology is known, the goal or 
application of knowledge from customers and, therefore, 
tools of capturing this knowledge should be defined. 

The comparison between two industries is revealed and 
presented as a decision tree (see Appendix, Figure A.2). 
Decision tree shows the way the most influential dimensions 
of the context influence the choice of tools among electro-
technical and software development industries. 

The present paper contributes to the customer orientation 
theories by providing for the knowledge management 
perspective. Besides, the study is providing for the context 
to the knowledge capturing tools analysis. Therefore, the 
study results are valuable for practitioners interested in 
customer knowledge capturing techniques. Moreover, the 
study sheds the light on the underexplored subject of 
knowledge from customers by providing illustrations of such 
knowledge for two knowledge intensive and marketing 
driven industries. 

 

APPENDIX 

 

Fig. A.1. Tools and methods of capturing knowledge from customers 
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Fig. A.2. Decision tree of tools and methods of capturing knowledge from customers 
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Abstract—This article  proposes an ontology design pattern
leading knowledge providers to represent knowledge in more
normalized, precise and inter-related ways, hence in ways that
help automatic  matching and exploitation of knowledge from
different  sources.  This  pattern  is  also  a  knowledge  sharing
best practice that is domain and language independent. It can
be used as a criteria for measuring the quality of an ontology.
This pattern is:  “using binary relation types directly derived
from concept types, especially role types or process types”. The
article  explains  this  pattern  and  relates  it  to  other  ones,
thereby  illustrating  ways  to  organize  such  patterns.  It  also
provides  a  top-level  ontology  for  generating  relation  types
from concept types, e.g.,  those from lexical ontologies such as
those  derived  from  the  WordNet  lexical  database.  This
generation  and  categorization  helps  normalizing  knowledge,
reduces  having  to  introduce  new  relation  types  and  helps
keeping all the types organized.

I. INTRODUCTION

NTOLOGY  Design  Patterns  (ODPs)  are  “modeling

solutions  to  solve  a  recurrent  ontology  design

problem” [1]. A “Conceptual ODP” describes a best practice

(BP)  for  content  modelling  [1].  Since  we  only  consider

ODPs  that  represent  BPs,  we  use  these  two  terms

interchangeably  in  this  article  to  ease  its  reading.  Many

ODPs have been described. E.g., about 160 are registered in

the ODP catalog at http://ontologydesignpatterns.org which,

in  this  article,  will  now be referred  to as  ODPC. Despite

these ODPs, most of thousands of existing ontologies that

exist are still  poorly inter-connected and heterogeneous in

their  design.  It  is  then  difficult  for people and  automated

agents  to  compare  or  match such  independently  created

knowledge representations (KRs, e.g.,  types or statements)

to  know  if  some  KRs  are  equivalent  to  others  or

specializations of others. Thus, it is difficult for people and

automated agents to align and aggregate – and thus, relate,

infer from, search or exploit – KRs or ontologies.

O

In other  words, there  is  a  need  for  ODPs  specifically

aimed for knowledge modeling and sharing – as opposed to

knowledge exploitation  with  computational  tractability

constraints – and, more  precisely,  specifically  aimed  for

solving  the  problem  of  leading  knowledge  providers  to

create more matchable and re-usable KRs. As later detailed,

This work was not supported by any organization.

this  implies  leading  them  to  create  more  precise,

normalized, well related and easy-to-understand KRs. To be

adopted, these ODPs should also be easy to follow and easy

to use as criteria for automatically measuring the quality of

an  ontology,  to  help  developing  an  ontology or  selecting

ontologies  to  re-use.  Finally,  the  ODPs  – or,  at  least  the

knowledge sharing ODPs – should be well inter-related by

semantic relations to help people i) know about them and

their  advantages,  and ii) select those they want to commit

to. Then, tools can check or enforce these commitments.

This  article proposes such a knowledge sharing  focused

ODP and relates it to other ones, via specialization relations

and gradual pattern relations. This BP, which in this article

will now be referred to as  ABP, is:  “using binary relation

types  directly  derived  from concept  types,  especially  role

types or process types”. No ODP catalog appears to include

ODPs similar  to this one or to any of its parts.  Like most

BPs, it is domain and language independent. The sections 2,

3 and 4 explain, formalize and illustrate the different parts

of ABP. Section 5 relates them to other ODPs and thereby

also gives more rationale.

II. USING BINARY RELATIONS

ABP starts by advocating the use of binary relations, i.e.,

logical  statements based on binary predicates.  In the RDF

model,  these  statements  are  called  triples and  binary

relation types are called properties. In this article, types that

are not relation types (RTs) are refered to as  concept types

(CTs),  i.e.,  classes in  the  RDF  model.  The  expression

concept individual will be used for anything that is neither

a type nor a relation.

Since  ABP is  language independent,  this  article  uses a

general  terminology,  one  compatible  with  those  for

Conceptual Graphs and RIF-FLD [2], the W3C Framework

for Logic Dialects of the Rule Interchange Format.  For its

formal textual examples, this article uses RIF-FLD PS, the

Presentation  Syntax  of RIF-FLD.  Indeed,  this  notation  is

both expressive and rather intuitive. For clarity purpose too,

in  the  examples,  RT names  begin  by “r__”  and  function

names begin by “f__”.   Logical  rules are used since RIF-

FLD  is  used  and  since  this  shows  the direction  the

implications are expected to be used. However, in each case,

a logical equivalence could also be used instead.
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Following ABP does not prevent using non-binary RTs as

long as definitions or rules are also provided to enable the

automatic translation of “KRs using non-binary RTs” into

“KRs using binary RTs”.  Table I illustrates such rules for

various kinds  of use cases but only the  third  row is  also

about the focus of Section 3, i.e., deriving a RT from a CT.

One reason why such definitions or rules are useful for

knowledge sharing is that binary relations can be compared

while two relations of different arities generally cannot. Two

types or KRs are comparable if and only if an equivalence

or specialization  relation between them has been  directly

stated  or can be automatically  inferred.  Thus,  KRs using

binary relations can be ordered by generalization relations,

typically,  implications.  This  is  more  difficult  with  KRs

using  relations  of  different  arities,  thus  reducing

possibilities for knowledge matching or inferences. E.g., as

illustrated by Table I, some relations of different arities can

be translated into binary relations using a list as destination.

Then, they can be compared.

A related reason why such definitions or rules are useful

for knowledge sharing is that  they make more information

explicit.  As detailed it  Section 5,  normalizing  knowledge,

enhancing  its  comparability  or  adding  more  information

have strong relationships. 

In practice, with a KR language (KRL) allowing contexts

and sets or lists, it is easy to avoid the use of relations with

TABLE I.
EXAMPLES OF HOW TO DEFINE A GIVEN RT WITH RESPECT TO OTHER TYPES 

(THE RIF-FLD PS NOTATION IS USED IN THE NON-HIGHLIGHTED PARTS;  VARIABLES BEGIN BY “?”;  “ :-” MEANS “<=”)

If  you wish to (re-)use non-binary RTs, as in
      r__spatial_entity_between_3_other_ones ( Jack   Joe  John  Mary )

       Exists ?X ( r__spatial_entity_between_2_other_ones (?X  Joe  John) )

   instead of using binary RTs as in

       r__list_of_surrounding_entities ( Jack   List( Joe  John  Mary )  )

       Exists ?X ( r__list_of_surrounding_entities ( ?X   List( Joe  John ) ) )

   then provide ways to translate the 1st ones into the 2nd ones, e.g.,

       Forall  ?A  ?B  ?C  ?D  (  r__list_of_surrounding_entities ( ?A  List( ?B  ?C  ?D ) )

                                              :- r__spatial_entity_between_3_other_ones ( ?A  ?B  ?C  ?D )  )

   since it is then much easier to make inferences, e.g.,  ?X = Jack
   and the above 3rd statement specializes (hence implies) the 4th

The above approach also works for contextualizations, e.g.,
      r__list-of-surrounding-entities_at-time ( Jack   Joe  John    D-Day )

   can automatically be translated into the binary relation

       r__list_of_surrounding-entities ( Jack_at_D-Day    List (Joe_at_D-Day   John_at_D-Day)  )

This cannot be specified in RIF PS but  something similar can be:

       Forall  ?A   ?B  ?C   ?time_T (

            Exists  ?A_at_time_T    ?B_at_time_T    ?C_at_time_T  (

                 And ( r__list_of_surrounding_entities (?A_at_time_T  List (?B_at_time_T   ?C_at_time_T) )

                           r__extended_specialization (?A  ?A_at_time_T)    r__time ( ?A_at_time_T   ?time_T ) 

                           r__extended_specialization (?B  ?B_at_time_T)    r__time ( ?B_at_time_T   ?time_T )  )

                 :- r__list-of-surrounding-entities_at-time (?A   ?B  ?C  ?time_T)  )  )

Similarly, if you wish to use RTs representing types of processes, as in

      r__landing ( Joe   Omaha_Beach   D-Day )        r__defining (Joe  Square)

   instead of using classic primitive binary RTs as in

      Exists  ?landing (   And (  ?landing  #  landing      // "?i  # ?t" <=> instanceOf (?i ?t)

                                               r__agent(?landing Joe)      r__place(?landing Omaha_Beach)

                                               r__time(?landing  D-Day)   )  )

      Exists  ?defining (  And (  ?defining  #  defining       r__agent (? defining  Joe) 
                                               r__object (?defining  "square")   )  )
   then provide ways to translate the 1st  ones into the 2nd ones, e.g.,

      r__directly_derived_relation ( Landing  r__landing )

      r__directly_derived_relation ( Defining  r__defining )

      Forall  ?rel   ?process   ?agent  ?time  ?place (

           And (  r__agent (?process  ?agent)   r__place (?process  ?place)    r__time (? process  ?time)  )

           :- And (   ?rel ( ?agent   ?place   ?time )      r__process ( ?rel   ?process )   )

      Forall   ?rel   ?process   ?agent  ?object  (

           And (  r__agent (?process  ?agent)   r__object (?process  ?object)  )

           :- And (   ?rel ( ?agent  ?object )     r__directly_derived_ relation ( ?process  ?rel )   )  )

   since it is then much easier to make inferences, 
   e.g.,  for the statement in the next line, a match for  ?X  is Joe 

      Exists ?A  ( And(  r__agent (Landing  ?A)   r__agent (Defining  ?A)  ) )
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arity  greater  than  two.  A  context,  i.e.,  a  contextualizing

statement,  is  a  meta-statement  specifying  restrictive

conditions for the contextualized statement to be true, e.g.,

via temporal relations or modalities. Although RIF-FLD is

not  restricted  to  first-order  logic,  it  lacks  a  construct  for

expressing contextualizations in simple ways, as in KIF [3]

for example. However, the second row of Table I shows how

simple contextualizations can still be represented – albeit in

a rather  cumbersome way – using binary relations. To that

end,  this  example  uses  an  adaptation  of the  ODP named

Context  Slices in  ODPC  [4].  It  relies  on  introducing

concept  individuals  within  contexts and  relating  them  to

their  context  as  well  as  to  their  context-independent

counterpart. This  is  an  alternative  to  the  more  common

approach  of reifying  a  statement  and  asserting  a  relation

between the reification and the context. With the reification

based approach,  handling  contexts  is  a  bit  more  difficult

when  simple  KR  management  tools  are  re-used  and

extended. Both approaches lead to rather lengthy statements

and  are  ad-hoc since they require  extensions to inference

engines  to fully handle  them correctly.  Therefore,  for the

purpose of knowledge modeling and sharing – as opposed to

knowledge exploitation which comes after and may require

converting  the  knowledge  into  KRLs  of  reduced

expressiveness but which can be handled efficiently – a BP

is to i) use a KRL that handles contexts or use more ad-hoc

concise  constructs,  and  then  ii) provide  or  use  rules  for

translating  into the  various ways to represent  contexts  in

other KRLs. The same idea applies for the many ODPs that

deal  with  the  problems  of  translating  “KRs  using  high

expressive  constructs”  into  “KRs  using  lower  expressive

constructs”.  E.g.,  in  ODPC,  there  are  many  ODP  for

translations into OWL or from OWL. 

To conclude, although formally specifying the semantics

of  relations of arity greater than two requires at  least one

primitive  ternary  relation  [5],  in  practice  there  is  no

necessity to use such relations for knowledge modelling.

There is no claim here that the idea of “translating non-

binary  RTs  into  binary  ones  or  directly  using  them”  is

original. Yet, it should be an ODP for various reasons: i) it

is useful, ii) some claims seemingly about the necessity of

using  non-binary  relations  are  actually  claims  about  the

necessity of using constructs  supporting  different  kinds of

contexts  [6],  and  iii)  this  best  practice  is  sometimes

unknown to users of KRLs allowing non-binary relations.

III. DERIVING RELATION TYPES FROM CONCEPT TYPES

ABP  advocates  the  use  of  – or  specifications  of

translations into – binary RTs directly derived from CT”. A

CT may have multiple directly derived RTs if they have un-

comparable signatures, i.e., if none specializes another one.

The third row of Table I illustrated a way to directly derive

an  RT from  a  CT  using  a  rule  and  a  relation  of  type

r__directly_derived_relation.  The  first  two rows  illustrate

the  definitions  of non-binary  RTs mainly  with  respect  to

binary RTs. This is useful as an intermediary step: the final

step  – deriving these last binary RTs from a CT, e.g.,  one

named List_of_surrounding_entities – was not illustrated in

Table I.

Manually or automatically defining each RT with respect

to a CT makes additional information explicit and ensures

that  every distinction  in  the (subtype) hierarchy of RTs is

also  included  in  the  CT  hierarchy.  This  last  point  is

important  for  two  reasons.  First,  it  prevents  some

knowledge providers to develop distinctions only in the RT

hierarchy while others develop distinctions only in the CT

hierarchy, thus leading to undetected redundancies within a

shared knowledge base or in different ontologies. Second, it

ensures  that  any distinction  can  be used  – without  losing

possibilities  of  knowledge  representation  and  matching –

with both its CT form and its RT form. More possibilities

come from the  CT form since  i) unlike  RTs,  CTs  can  be

quantified in  many different  ways (e.g.,  “3 landings”,  “all

landings” or “8% of landings” can only be described via the

CT “Landing”, not the RT r__landing),  ii) CTs are easier to

organize by subtype relations than RTs, and iii) the number

of used or re-usable existing CTs is much greater than the

number of used or re-usable RTs. Thus, both cases lead to

better categorizations in the concept and relation hiearchies.

These  advantages  of  using  defined  RTs come  for  free

when  RTs are  automatically derived from CTs and  hence

defined with respect to them. Furthermore, such derivations

permits a system to display fewer types in the RT hierarchy

which is then easier to read and grasp. Indeed, the derived

RTs may be left hidden or may not have to be created at all.

This last option was used in the knowledge server Ontoseek

[7]  and  is  used  in  the  knowledge  base  server  WebKB

(www.webkb.org; [8]). In Ontoseek, any type derived from

the noun-related part  of the lexical  ontology Sensus could

be re-used as a CT or a RT. WebKB also re-uses a lexical

ontology derived from WordNet. However, unlike Ontoseek,

WebKB only allows the subtypes of certain  types to be re-

used as RTs. This is defined by specifications that users can

adapt. More precisely, this is defined by relation signatures

which  are  directly  associated  to  certain  top-level  CTs.

Table II illustrates  the approach  and  then  gives rules  that

would actually generate the derived RTs. The next section

complements this framework by giving an ontology of the

CTs these rules can be applied to. These RT generation rules

permit  to  formalize  the  framework.  They  rely  on  the

functions  f__type_name and  f__denotation_of_type_name

which  are  identical  to  the  KIF  functions  name and

denotation formalized in the documentation of KIF [3]. In

WebKB, such  rules  are  not  actually executed  but  a  more

efficient process relying on the same idea is used. Indeed,

during  the  parsing  of statements,  whenever  a  CT is used

where a RT is expected, WebKB simply checks that one of

the signatures associated to the CT is respected and acts as

if  the  relevant  derived  RT  was  actually  used.  Thus,  in

WebKB, there  is  no need to use the  actual  names  of the

virtually derived RTs: the CT names can be used directly. As

in  the  framework  described  by  Table II,  signatures  are

inherited along subtype relations between CTs and an error

is generated if a CT is associated to two signatures that are

comparable.  This approach and ODP seem original.
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IV. DERIVING FROM ROLE TYPES OR PROCESS TYPES

ABP  advocates  the  derivation  of  RTs  from  CTs,

“especially  role types or process types”. The third row of

Table I  illustrated  this  for  processes.  In  this  article,  a

process refers to a  situation that  is not a  state,  and hence

that makes a change. A situation is something  that  occurs

in  a  real/imaginary  region  of  time  and  space.  These

conceptual distinctions come from the  Situation Semantics

[9] and are the basis of John Sowa's first top-level ontology

[10].  There  are  re-used  in  this  article  for  at  least  the

following reasons:

• They are  rather  intuitive and  generalize  other  well
known  types.  E.g.,  Perdurant from  Dolce  [11]  is
subtype of Process.

TABLE II.
RULES FOR AUTOMATICALLY DERIVING A BINARY RT FROM A CT (AND, IF NEEDED,DOING SO FOR ALL ITS SUBTYPES) 

BASED ON A KIND OF SIGNATURE ASSOCIATED TO THIS CT  
(NOTE: IN THESE EXAMPLES, THE TYPES CREATED BY THE AUTHORS OF THIS ARTICLE HAVE NO PREFIX TO INDICATE THEIR NAMESPACE).

Table I gave examples of how a rule can define a RT with respect to a CT. This had to be done for each RT. Here, the 
approach is simpler. The derived RT does not have to be explicitly defined. Its signature is directly associated to the CT
via a relation of type  r__signature_for_derived_binary_relation or a function of type  f__derived_binary_relation.

Thanks to the definitions given in the next row of this table, the derived RT is automatically created.
A  CT may have different RT signatures associated to it, as long as the signatures are un-comparable, i.e., as long as 
none specializes another.

 r__signature_for_derived_binary_relation ( Father    List ( Animal  Male )  ) 

        //-> associates a signature to the CT Father and derives the RT   r__father  with domain an Animal and range a Male 

 Forall  ?t  (  r__signature_for_derived_binary_relation ( ?t   List ( Thing  ?t ) )

                     :-   ?t  ##  Thing_usable_for_deriving_a_binary_relation_with_that_thing_as_destination

                           // "##" means "is subtype of"; "#" means "is instance of"; this rule derives the expected RT for each 
                           //     subtype of Thing_usable_for_deriving_a_binary_relation_with_that_thing_as_destination

 Forall  ?processType   Exists ?r 
    And (  ?r  =  f__ derived_binary_relation ( ?processType   List ( Agent  Object ) )

               Forall  ?process ?agent  ?object    And ( r__agent (?process  ?agent)    r__ object (?process  ?object) )
                                                                      :-  And (  ?process # ?processType    ?r (?agent  ?object) )  )

     :-   ?processType  ##  Process    //this rule derives the expected RT for each subtype of Process

Furthermore, the derived RTs have the same subtype relations as the CTs they derive from. However, to keep things

simple, it is here assumed that no RT with the same name as the derived RT has previously been manually created.  
The RT name is created by taking the CT name, lowering its initial and prefixing it with “r__”.   The functions  
f__denotation_of_type_name,  f__type_name,  f__cons, f__cdr,  f__lowercase used below are identical to their 
counterparts (without the prefix “f__”) in KIF. 

 Forall  ?t   ?r__t    ?t_domain   ?t_range   ?t_supertype    ?r__t_supertype    ?t_sup_domain   ?t_sup_range  (

      And (  rdfs:domain (?r__t   ?t_domain )       rdfs:range (?r__t   ?t_range )

                 ?r__t  =  f__denotation_of_type_name ( f__cons ( f__lowercase ( f__car ( f__type_name ( ?t ) ) ) 

                                                                                  f__cdr ( f__name ( ?t ) )    ) 

                 ?r__t    ##   ?r__t_supertype      //"##" means "is subtype of"

                      :-   And (  ?t   ##  ?t_supertype 

                                      ?r__t_supertype  =  f__ derived_binary_relation ( ?t_supertype
                                                                                                                     List ( ?t_sup_domain  ?t_sup_range )  )    )

              ) 

       :-   ?r__t   =   f__derived_binary_relation ( ?t   List ( ?t_domain  ?t_range ) )   )

 Forall  ?t   ?t_domain   ?t_range (
      Exists  ?r__t  ( ?r__t   =   f__ derived_binary_relation ( ?t    List ( ?t_domain  ?t_range ) ) )
       :-   r__signature_for_derived_binary_relation ( ?t   List ( ?t_domain  ?t_range ) )  )

Other rules can be built upon these last ones, e.g., this rule for deriving functional binary relations:

Forall  ?t   ?t_domain   ?t_range    Exists  ?r__t   (

     And ( ?r__t   =   f__ derived_binary_relation( ?t    List ( ?t_domain  ?t_range ) )

               ?r__t  #  owl:FunctionalProperty   )    //"#" means "is instance of";  owl:FunctionalProperty is a 2nd-order type

     :-   r__signature_for_derived_functional_binary_relation ( ?t   List ( ?t_domain  ?t_range ) )
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• They are very adequate for the signatures of thematic
relations [12], e.g., r__agent,  r__recipient, r__cause,
r__instrument.  Such  types  are  top-level  types  of
relations from a process.

• In this article, a  role type (e.g.,  Agent,  Experiencer,
Recipient,  Cause,  Instrument)  is  a  CT  which  is
defined – or could be defined – as being the range of
a thematic RT. This informal definition of a role is a
bit more general than what is usually thought to be a
role type [13] but here it is sufficient:  as defined in
this article,  processes and  role types can be used for
deriving CTs into binary RTs. 

• Thematic RTs or their  subtypes can also be used for
defining most RTs. Thus, doing so normalizes KRs.

• Most  statements  implicitly  or  explicitly  refer  to  a
process.  Representing  it,  either  directly  or  via  RTs
directly derived from a process, strongly normalizes
KRs. Not doing so, which unfortunately is the case in
many ontologies,  amounts  to losing  precisions  and
many KR comparison possibilities.

Fig. 1 compares CTs usable for directly deriving a binary

RT with other types. The common supertype of these CTs is

Thing_usable_for_directly_deriving_a_binary_relation. Only

its  subtypes  can  be  used  for  deriving  binary  RTs;  this

owl:Thing

                                         Thing_usable_for_directly_deriving_a_binary_relation     

                                                        Thing_usable_for_directly_deriving_a_unary_function 

                                                                             wn:employer    wn:seller    wn:price    wn:license

                                                             {complete, not disjoint}   

                            Thing_usable_for_deriving_a_binary_relation_without_that_thing_as_destination

                                          Thing_usable_for_deriving_a_binary_relation_with_that_thing_as_destination

                                     

Entity          Situation             sowa:Independent_thing      Thing_playing_some_role    

                        State     Process                        sowa:Relative_thing    sowa:Mediating_thing 

                           dolce:Perdurant                          wn:component_part           wn:relation

                 Situation_playing_some_role                  wn:marriage /* ”marriage” as a                                             
                                                                                                               ”social relation” CT,
                                wn:outcome                                                           not as a process,
                                                                                                               state nor instance of  
                 dolce:Endurant                                                                     a RT */

            Entity_playing_some_role                                          

                                                                     wn:recipient                  

Spatial_entity         Non-spatial_entity            

                                                                               Attribute_or_quality_or_measure   

                                                                                 wn:measure    wn:attribute    wn:property

              Description_content/medium/container         

     wn:subject_matter     wn:language_unit     wn:file

Legend:   i)  the arrow “   ” represents  a supertype (subClassOf) relation,   ii)  by default,   each
subclass  set   is  here  a  subclass  partition,  hence its  “{disjoint,  complete}”  UML annotation  is  left
implicit,   ii) for name-spaces, XML shortcuts are used but type names created by the authors of this  article
have no prefix,  iv) “wn” refers to WordNet,  v) “(*)” is the RT signature for any set of arguments,  vi)
comments  are  delimited  by “/*”  and  “*/”,   vii)  for  readability  purposes,  the  boxes  around classes
(concept types) are not drawn.

Fig. 1.  Slightly adapted UML representation of a subtype hierarchy to compare the type Thing_usable_for_directly_deriving_a_binary_relation with other types.
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includes  types  for  processes  and  roles.  Fig.  2  illustrates

subtype relations between such derived RTs. Fig. 3 displays

common top-level types for relations from a process, most

of which  are  thematic  RTs.  Fig.  3  re-uses top-level types

shown in Fig. 1. All the types in these figures are part of the

Multi-Source Ontology (MSO [14]) which is accessible and

cooperatively updatable via WebKB. Hence,  the  names in

these  figures  are  names  accessible  via  this  Web  server.

However, these figures have not previously been published.

The  MSO  includes  more  than  75,000  categories  and

relates  them  by  more  than  100,000  relations,  mainly

subtype relations.  It  categorizes WordNet  types as  well  as

types from various top-level ontologies (DOLCE included)

with respect to the types shown in Fig. 1 or specializations

of  them.  More  precisely,  about  a  hundred  of  top-level

WordNet types and  some more specialized WordNet types

were  manually  set  as  subtypes  of  those  in  Fig.  1  or

specializations of them.  Thus,  in  the subtype hierarchy of

the  MSO for  things usable  for directly  deriving  a binary

relation, there are currently more than 4800 process types,

2900 role types (for things playing some role), 650 types of

attributes  or  qualities  or  measures and  240  types  of

description  content/medium/container.  This  makes  more

than 8600 types usable for creating relations without having

to declare new RTs. The 4800 process types can also be used

directly  with  relations  from  a  process.  Finally,  the  types

shown  in  Fig.  3  for  these  relations  can  implicitly  or

explicitly be specialized by types derived from the 2900 role

types.  To  sum  up,  the  proposed  approach  and  the  MSO

permit people and automated agents to create KRs that are

well normalized, inter-related and comparable. Furthermore

re-using  the  approach  and  content  of the MSO to extend

other ontologies is eased by the fact that i) the MSO relates,

generalizes  and  specializes  types  from  various  other

ontologies,  and  ii) the  MSO can  be complemented  online

via WebKB.

In  Fig.  1,  the  types  named  Relative_thing  and

Mediating_thing  come from John  Sowa's second top-level

ontology [15].

To show how rules can be used to associate a signature to

a CT and thereby to a derived RT, examples in Table II used

a process type and the type of things usable for deriving a

binary relation with it as destination. Similar  rules can be

used for other  types of things usable for deriving a binary

relation”.  Fig.  2  shows  how  the  various  relations  types

– derived  or  not  from  CTs  – can  be  related  by subtype

relations.  Organizing  relations  of  different  arities  is

permitted  by the  use of “*”  in  the  relation  signatures:  it

refers to any number of arguments.  In Fig. 2, a signature is

shown as  an  ordered  list  of comma-separated  arguments,

within parenthesis. Both KIF and RIF-FLD allow relations

with a variable number  of arguments.  However,  unlike in

KIF,  there  is  no  special  construct  in  RIF-FLD  for

definitions, hence for signatures.

ODPC includes the DOLCE+DnS-Ultralite ontology [16]

and  categorizes  it  as  Content  ODP.  ODPC also  includes

related  but  smaller  content  ODPs such  those  named

ActingFor and  Agent-Role.  Its  DnS  (Descriptions  and

Situations) part  includes some types which can be seen as

subtypes  of  those  in  Fig.  3.  ODPC  proposes  many  RTs

which  could  be  – but,  it  seems,  are  not  – derived  from

process  types,  e.g.,  RTs  with  names  such  as  actsFor,

conceptualizes or  defines.  Yet, some of its CTs have been

aligned  with  OntoWordNet  [17].  Thus,  the  ontology and

approach  proposed  in  this  section  and  the  previous  one

could  be  used  to  extend  and  normalize  DOLCE+DnS-

Ultralite.  This  would  support  more  KR  comparison

possibilities.

                                                 r__relation (*)
                                                    

r__relation_from_a_situation          r__relation_not_directly_derived_from_a_concept_type
(Situation, *)                                    (*)

        r__relation_from_an_entity           r__relation_directly_derived_from_a_concept_type
        (Entity, *)                                        (*)           

        r__spatial_entity_between_2_other_ones                                r__landing 
        (Spatial_entity, Spatial_entity, Spatial_entity)                        (Agent, Place, Time)

        r__binary_relation_directly_derived_from_a_thing_usable_for_deriving_a_binary_relation_with_that_thing_as_destination
        (*, Thing_usable_for_deriving_a_binary_relation_with_that_thing_as_destination)

r__outcome (Situation, Situation)

Legend: same as in Fig. 1; each RT signature is delimited by parenthesis; “*” refers to 0 or more arguments of any type.

Fig. 2.  Subtype hierarchy of some relation types derived from subtypes of the concept type Thing_usable_for_directly_deriving_a_binary_relation.
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V. RELATING TO OTHER ODPS

To be adopted, knowledge sharing ODPs should be well

inter-related  by  semantic  relations  to  help  people  know

about them and the criteria or advantages they fulfill. Thus,

people  can  search  and  select  ODPs  to  commit  to.  Then,

tools can check or enforce these commitments,  or retrieve

ontologies satisfying them.

Thus,  ideally,  ODPs  should  at  least  be  organized  into

categories related by specializations and exclusion relations,

as in the hierarchy presented in Fig. 1. However, this is not

easy.  The  most  organized  of  current  ODPC  or  BP

repositories [18] seems to be ODPC. It organizes its ODPs

into  a  specialization  hierarchy  with  a  first  level  of  six

categories.  Each  of them has 0 to 3 sub-levels.  These six

categories and their current content are:

• Content ODP: 101 ontologies, some having only a few
types.

• Reasoning ODP: no ODP has yet been submitted in this
category.

• Structural  ODP:  1  ODP in  the  Architectural  ODP
category – BPs about the structure of an ontology, e.g.,
the  use  of subtype partitions,  i.e.,  unions  of  disjoint
types as in Fig. 1 – and 13 in the Logical ODP category
–  translations  between  constructs  from  KRLs  of
different expressiveness.

• Correspondence  ODP:  12 in  the  Reengineering  ODP
category  –  meta-model  transformation  rules  to  create
ontologies from structured but less formal and semantic
sources  – and  13  in  the  Alignment  ODP category
– these ODPs are  examples  of RTs between elements
from different ontologies.

r__relation_to_another_spatial_entity                                   r__relation_to_another_spatial_entity    

                                             Spatial_entity      Temporal_entity 

r__relation_from_process_to_spatial_entity             r__relation_from_process_to_temporal_entity
 /* e.g.,  r__beginning_place,  r__place,                 /* e.g.,  r__beginning_time, r__ duration,
               r__end_place,  r__places */                          r__time , r__end_time,  r__frequency  */

                                                                                                                                                          

            r__predecessor_state                                    r__successor_state 
            /* e.g.,  r__beginning_state,                          /* e.g.,  r__end_state,  
                         r__cause,                                               r__consequence, r__purpose, 
                         r__precondition */                                r__postcondition */
State                                                Process                                                        State

r__relation_from_process_to_event                       r__relation_from_process_to_process_attribute
/* e.g.,  r__triggering_event,                                     /*e.g., r__manner,  r__speed */ 
             r__ending_event */   
                                                                                   Process_attribute 
                                                                                                                   
Event  /* Process seen as                                        r__relation_to_another_process
instantaneous from the viewpoint                             /* e.g., r__sub-process,  r__method */
of the agent  asserting relations 
from this process */                                  r__relation_to_process_participant   /* e.g.,  
                                                                       r__relation_to_used_object  (e.g.,
                                                                                                         r__input-output_object, r__ parameter,  
           r__relation_to_description                         r__material,  r__instrument ),
           /* e.g.,  r__description */                     r__relation_to_created-or-modified_object  (e.g.,
                                                                            r__input-output_object,  r__generated_object),
                                                                       r__relation_to_participating_agent  (e.g.  
                                 Description                         r__agent,  r__initiator )
                                                                       r__relation_to_participating_agent (e.g., 
r__relation_to_another_description                      r__patient, r__experiencer, r__recipient)  */
    /* e.g., r__sub-description, 
                r__correction */                   Process_participant  /* e.g.,  Agent (Person  or
                                                                                                              Automated_agent) */ 

Legend: same as in Fig. 1 plus  i) arrows with dashed lines are relations like UML associations,
i.e.,  the  source is  universally  quantified  and  a  cardinality (or  multiplicity)  is  associated  to  the
destination; here, each cardinality is either “0 to many” or “1 to many”, and is left implicit; and
ii) comments are enclosed within “/*” and “*/”;  “e.g.,” is used for introducing subtypes.

Fig. 3. Examples of common types of relations from a process; most of them are thematic RTs. 
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• Lexico-Syntactic  ODP:  20  linguistic  structures  for
extracting KRs or displaying them, as with a controlled
language.

• Presentation ODP: no submission of ODP has yet been
submitted  in  this  category  about  the  usability  and
readability  of  ontologies.  It  has  two  subcategories:
Annotation ODP  and  Naming ODP.

All  these categories  are  not  exclusive.  An ODP can  be

placed  in  several  of them.  E.g.,   the  ODPs listed  in  the

sections 2, 3 and 4 seem to be architectural ODPs as well as

logical  ODPs and,  for  some of them,  also Content  ODP,

e.g.,  the  DOLCE+DnS-Ultralite.  The  ODPs  we  gave  in

Section 5  are  Naming  ODPs  but  are  also  related  to

Structural ODPs.

Since  there  are  multiple  categorization  possibilities,

different persons will search or add a same ODP in different

categories, thus leading to less relations between the ODPs

and more undetected redundancies, as noted in the previous

sections. This structure also does not lead ODP providers to

collaboratively build a finely organized hierarchy or graph

of ODPs.  Such a structure  could be obtained  by formally

representing  each  ODP as  a  process,  using  a  same  base

ontology,  e.g.,  the  MSO,  hence  with  the  types shown  in

Fig. 1  and  Fig. 3  as  top-level  types.  Most  of the  subtype

relations  between  ODPs  could  then  be  automatically

calculated. Although this approach would scale well, such a

formal  and  homogenous  representation  would  be  a  huge

work and would require quite motivated ODP providers. 

Furthermore,  relations to criteria  and advantages would

still  probably  not  be  sufficient  since  relating  ODPs  to

criteria  – or  processes  representing  these  criteria  – is

difficult. Therefore, for the ODPs advocated in this article,

another  approach  has  been  adopted:  i) manually  setting

subtype  relations  between  ODPs  or  BPs  represented  as

process  types,  and  ii) using  positive  gradual  pattern

relations. Fig. 4 is the result.

These last relations represent rules of the form “the more

X,  the  more  Y”.  [19]  gives  a  formalization  for  such

relations.  Arrows  with  dashed  lines  are  positive gradual

pattern relations. E.g., the dashed arrow from “keeping the

types organized” to “avoiding undetected redundancies” can

be read “the more `keeping the types organized´ is achieved,

the more `avoiding undetected redundancies' is achieved´ ”.

This  last  particular  rule  refers  to  the  idea  that  was

mentioned again  two paragraphs  ago and  which  could be

rephrased  as:  “the  more  a  KR (type or  statement)  has  a

`unique place´ [20] in a hierarchy of KRs, the less chances

there are that another person will add an equivalent KR in

another  place”.  E.g.,  as  opposed  to  subtype  hierarchies,

taxonomies  relate  objects  (terms,  documents,  ...)  with

relations which are neither typed nor formal. Thus,  people

use  these  relations  for  representing  subtypes,  parts,

instances,  agents,  etc.  This  leads  to  hierarchies  that  are

difficult to search and that  often have redundancies. When

subtype partitions are used, this is far less the case. This is

also far  less the case when the hierarchy is automatically

built  based  on  the  definition  of  each  type.  Like  subtype

relations, gradual pattern relations are typed and transitive.

Hence, if used correctly, each KR can have a  unique place

[20]  in  the  graph  formed  by  these  transitive  relations.

However, gradual  pattern  relations do not enable as many

automatic checking possibilities as subtype partitions.

Given the explanations provided in the previous sections,

the relations in Fig. 4 should now be understandable.  The

use of gradual  pattern  relations  between ODPs or  BPs is

original.  The  direct  setting  of  subtype  relations  between

them also seems original.

"using RTs directly derived from CTs"            "keeping the RT         "using precise statements"
                                                                             hierarchy small"                                   
                 "using  binary RTs"                                                                 "avoiding undetected  
                                                                                                                     redundancies"
                                                                              "keeping                     
"using binary                         "using                      types                    "using normalized
  RTs directly                          primitive                organized"             statements"
  derived             "using         (hence                                                         
  from CTs"          process      binary)           "using                            "using               
                              types"       RTs                  precise and                   easy-to-understand
"using binary                                                  normalized                   statements"
  RTs directly                 "following the           statements"                                                   
  derived from CTs,         graph-based                                        "using well related and       
  especially role types      reading                                                  easy-to-compare statements"            
  or types of process"      convention"                                                  

Legend: same as in Fig. 3 except that arrows with dashed lines now represent positive gradual pattern
relations; relations inherited via subtype relations are left implicit,  e.g.,  like those inherited by “using
precise and normalized statements”.

Fig. 4. Supertype relations and gradual pattern relations between ABP (the BP advocated in this article;
see the BP name in italic bold characters at the bottom left of the figure) and related BPs.
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VI. CONCLUSION

Knowledge sharing is difficult. It implies satisfying many

criteria – and following  various  BPs – which,  as  Fig.  4

showed, are inter-related. To provide such BPs and ways to

follow them, this article has focused on the idea of deriving

RTs from CTs and has shown the relationships between this

ODP to other  ones for  knowledge modeling  and  sharing.

Some  of  these  ODPs  were  already  known,  several  were

original. 

This  article  also  provided  various  kinds of  ODPs.

According  to  the  categories  of  ODPC,  these  are

architectural,  logical, content and naming ODPs. However,

given  their  inter-relations  and  the  focus  on  derivation

mechanisms, it is also true that this article focused on one

ODP – the one named ABP – composed of simpler ODPs.

The ODPs we proposed are applied to  – and  supported

by – the MSO which includes more than 75,000 categories

and  which  is  accessible  and  updatable  online  via  the

WebKB  shared  knowledge  base  server.  Together,  these

resources and tools help people and automated agents create

KRs that  are  more  normalized,  inter-related,  comparable

and  understandable.  Furthermore,  the  multi-source nature

of  the  MSO  would  help  applying  the  proposed  content

ODPs to other ones such as DOLCE+DnS-Ultralite.

Finally, the following of the proposed ODPs can easily be

tested,  e.g.,  via  SPARQL  queries  on  an  ontology  or,

interactively, within WebKB. For example, it is easy to test

if each RT is defined with respect to one CT. This makes

these BPs usable as criteria for selecting ontologies. 

This  work  will  be  extended  by  relating  knowledge

sharing  techniques,  BPs  and  criteria,  via  specialization

relations  and  gradual  pattern  relations.  Negative gradual

pattern relations  – “the more X, the  less Y” – will also be

used. The focus will be on representing various approaches

to  knowledge  sharing,  e.g.,  those  based  on  formal

documents,  those  based on  collaborative  editing  within  a

shared  ontology  server  and  those  based  on  knowledge

exchange  between  ontology  servers.  Thanks  to  their

organization by specialization relations and gradual pattern

relations, the various kinds of ways to share knowledge and

their  respective  advantages  and  drawbacks  should  be

clearer.
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Abstract—Recently,  many  have  begun  to  believe  that
learning and training approaches known as learner-centered,
active learning, and cooperative learning improve learning and
practicing performance and are more effective than traditional
lectures. Moreover, in addition to paper-based materials such
as textbooks, face-to-face co-located communication frequently
utilizes  digital  video  and  other  visual  reference  materials.
However, no previous studies have examined the precise face-
to-face behavior of dialogue participants stimulated by video
and other reference materials. Therefore, this paper describes
the  dialogue  stimulated  by  science  videos  and  reference
materials  based  on  data  from  10  male  university  students
measured  while  using  first-,  second-,  and  third-person  view
videos,  as  well  as  utterances  recorded  during  the
measurements.

I. INTRODUCTION

EACHERS and instructors in traditional education and

training are responsible for defining learning purposes

and objective areas of learning tasks, and for designing and

assessing  learning  and  training  processes.  Recently,  many

have begun to believe that learning and training approaches

referred to as learner-centered, active learning, and coopera-

tive learning improve learning and practicing performance

and are more effective than traditional lectures [1]–[4]. The

concept of collaboration and cooperation includes allowing

individuals  to  enrich  their  own  experience  of  acquiring

knowledge on their own accord.

T

An important factor enabling these learning approaches is

Information and Communication Technology (ICT), which

provides learners with many kinds of tools that can be used

at schools, including preschools, and business workplaces to

enhance the way in which they acquire diversified knowl-

edge, skills, and experiences [4].

Collaboration  through  digital  video-mediated  communi-

cation has been widely used, and research comparing video-

mediated  with  face-to-face  communication  has  been  re-

ported [4]–[6]. For example, O’Mally et al. compared the di-

alogue in video-mediated communication with that in face-

to-face co-location communication. The results showed that

both  video-mediated  and  face-to-face  speakers  use  visual

cues to check for mutual understanding. They also suggested

that speakers are less confident in their mutual understand-

ing when they are not physically co-located.

Moreover, in addition to paper-based materials such as text-

books,  face-to-face  co-located  communication  frequently

uses  digital  video  and  other  visual  reference  materials.

These previous studies have not examined the precise face-

to-face behavior of dialogue participants stimulated by video

and other reference materials.

Therefore, this paper describes the dialogue stimulated by

science videos and reference materials based on data from

10 male university students measured while using first-, sec-

ond-,  and  third-person  view videos,  as  well  as  utterances

recorded during the measurements. 

II.  METHODS

A. Dialogue stimulation materials

The following materials were prepared for the 
measurements:
(1) Video: “Lives of creatures on Earth”

Copyright-free Hi-Vision materials were obtained from 
the NHK Archives Video Library [7]. Copyright-free BGM 
materials were obtained from OVA-SYNDROME’s FREE 
BGM website [8]. All videos of seven creatures were edited 
using Windows Movie Maker, Microsoft.
(2) Reference materials

The important parts of the video were captured and edited
for printed reference materials, which are shown in Fig.1

B. Participants

The study participants were 10 male university engineer-

ing students in their early twenties.

C. Video shooting views

The first-person view video is that of a participant, and the

second-person view video is that of their dialogue partner. The
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third-person view video is the viewpoint of a person other than 
the dialogue pair. 
 

D. Measurement procedures 

(a) Equipment and reference materials 

- Wearable video camera for the first/second-person view 
(Panasonic HX-A500, Japan) 

- Digital video camera for the third-person view (Panasonic 
HC-V360M) 

- Personal computer for viewing an instructional origami skill video 
(Toshiba Dynabook D41, Japan) 

- Reference materials: video on the lives of various creatures and 
video captures. 

 

(b) Measurement setup and procedure 

Fig. 1 shows the equipment setup. The behavior of the 
participants was recorded from different viewpoints. Their 
dialogue was also recorded using a voice recorder. The 
measurement procedure was as follows: 
(1) A participant wore a wearable camera near his ear. 
(2) Before watching the video (1 minute): 

After distributing printed materials and presenting the 
discussion theme, “Important creatures on Earth”, the 
dialogue pair started a free discussion after watching the 
reference material, as shown in Fig.2. The participants 
did not receive any additional instructions or requests 
apart from having free discussions during the 
measurement. 

(3) During the video viewing (4 minutes and 30 seconds): 
The participants had a free discussion on the lives of 
creatures they watched in the reference video and 
materials. 

(4) After watching the video (3 minutes): 
The participants continued a free discussion on the lives 
of creatures on Earth. They re-watched the reference 
video and materials if necessary. 

(5) After the dialogue was finished, the recorded utterances 
were transcribed verbatim. The text data were then used 
to analyze emotional changes during the time series. 

 

III. MEASURED RESULTS AND ANALYSIS 

 

Fig.2(a)-(e) shows characteristic behavior images (photos) 

of Pairs A, B, C, D, and E, respectively. 
Fig.3 shows time sequence changes in utterance intentions. 

The utterance intentions are classified as follows: 
Intention 1: Questions and proposals in the dialogue 
Intention 2: Agreement or disagreement between partners in 

the dialogue 
Intention 3: Opinions regarding the video themes 
Intention 4: Others 
 

Intention 4 of Pairs A and B increased, suggesting that they 
may reached consensus regarding the initial dialogue theme 
after watching the video.  

 

IV. CONCLUSION 

The paper described the dialogue stimulated by science 
videos and reference materials using data from 10 male 
university students measured using first-, second-, and 
third-person view videos and utterances recorded during the 
measurements. Possible strategies for promoting efficient 
dialogue were described based on the results. The main results 
are summarized as follows. 

(1) Watching videos and other reference materials 
stimulates face-to-face dialogue. 

(2) Dialogue saturation is defined as (i) a decrease in the 
utterance frequency rate, (ii) an increase in dialogue intent or 
content that is not directly related to the initial theme. 

(3) These behaviors are found regardless of how frequently 
the participant looks at the dialogue partner. 

(4) Monitoring dialogue saturation factors (i) and (ii) in item 
(2) above could help realize computerized interventions and 
assistance that would enable face-to-face dialogue and 
discussions to become fruitful and efficient. 

Since (i) and (ii) can be detected by speech recognition and 
emotion estimation by physical expressions [9], in the future, 
in conjunction with AI and voice synthesis, computerized 
interventions and assistance for efficient dialogue could be 
realized by suggesting dialogue or development themes 
[10],[11] for further constructive discussion if the dialogue 
becomes saturated.  

To realize this, further investigations on the measurements, 
analysis and assessments of different dialogue themes by 
different category subjects are needed so that emerging 
technologies for learning and training are fully utilized in 
practice. 

 

 
Fig.1 Video shooting arrangement (top-view) 
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Participant I’s first-person view               Participant II’s first-person view               Participant I and II’s third-person view 
  (Participant II’s second-person view)         (Participant I’s second-person view) 

 (a) 
 

 
Participant III’s first-person view             Participant IV’s first-person view            Participant III and IV’s third-person view  

(b) 
 

 
Participant V’s first-person view     Participant VI’s first-person view    Participant V and VI’s third-person view 

(c) 

 

 
Participant VII’s first-person view             Participant VIII’s first-person view           Participant VII and VIII’s third-person view 

(d) 

 

 
Participant IX’s first-person view             Participant X’s first-person view                  Participant IX and X’s third-person view 

(e) 

 
Fig.2 Characteristic behavior images 
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Abstract—Considering different aspects of knowledge function-

ing, context is poorly understood in spite of intuitively identify-

ing this concept with environmental recognition. For dynamic

knowledge, context especially seems to be an essential factor of

change.  Investigation on the impact of context on knowledge

dynamics or more generally on the relationship between knowl-

edge and its contextual interpretation is important in order to

understand knowledge dynamics. The aim of this paper is to re-

search and examine the nature of knowledge transformation (a

specific sort of life-cycle), and to identify contextual factors af-

fecting knowledge dynamics.

I. INTRODUCTION

NOWLEDGE is valuable – something we all agree on,
but this agreement abruptly ends when we attempt to

answer the primary question “what is knowledge?”. Indeed,
in ancient times, philosophers like Plato and Aristotle for-
mulated different theories of knowledge, yet still today there
is no common agreement  on the definition of  knowledge,
and even proudly announced proposals are far from ratio-
nale, providing poor semantic and biased forms. Neverthe-
less, this does not discourage live discussions on its nature
among scholars and practitioners, the results of which begin
from basic definitions and end with complex artificial intel-
ligence (AI) methods and techniques.

K

In the past few years, authors have been conducting re-
search in the scope of AI,  knowledge discovery from data-

bases (KDD) and knowledge management (KM). One of the
emerging issues identified, with far reaching consequences,
is  context,  which,  by  grounding  the  meaning  and  under-
standing  of  knowledge,  enables  knowledge  to  be  trans-
formed in particular dimensions, i.e. space, time or situation.

We used content analysis to examine the existing litera-
ture  in  the  framed  domain  and  time extent  from 2000  to
2016. Our search for the adequate literature embraced vari-
ous bibliographic databases,  e.g. the Association for Com-
puting Machinery (ACM), the ISI Web of Knowledge, Sco-
pus, and Springer Link. Furthermore, the empirical studies
and technical  reports  were analyzed to gather  evidence of
existing context-aware applications and systems. 

In  this  paper,  our  contribution  includes  the  following
findings. Firstly, there are particular contextual determinants
that  influence different  entities  and  the process  of  knowl-
edge transformation; the classification or grouping of deter-
minants is a must in order  to elaborate a valid method of
knowledge  development.  Secondly,  we  observed  that
knowledge transformation is constructed on  contextual de-

terminants, where each is also classified to a particular type
and evaluated to the extent of the awareness level of a par-
ticular organization.

The paper is organized as follows. In Section II, we pro-
vide two basic definitions. In the next Section, the nature of
knowledge transformation is outlined. In Section IV, we in-
troduce the idea of contextual factors. Finally, we provide a
working example as an image of the discussed issue, with a
conclusion in Section VI.

II.BASIC DEFINITIONS

A. Knowledge

In this elaboration, the term “knowledge” has a twofold
definition, based on the broad types,  implicit and explicit.
The former is based on common sense, encompassing a va-
riety of phenomena (e.g. the ability to walk or run), roughly
what Polanyi referred to as “tacit knowledge”, which cannot
be captured in language as it is tied to the environment and
set  in  culture  and  relationships  [1].  The  interpretation  of
such knowledge can be subjective [2] (when do you walk
slow or fast?, and when do you start running?). On the con-
trary, the latter has a verbal or written form (e.g. procedure)
and is relatively easy to communicate, codify, store and dis-
tribute; usually, explicit representation uses a predefined no-
tation that enables gathered (generated) knowledge to be ex-
pressed consistently and completely [3] (e.g. in the form of
the association rule:  if  a customer buys wheat bread then

he/she also buys skimmed milk, with support 0,02 and confi-
dence 0,85). 

B. Context

Isaac Newton claims that space is distinct from body and
that time passes constantly, with no regard to whether any-
thing happens in the world. For this reason,  absolute space

and  absolute time are basic properties of the universe, and
are the preferred frame of reference – both are the essence of
the context’s substance. Some examples of space- and time-

aware contextualization can be found in [4, 5, 6].
To  understand  particular  ambiguous  terms,  at  a  glance

some authors simply provide synonyms for them. In this case,
“context” is often referred to as environment [7], location [8],
or situation [9]. To these three nouns, we can respectively pin
the following questions: (1) what resources are you surrounded
by?, (2) where are you?, and (3) who are you with, or what are
you doing? However, the context can be known or unknown,
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and if necessary may be identified “manually” by exploiting
the expert (or domain knowledge), or “automatically” by us-
ing particular types of attributes [10].

III. THE ESSENCE OF KNOWLEDGE TRANSFORMATION 

The  Knowledge Grid (KG) is a  promising  new frontier
that can be seen as an interpretable resource of information
structures treated as a state at a specific time and place [11].
In general, this means a static state or a series of states with
operations changing this state, which expresses the dynamic
aspect of knowledge functioning [12]. Therefore, any devel-
opment of the knowledge structure is due to a transforma-
tion covering its content, form or structure  globally, (espe-
cially  including  network  resources),  or  locally (identified
with "granules" of knowledge).  Knowledge transformation

(KT) can be identified by its changes through relevant oper-
ators [13]. In a broader sense, we can put forward the entire
knowledge life-cycle (divided into specific phases), while in
a narrower scope it can be reduced to specific operations re-
sulting  in  the creation  of  a  new generation  of  knowledge
content, structure or form [14].

There  are  several  different  approaches  to  defining  the
knowledge life-cycle (KLC) [15, 16, 17]. We share the view,
along with [18, 19, 20], of the four-phase KLC, namely: (1)
discovering → (2) processing → (3) sharing → and (4) re-

using → (1);  with  the  assumption  that  the  output  should
present "new" (previously unknown, non-trivial) knowledge,
further processed and refined, usually in a collaborative way
[21], which means moving again towards the cycle [22].

It is generally accepted that the discovery process consists
of  a  sequence  of  iterative  steps  of  data  processing  (data
cleansing  and  integration,  selection  and  transformation),
data mining,  evaluation models  and their presentation and
visualization [23]. Naturally, to a certain extent, it also re-
quires user interaction with adequate expertise and experi-
ence. Some researchers [24] are of the opinion that the stage
of knowledge processing is the second KLC phase,  where
the first one is to store and the third is to transform. The au-
thors stress that despite the definition of a linear relationship
between the phases, in practice, it is not always possible to
clearly indicate the end of one and the beginning of the next.
Moreover, the situation is complicated by possible different
states of advancement of knowledge processed by individu-
als, groups or the entire organization, that work together in
one  environment  of  the  knowledge  grid.  This  creates  the
necessary  conditions  for  the two-way and multilateral  ex-
change of knowledge between entities.

For  any  organization,  the  challenge  is  to  acquire  new
knowledge [25] (e.g. to solve a problem, to know the speci-
fications  of  the market  or  to forecast  customer  behavior),
which  can  be  “produced”  by  employees  (sometimes  ex-
perts), or discovered from data repositories. The next step in
the process  of  knowledge discovery from databases  is  the
integration of heterogeneous sources of knowledge and the
reinstallation of  their  combined  analysis,  which ultimately
aims at  generating  “new” resources.  This  stage  requires  a

number of problems to be solved such as the partial formal-

ization and  standardization of  knowledge,  taking into ac-
count different levels of detail and the detection and elimi-
nation of anomalies.

As part of the knowledge discovery phase, the following
operators can be performed: search, capture, generation and
evaluation [26].  Examples  of  such  operations  refer  to  the
preparation of a list of potential contractors of the project in-
cluding ranking the involved enterprise. Naturally, specific
knowledge  evaluation criteria must be taken into account:
about the performers, price parameters, timeliness of perfor-
mance or quality of service [27].

The  processing of  knowledge in a  more elementary  ap-
proach applies to subsequent operations that in an important
way may change its content, form and location [28]. Within
this process, we can distinguish: storage, combination, sep-

aration and localization [29]. Considering the nature of the
processing process through a network, each of these opera-
tions,  representing  various  forms  and  possible  levels  of
knowledge aggregation, refer to particular concepts, axioms,
rules or methods [30]. They include assumptions concerning
the criteria for the grouping of companies or the diversifica-
tion of their characteristics according to their areas of activ-
ity. It is also possible to anticipate the need to involve com-
panies essential in delivering services. Results can be in the
form of knowledge conglomerates (knowledge of the com-
panies  cooperating).  In  each  case,  one  can  deal  with  the
knowledge of the network, located in a variety of corporate

portals [31].
Operations that  constitute the sharing of knowledge are

directly related to the participating entities and available re-
sources, and consist of:  selecting,  locating,  configuring and
evaluating [32]. Each of these operations can be adapted via
the  knowledge network,  addressed  to  specific  demands  of
users  e.g.  to  select  specific  companies,  or  the location  of
knowledge resources on the problem being solved, adequate
to the task and evaluation of the generated knowledge.

The last of these life-cycle processes of knowledge re-use

is a kind of a bridge between separate cycles. Its role is the
consolidation,  adjustment  and  localization  of  knowledge.
This  means,  in  practice,  the improvement  of  existing  and
newly discovered resources in terms of their use in new con-
ditions, taking into account aspects of localization.

An example of solutions meeting the requirements formu-
lated in the knowledge life-cycle, and efficiently providing
the relevant operations available through network architec-
ture,  is definitely the  Knowledge Grid [33].  The model of
KG architecture consists of three layers: the repository, ser-

vices and applications [34]. The repository layer refers tradi-
tionally to the tasks  associated with acquiring and  storing
knowledge. The second service layer allows the use of ho-
mogeneous and heterogeneous sources of information. Thus,
it  is  comprised  of  scattered  operations  of  the  knowledge
transformation. In the third layer application users can work
actively with knowledge resources.

The added value of the use of such a system relates to ac-
cessing  different  knowledge  resources  i.e.  know-what,
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know-who,  know-how and  know-why,  which  are  contextu-
ally-dependent  [35].  Therefore,  the  transformation  of  the
knowledge units or knowledge grids can be determined ap-
propriately by the subject, object, method and motivation.

IV. CONTEXTUAL FACTORS FOR KNOWLEDGE DYNAMICS

Before discussing the role of factors determining knowl-
edge transformation,  firstly we discuss  the context  role in
this process. Generally speaking, a context is everything that
forces the understanding and interpretation of a given con-
cept [36]. The complexity of the context may be different,
from  a  single  concept  to  a  complex  description.  In  other
words,  any  implicit or  explicit  information about  the  cir-

cumstance or situation which affects an entity [37].
Context  awareness is  sometimes very  intuitive,  coming

from different environments where entities (people, organi-
zations) can act. Especially when changes in an environment
must be considered for actual or future variants of activities.
In turn,  contextual factors seem to be useful as representa-
tive  of  circumstances.  More  precisely:  contextual  factors

(CF)  can  be  defined  as  certain  characteristics  of  circum-

stance or situation. This concept can be presented in a more
detailed way. One interesting approach is proposed in [36],
where the authors presented a structured framework of con-
textual factors, based on two dimensions and a context type,
given in Table 1.

CF can be considered for a company by including particu-
lar acting entities. Similarly, we may formalize the influence
of CF on effectiveness or performance by including relation-
ships between entities and the like. No doubt contextual fac-
tors can be considered as more or less advanced structures.

To structure the context a framework needs to be prepared
with well-recognized dimensions: internal and external.

The above-presented framework describes contextual fac-
tors  in  terms  of  potential  perspectives  sharing  and  using
knowledge. For example, knowledge should be prepared to
be  useful  for  servicing  different  customers.  Available
knowledge should be useful  for  company activities in the
event of changing economic parameters,  or modified legal
regulations.  If  any  of  the  assumed  contextual  factors  are
modified,  as  a  result,  company knowledge must  be  trans-
formed in order to be useful for new circumstances, such as
organizational, economic or environmental.

Such flexibly prepared contextual factors must be coherent
with a company’s intellectual assets or even personal knowl-
edge. The main quest is in which way contextual factors can
influence, directly or indirectly, knowledge transformation. A
good starting point is the analysis of tendencies – or better,
determinants – on knowledge transformation.

V.WORKING EXAMPLE

The research was conducted on the problem of knowledge
transformation taking place at the university. Following the
earlier-presented dimensions of context and context types –
the influence of assumed context factors, the influence of the
earlier-presented  dimension  of  context  is  evaluated  apart
from the required level of awareness.  The given examples
reflect real cases from the academia sector. The influence on
knowledge transformation as well as the required level of its
awareness was expressed from low to high. The results are
presented in Table 2.

Knowledge transformation typical for changes in organi-
zational infrastructure refers to a redefinition of university
hierarchy, in terms of tasks and dependencies among univer-
sity  units  (impacts,  progressive  aspects,  educational  chal-
lenges  and  specialization  requirements).  More  than  that,
agreements  with  staff  members  should  be  updated,  and
duties  of  particular  divisions  should  be  negotiated  and
accepted.  In  consequence,  the  influence  of  this  factor  on
knowledge transformation is very high.

The impact of the second contextual determinant, defined
at the medium level, is  resource oriented. Knowledge about
new  resources  should  be  delivered  (and  similarly,  a  bit
changed); however, regulations about library resources usage
are not essentially changed. The lowest level of influence of

TABLE I. STRUCTURING THE CONTEXT – DIMENSIONAL ASPECT

Dimension Type of context

Internal - Organizational infrastructure

- Resource oriented

- Customer oriented

External - Political and Social

- Economic and Legal

- Technological

- Environmental  

Source: [37]

TABLE II. OVERVIEW OF THE CONTEXTUAL FACTORS INFLUENCING KNOWLEDGE TRANSFORMATION

Context

dimension

Context type Example of context Influence on knowledge 

transformation

Required level of

awareness

Internal - Organizational 
infrastructure

- Resource oriented

- Customer oriented

- Division in faculties and 
departments

- New library built

- New specialization offered

- High

- Medium

- High

- High

- Medium

- High

External - Political and social

- Economic and legal

- Technological

- Environmental

- University ranking

- Acquired new grants or funds

- Accreditation awarded

- New IT products implemented

- Attractive localization

- Medium

- Medium

- High

- High

- Low

- Low

- Low

- Medium

- High

- None
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contextual determinants can be defined in the case of environ-
mental  aspects.  An example of  an attractive localization in
fact does not change university knowledge. Thus, the influ-
ence on knowledge transformation was evaluated at the low-

est  level.  The  presented  influence  of  contextual  factors  on
knowledge  transformation  presented  for  the  university  can
also be valid for companies from different sectors.  Knowl-
edge transformation operators should be addressed for partic-
ular objects, but the problem of presenting relationships be-
tween  contextual  factors  and  the  knowledge  management
process seems to be determined by the application domain.

VI. CONCLUSIONS

Contextual determinants are essential in knowledge trans-
formation, and in particular:
 the  transformation  of  knowledge,  considered  as  several

steps of activities, should be correlated with environmen-
tal components,

 there are contextual determinants that can influence dif-
ferent entities and processes (including knowledge trans-
formation); some classification or grouping of the deter-
minants  is  necessary  in  order  to  elaborate  a  successful
method of knowledge development,

 tendencies  in knowledge dynamics should be correlated
with  grouped  contextual  determinants.  Synchronization
should be kept between the discussed determinants  and
progress in knowledge transformation.
Future  research  will  be devoted  to  the improvement  of

knowledge transformation operators and to the investigation
of other relevant grouping methods of contextual factors.
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Simulation Driven Development – Validation of
requirements in the early design stages of complex
systems – the example of the German Toll System
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Abstract—Looking at the end-to-end processing, typical
software-intensive systems are built as a system-of-systems where
each sub-system specializes according to both the business and
technology perspective. One challenge is the integration of all
systems into a single system – crossing technological and organi-
zational boundaries as well as functional domains. To facilitate
the successful integration we propose the use of simulation models
in parallel to the existing software engineering procedures. As
an example we look at the German tolling system for heavy
goods vehicles (HGVs) – a liability-critical system consisting of
some 60 sub-systems including a fleet of more than 1 000 000 on-
board units deployed in the HGVs. Since its start in 2005 the
system regularly undergoes changes and updates. To mitigate the
associated costs and risks we developed a microscopic discrete
event simulation (DES) model of the tolling system and use it to
support both the design of planned changes and the monitoring
of the day-to-day operations. The model includes the dynamic
aspects of the tolling system and HGVs interacting with the
system. In the article we discuss the use of realistic simulation
models as part of the system design process. Since simulations
are heavily used by the design process it is called Simulation
Driven Development (SDD).

I. INTRODUCTION

Historically, software development focused on standalone
systems [1] and even there a projects’ success was far from
guaranteed [2]. Taking these approaches to build interacting
systems bears a high risk of inadequate integration of the
various systems into a coherent end-to-end system. Of course,
problems with the integration of systems tend to surface very
late in the software development process with a correspond-
ingly large impact on the schedule and the resources needed.

A. Complexity Challenge

Modern technical and socio-technical systems consist of a
large number of distributed components and are characterized
by architectural complexity, dynamic interactions and com-
plex interdisciplinary functionality. The continuing technical
advances – e.g. in the field of electronics, where a 50%
increase annually can be assumed – are one essential driver but
also the emerging systems-of-systems accelerate the growth
in complexity. In addition the requirements for these systems
evolve rapidly, driven by end-user demands and non-functional
aspects (e.g. in safety, accessibility and comfort). However,
the efficiency of the existing system design methodologies
evolves more slowly, e.g. [3] mentions increases of about
25% per year. This gap between the growth of the systems

under consideration and the design methodologies used in
their development has become a familiar terminology since
the mid-1990s – the ”system design gap” [4]. This effect has
been strengthened by shortened system life-cycles and time-
to-market periods necessitating novel and improved system
design methodologies and tools. In fact, an organizations’
capabilities to develop and maintain IT systems are both
a competitive advantage and a barrier that is difficult to
overcome for any competitor [5].

Regarding the challenges of the system design process most
of the critical system design problems originate in the early
design stages when specialists are specifying the system under
a high degree of variability and uncertainty. The European
Software Process Improvement Training Initiative (ESPITI)
in 1996 showed that the probability of critical problems due
to poor design decisions is over 60% in the specification
phase. The main reason for this high probability is that either
text-based or non-executable model based specifications are
utilized. These specifications cannot be validated in an inte-
grated manner at a system level where the overall architecture
and dynamic behavior are determined. The system design
uncertainty remains high and the probability of errors too.
In addition, crucial design steps are not fully automated e.g.
enforcing validation after a design change. Hence traditional
design processes are high risk and thereby highly expensive
development processes [6].

B. Facing the complexity challenge

To overcome the complexity and integration issues we
propose to introduce a holistic executable specification of the
overall system accompanying the complete system develop-
ment process. The executable specification can at any time
be validated and optimized against the requirements of the
integrated system. The validated specification of the integrated
system can in turn be passed on to specialist teams for
subsystem development and subsequent integration.

In this manner, integration problems surface in the early
design stages rather than in the final test stages. As a conse-
quence the development time and risk are reduced, specifica-
tion quality and speed increases – albeit at the added expen-
diture of maintaining an executable specification. However,
even after the completion of the product development such
executable specifications can be of use in day-to-day operation
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(e.g. to predict and monitor the dynamic system behavior) and
continued product development (e.g. validating architectural
changes in the operational context).

The remainder of this paper is split into four sections.
Section II introduces our system design approach where
the executable specification transports the knowledge along
the design process. Technically the executable specification
is implemented as a simulation model, which collects and
encompasses the known system requirements as explained
in section III. The interplay between the requirements, the
simulation model and the requirement management process is
discussed in section IV whereas section V gives an example of
a system where executable specifications have been applied.

II. THE SYSTEM DESIGN APPROACH SIMULATION DRIVEN
DEVELOPMENT (SDD)

Simulation Driven Development (SDD) is a system design
approach for complex distributed systems and processes. It is
characterized by applying modeling and simulation technolo-
gies during the whole system life-cycle (resp. product life-
cycle). At its core is an executable system specification that
exists during the whole system life-cycle encapsulating the
current knowledge of the system, starting with the systems’
conceptual design, followed by the design, implementation
and test stages up to the day-to-day operations of the system
and further development activities. At any time, the executable
system specification represents the virtual prototype of the
system to be built, the system under design or the system
operated. The executable specification is kept up-to-date even
after the real system or a real prototype is available. In that
way it is at any time possible to test the system – either under
construction or in operations – against its specification. In the
SDD approach testing is preventive [7] before the system in
constructed or the change is implemented. In a sense, SDD
extends the test-driven-development paradigm [8] to the level
of the systems’ requirements.

In particular SDD emphasizes the integrated system as a
whole and the dynamic coupling effects between the subsys-
tems. One consequence of the increased knowledge of the
integrated system as well as the system awareness, is a rapid
improvement of the specification quality particularly in the
very early design stages. This is in turn equivalent to a higher
accuracy of the specification, i.e. less errors are expected
in later test stages. Overall we expect SDD to increase the
design and implementation speed and to reduce the overall
development and operational risk considerably.

A. Executable system specification

In general an executable system specification defines the
functional and non-functional properties of a system in a
formal, consistent, and self-contained manner to enable pro-
cessing [9]. Functional properties define the tasks of the
system including information processing in relation to data,
operation (”what the system should do” [10]) and the systems’
behavior (”a behavior that a system will exhibit under specific
conditions” [11]). Non-functional properties are more difficult

System under design

Function

Architecture

Environment

Figure 1. An executable system specification encompasses functional, archi-
tectural and environmental components.

to pin down – there is not even a simple consensus on the
term and its use [12]. They are used to describe the circum-
stances necessary to render the required functionality, e.g. the
performance requirements, quality properties and constraints
(e.g. environmental and implementation constraints, platform
dependencies [13] or the typical properties summarized as de-
pendability [14]: availability, reliability, safety, confidentiality,
integrity and maintainability).

In contrast to a system specification as a natural language
text or non-executable models, executable system specifica-
tions are expressed by means of executable models [6]. These
models include three component types (see figure 1):

• Functional components: Realization of functional system
requirements (e.g. sending toll data at a certain time)

• Architectural components: Realization of non-functional
system requirements (e.g. communication protocols and
network topology of interacting subsystems, platform
limitations)

• Environmental components: Description of operational
scenarios with respect to mission objectives, and use
cases of the system (i.e. dependability as listed above).

B. The SDD design process

The SDD design process consists of the typical design
phases in system development: analysis/conception, design,
implementation and test (see figure 2). However, in the SDD
case all phases are accompanied by virtual and real prototypes
which in turn are connected to a central requirement repository.
This repository of all known system requirements enforces a
revision control environment to store and manage prototype
versions.

Each phase of the product development has different in-
teractions with the requirements repository: During the anal-
ysis phase specifications are derived on a conceptual level
concerning the systems’ operational scenarios or use cases.
Both functional and non-functional requirements are derived
from the specification and entered into the repository. This
set of requirements is the starting point to implement an
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Figure 2. Design process of Simulation Driven Development: The requirements repository (center) provides the baselines for the virtual and real prototypes
as well as the real system.

executable specification – a virtual prototype of the system
to be developed. The simulation (i.e. running the executable
specification with a given set of parameters) aims at validating
the specification already at the level of the whole integrated
system during this initial phase. In addition, the transition from
natural language specifications to executable ones will auto-
matically generate more detailed and rigorous specifications.

The design phase enhances the knowledge of the system
under consideration in two directions: The solution space is
explored through different virtual prototypes, e.g. to scope
varying architectures or behavioral aspects. At the same time,
each virtual prototype becomes in itself more specific by
adding the necessary behavior and parameters to allow mea-
suring its performance. Depending on the complexity and
runtime the optimization can be delegated to an automatic
optimization algorithm [15] – in that case properties of the
simulation environment become themselves requirements, e.g.
the execution performance. At the same time real prototypes
are introduced to validate the design resulting in a feedback-
loop: the requirements from both sides, the virtual and real
prototype, are related and affect each other. The design phase
ends when the variability of the potential solutions is reduced
to a single solution specification – the starting point for
developing the real system.

In the subsequent implementation phase the emphasis shifts
from the virtual prototype to the real system under construc-
tion. However, the executable specification is kept up-to-date
and mirrors the known requirements. In that way simulations
are part of the decision making process: Implementation

variants can be explored and compared through simulations.
Each design decision is transported to the real prototype via
the requirements repository and the executable specification
– the latter being a representative of the whole integrated
system which itself is still under construction [9]. Similarly
design changes from the real prototype are transferred to the
virtual prototype via the requirements repository to keep both
prototypes consistent.

Finally the test phase is characterized by applying the
refined virtual prototype to component tests, i.e. the validation
and verification of the components through their defined
interfaces [10]. To that end the soft- and hardware components
implemented in the real prototype are integrated into a whole
working system via the virtual prototype rather than the real
world components (or artificial models thereof): So called
Software-in-the-Loop (SiL) and Hardware-in-the-Loop (HiL)
tests. In addition the virtual prototype is kept to support for
the future system development, e.g. when new operational
scenarios or new system architectures emerge. In any step,
changes to the requirements can automatically invalidate parts
of the virtual prototype and are the trigger to adapt and repeat
the simulation runs.

III. HANDLING REQUIREMENTS IN THE SDD APPROACH

Requirements are descriptions of how a system should be-
have, or of a system property or attribute [10], [16]. However,
gathering the right set of requirements is a non-trivial task: In
the early design phases the requirements will still be rather
abstract and the impact on the real-world system is difficult
to gauge. This is a particular problem for non-functional

BERND PFITZINGER ET AL.: SIMULATION DRIVEN DEVELOPMENT 1129



requirements, e.g. the behavioral aspects of the system [11]
or its underlying architecture. Yet it is well-known from
software cost models, that the initial investment in choosing
the right architecture is important: A NASA recommendation
[17] suggests a sweet-spot from the COCOMO II cost-model
of dedicating up to 20 % of the software budget to the early
analysis and to developing the right architecture.

Addressing the large amount of requirements generated
in typical software-intensive systems, requirements are doc-
umented at different levels (or layers) of abstraction: The top
layer defines why the system is build and what the owning
organization hopes to achieve. This type is termed as business
or stakeholder requirements [11] – an example would be to
cut costs by reducing manual steps in a business process.
Already at this level-of-abstraction the requirements need to
be validated as soon as possible – is the requirement really
necessary at the documented level? Seemingly inconsequential
numerical targets can have profound effects on the technical
solutions, [17] gives the example of 99% data completeness
for scientific observations necessitating additional redundan-
cies. The translation of the requirements into an executable
specification allows exploring the effects of the requirements
on the solution space early on. Vice versa, the virtual prototype
transports operational properties of the real-world system back
to the solution space potentially modifying or restricting the
requirements.

The subsequent levels of detail produce additional layers of
requirements where the whole system is defined in terms of an
implementable solution. Each layer provides precise means of
qualifying the solution and the requirements of a given layer
are linked upwards to the next higher layer [18]. To that extend
requirements are modeled as uniquely identifiable entities in
the same way as all other elements of the prototype model. The
resulting links from the different layers of abstraction form an
important prerequisite for establishing formal traceability [19].

In SDD, like in the classic V-Model [20], the different types
of requirements appear in the distinct development phases:

In the analysis stage very few high-level business require-
ments exist. They express the overall visions, goals and
uses cases of the system under consideration. This initial
specification is used to derive executable virtual prototypes for
simulations of the system behavior. In light of the cost/benefit
discussion above the virtual prototype aims in this stage at
clarifying the overall requirements and system architecture –
i.e. to identify the essential functionality and to avoid acciden-
tal complexity [21] in the overall system and its subsystem.

In the design stage the system architecture becomes more
detailed, components emerge and their requirements are for-
mulated. The executable specification helps in drafting ac-
curate requirements and simulation runs yield the resulting
dynamic behavior prior to the implementation of the system.

The implementation stage shifts the focus to the real pro-
totype and the system under construction. In this stage the
requirements are supposed to remain fixed and only minor
adjustments need to be returned to the repository. The sim-
ulation model is an executable representation of the state-

of-knowledge and is technically able to integrate a given
component into the overall system – especially as long as the
whole system is not yet available.

In the test stage, the high-level requirements are used for
acceptance tests of the whole system. Usually the development
of the virtual prototype precedes the development of the real
system. In that case the already implemented components of
the real systems are tested using Hardware-in-the-Loop tests.
The simulation model provides the still missing ones and
allows to test dynamic coupling effects even when not all
components of the real system are available. Additionally all
requirements in the central repository, which only apply to the
real prototype are tested.

The emphasis on introducing an executable specification –
e.g. as a simulation model – at the very beginning of the
development process is important to connect the abstract re-
quirements to the operational context. In the words of [17] the
recommendations are to “raise [the] awareness of downstream
complexity” and to “involve operations engineers early and
often”. The discussion necessary to bring the initial set of
abstract requirements to a set of executable specifications will
automatically involve subject matter experts from all fields
concerned and yield numerous reviews of requirements, design
decisions and the architectural choices taken.

During the whole process all requirements are stored in a
central repository. Initially, the repository is populated either
manually or by importing them from external resources. As it
is the case in any repository, additional meta-data is available
to support the development and maintenance process, e.g. by
providing information on authors, priorities, costs or autho-
rization.

IV. COUPLING THE REQUIREMENTS TO THE SYSTEM
SPECIFICATION

Where the prior sections focused on the overall SDD
process, this section explains the coupling between the require-
ments repository and the various systems supposedly imple-
menting these requirements: The virtual and real prototypes,
the simulation model and the real system under consideration.
At the core of the SDD process is the availability of an
executable system at any time during the whole development
life-cycle. Together with the links between the executable
specification and the requirements at any level-of-detail the
validity and correctness of the executable specification is
constantly assured by the attached requirements (see section
IV-A). To that extent the current system state needs to be
captured and compared with the requirements as detailed in
section IV-B. In the end, validating the requirements necessi-
tates a dedicated work-flow (see section IV-C) and the creation
of dedicated test-functions (see section IV-D).

A. Requirements validation

“Treat English as Just Another Programming Language”
[22] – requirements start with those people that are responsible
for the system: product owners, marketing experts and domain
experts whose domain is typically not the software industry.
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The requirements may be gathered by specialists but start as
a natural language document – fuzzy and open to multiple
interpretations [23] – before they are translated into more
formal notations.

Many well-documented methods exist to refine and to
formalize requirements:

• Formal notations, e.g. the Z-Notation [24], Vienna Def-
inition Language [25], Language of Temporal Ordering
Specification (LOTOS) [26] and the B-Method [27].

• Cause-effect graphs [28] provide the relationship between
input (causes) and expected output (effect) specified by
the requirement [29]. Generators are able to derive test
vectors from this model that are fed into the requirements
model and into the system under test to compare the
results. However, as the number of requirements grows,
the size of the cause effect graphs becomes hard to
handle.

• Computation tree logic (CTL) or linear temporal logic
(LTL) are yet other ways to formalize requirements [30].

Naturally these methods rely on the manual task of translating
the natural language into the formal notation chosen. A
rigorous approach is rarely taken since the cost is typically
only justified for critical systems i.e. ones in which potential
financial or human loss would be catastrophic [18]. In addition,
these methods are difficult to apply in the very early design
stages when the requirements are at a very high level and still a
subject to change. Therefore a different approach is necessary.

To address the size of the solution space in the early stages,
SDD introduces configurable scenarios, called missions. Each
mission is driving the virtual prototypes – the specification
becomes executable via a set of parameters or even archi-
tectural choices. The dynamic system behavior – at the yet
considerable level-of-abstraction – is obtained for a particular
scenario by executing the mission as a simulation run. The set
of all missions describes the solution space that is considered
to adhere to the known requirements. At this point, detailed
requirements for the initial subsystems and components are
not yet settled or completely absent. Yet the simulations will
already give boundaries for the subsystem behavior and the
discussions with the subject matter experts will quickly refine
the requirements – already within the context of the integrated
system.

To validate the requirements, the authors have chosen a
method similar to test oracles [31]. A test oracle is a predicate
that determines whether a given test activity sequence is an
acceptable behavior of the system under test [32]. In this
context, a testing activity can be seen as a sequence of stimuli
and response observations. To that extent the virtual prototypes
are enhanced by dedicated test-function blocks representing
test oracles: These functions are used to check if the model
state matches the expected as defined by the requirements.
Links between the requirements, the virtual prototype and the
test-functions provide the traceability in the SDD approach.

test-functionRequirement

sampling point

Figure 3. Sampling points are embedded into the simulation model to capture
event streams

B. Capturing the system state

One advantage of the virtual prototype running as a sim-
ulation is the access to the whole system state – which is
not feasible in many distributed systems in the real world.
To capture the system state in a simulation run we embed
sampling points in the model (see figure 3).

Depending on the placement of the sampling points, differ-
ent information is recored: If placed on a connection between
two or more components, the event flow of the discrete event
simulation model is recorded along the chosen connection.
Additionally, each component can be extended so that its local
internal state can be sampled. In both cases, every sampling
point produces a stream of data as the simulation run produces
and processes events over the execution time. Data extraction
is read-only, i.e. the semantic of the virtual prototype remains
unchanged albeit at a minor performance hit.

The sampling data stream adds the event time and the
component to the data sampled at the sampling point. Of
course, the interpretation of a given sample value is model
and domain specific. The tuples sampled in a simulation run
form the stimuli or the responses of the test-functions used
to validate the requirements. Any combination is conceivable:
A test-function may use a single tuple, i.e. one value at a
given simulation time, several tuples at the same or even at
different times – opening the possibility to correlate infor-
mation along the flow of a business process over time. The
data processing can itself be performed either synchronously
or asynchronously to the simulation run.

C. Validation work-flow

The SDD approach explores the solution space by main-
taining different missions (see section IV-A) corresponding to
different virtual prototypes. To validate the requirements all
missions are executed as simulation runs, each run produces
its sampling data stream to feed the test-functions embedded
in the virtual prototype. For each mission the result is a simple
boolean “pass” or “not-passed”, a detailed look at an individual
simulation run of a given mission will in turn show the boolean
result for each embedded test-function (see figure 3). The
traceability of all requirements results from the links between
various levels-of-abstraction and to the virtual prototype and
its test-functions. As a result of executing all missions, it
is possible to determine those missions that implement the
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Figure 4. Requirement validation: Different scenarios are used to run the
model. The test-functions create an output value for each simulation run,
which alltogether build the boolean result sets.

requirements successfully. If some requirements in the central
repository are not validated – either explicitly as “not-passed”
or implicitly when no test-function is available, the traceability
allows the automatic high-lighting of these requirements in the
repository.

The validation work-flow starts with executing – probably
in parallel – all available missions of the virtual prototypes
and the subsequent collection of the test results. During the
simulation runs, the embedded test-functions are constantly
triggered by the events passing through the simulation model
resulting in a sampling data stream that is captured and
evaluated to return the boolean result set of the used test-
functions (see figure 4). Eventually when all simulation runs
are finished, all result sets are aggregated allowing to identify
valid virtual prototypes and potential problems and their origin
by following the traceable links from the test results via the
test-functions and the simulation model components back to
the individual requirements.

Table I summarizes the possible outcomes at a global level:
All test-functions of all missions could return a positive result,
some might return a negative result or all of them fail. This
global overview concerns the overall solution space since the
various missions are equivalent to different possible solutions
– it is expected that as the knowledge about the system under
consideration progresses more and more potential solutions
will fail the added requirements and constraints. The design
stage therefore aims at retaining at least one valid virtual
prototype where all requirements are successfully verified by
test-functions. This approach naturally leads to a iterative
spiral-model [33] where the negative test-results will start
the search for an incrementally improved solution and the
refinement or alteration of the requirements responsible for
the negative test result.

The validations work-flow can of course be automated in
large parts: New simulation runs are automatically created
and executed, the results of the test-functions are mirrored

Table I
INTERPRETING THE RESULTS OF THE REQUIREMENTS VALIDATION

WORK-FLOW

Test-Function Results Overall Rating
All





test-functions in every
mission are evaluated to





true




fulfilled
Some true partially fulfilled
All false violated

to the requirements repository. The search for better virtual
prototypes or adjusted requirements remains a human task
involving the domain experts as well as the technical experts.
Once a change to the existing requirements is identified
and submitted, the traceability automatically yields all virtual
prototypes and test-functions impacted by the change.

D. Implementing a test-function

The SDD approach takes the ideas of test-driven develop-
ment (TDD) to the very early design stages: The requirements
undergo testing prior and in parallel to the system implemen-
tation using test oracles as test-functions [34]. As in the TDD
case, testing is not the aim of the SDD rather the “driven [...]
focuses on how TDD leads analysis, design, and programming
decisions” [35]. Of course, technically test-functions need to
be implemented to verify the requirements through the correct
behavior of the virtual prototype: An obvious implementation
is to compare the input events (stimuli) of a particular compo-
nent in the simulation model with output created (responses)
– basically a simple unit test of a component. However, often
a single deterministic outcome is not sufficient to determine
the success of a test-function. Rather the test-function is used
to explore the boundaries of the specification, the statistical
distribution of events or correlates information from different
components of the virtual prototype at the same time or over
time periods.

To that extent, test-functions are again source code poten-
tially with (read-only) access to the whole simulation run and
a private data store to retain and correlate data over the run-
time. As the complexity of the test-function increases, the risk
of program errors increases as well. To mitigate this risk as
set of predefined, configurable and proven test-functions is
provided ready-for-use. The set may consist of functions, to
test whether a value is bound to a specific interval as well as
functions to express boolean conditions in the form if . . . then
. . . else. With this staring point mathematical relationships are
straightforward to implement.

Test-functions are implemented like the other model com-
ponents using the same levels of abstractions such as nested
sub-components, if necessary. The only difference is, that they
cannot influence the model semantics or impose any side
effects.

V. APPLICATION: SIMULATING THE GERMAN AUTOMATIC
TOLL SYSTEM

We have applied the SDD approach – in parts – to the on-
going development of the German automatic toll system, a
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large-scale autonomous toll system [36] operated by Toll Col-
lect GmbH. The toll system collects the tolls for heavy-goods
vehicles (HGVs) driving on federal motorways – at present it is
the largest system of its kind in operation, collecting more than
4.6 bne annually predominantly automatically using the more
than 1 000 000 on-board-units (OBUs) deployed at present.

A. Challenges of the development process

As a typical system-of-systems the toll system consists of
a multitude of sub-systems for the various domain-specific
tasks. Wherever possible, sub-systems are designed around
existing commercial off-the-shelf applications and very few
are custom-developed (the most notable one is the hard-
and software of the OBU). Most often the development and
operations of the sub-systems is outsourced to technology
partners – at least the system specification and later on the
system integration remain as a core competency [37].

The common software or system development practices
suffice to address most aspects of the liability-critical system:
Following a V-Model approach, requirements are documented
prior to the system design and implementation, all of which
create test cases for the subsequent verification in different
stages. However, the more than 1 000 000 OBUs deployed in
HGVs pose a particular challenge. They form a ‘distributed
system”, i.e. “one in which the failure of a computer you didn’t
even know existed can render your own computer unusable”
[38]. In addition the OBU behavior depends on the user
interaction which is in large parts not known due to technical
restrictions and data privacy protection.

To address these challenges posed by the OBU-fleet, ad-
ditional test stages are added using tens of OBUs in a lab
environment, hundreds and up to a few thousand OBUs in
dedicated test fleets. Yet these tests are still at a scale below
1:100 and occur only at the end of the development once the
software change has been implemented and tested in unit and
component tests. Scaling based on past experience from the
real-world system is of course possible when the changes are
minor and the operational context remains unchanged.

Major changes to the software of the toll system cannot
rely on past experience: Even recourse to expert advice is
known to be problematic – experts tend to be over-confident
[39], a well-known cognitive bias that needs to be mitigated
by the system design process. Besides, given time, the cost-
of-operations dominates over the initial system development
costs. I.e. the validation of the requirements – did we build
the right system? – can only be answered in the context of
the daily operations of the whole system at a scale of 1:1.

B. Adding simulations to the development process

To overcome the challenges mentioned above we developed
a simulation model of the automatic toll system that incor-
porates the most important processes – collecting tolls and
providing updates to the fleet – at a scale of 1:1 (figure 5,
upper part) and a model for the temporal behavior of the user
interaction (figure 5, lower part, for details see [40], [41] and
references therein). Having this executable specification of the

user in-
teraction

HGV fleet mobile data
network

central
system

system model

Figure 5. The simulation model includes a model of the technical system
(above, dashed) and a model of the user interaction (below).

automatic toll system we derive missions corresponding to the
system in operations either at present or in the near future.
Simulation runs based on these missions predict the dynamic
operational behavior over weeks or months, e.g. the propa-
gation of software updates across the fleet. Where possible,
the predictions of the simulation runs are compared with data
observed in the real-world system and the parameterization is
calibrated accordingly.

This realistic, microscopic simulation model of the real-
world toll system is the starting point to change the software
development process to simulation driven: As the software
development starts, the virtual prototype of the existing toll
system is forked to reflect the proposed changes. In that way
the proposed system is accompanied from the very beginning
with a simulation model: The very early design stages start
with an executable specification that transports much of the
existing operational context to the newly drafted requirements.
Design decisions are from the start driven by the simulation
results where the simulation takes into account the system
operations at a 1:1 scale. Consequently the initial draft of
the new requirements – typically a document using natural
language descriptions – quickly becomes more precise and the
discussions are anchored in the real-world operational context.

VI. CONCLUSION

A realistic simulation model of a software-intensive system-
of-systems is the natural extension of the test-driven devel-
opment approach: The development process is at any time
driven by the results as observed in the real-world operational
context. The core of this idea is to create an executable
specification of the known requirements in every development
phase and to trace changed requirements from the beginning
with a focus on the real-world effects. In this article we
have outlined our approach – Simulation Driven Design –
and briefly mentioned the case of the automatic German toll
system. There the effects of proposed changes are from the
beginning measured against the (simulated) effects in the in-
tegrated system at a scale of 1:1. The effect of SDD is twofold:
Simulation runs predict the effects of a proposed change and
creating the virtual prototype drives the development process
with the focus on the systems’ operational context.
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Abstract—The paper proposes a methodology for the 

development of a marketing decision support system using Big 

Data technology and data mining techniques. The approach was 

inspired by the CRISP-DM methodology, which is not oriented 

towards Big Data projects. Therefore, we have modified this 

methodology with respect to the purpose and technological 

requirements of the project. The proposed methodology was 

tested during development of RTOM (Real Time Omnichannel 

Marketing) project. Project tasks focus on the analysis and 

exploration of large and heterogeneous data sets. The paper 

presents the phases of the project implementation according to 

the extended CRISP-DM methodology, taking into account the 

specifics of the analysis and exploration processes of large real-

time marketing databases. Examples of project steps are also 

provided to illustrate the approach. 

I. INTRODUCTION 

ATA exploration is a process of automatic detection of 

non-trivial, unknown, and potentially useful 

relationships, rules, patterns, similarities, or trends in large 

data sets [1]. Generally speaking, the task of exploration is to 

analyze data and processes it in order to better understand and 

use it in decision-making processes. Data mining is a multi-

disciplinary area that integrates a range of research fields such 

as information systems, databases and warehouses, statistics, 

artificial intelligence, parallel computing, operational 

research, visualization, and computer graphics. Exploration 

systems use a broad range of information and communication 

technologies, Web technologies, information retrieval 

methods, and geolocation techniques, as well as signal 

processing and bioinformatics. 

In this paper, an approach to development methodology of 

the analysis and exploration of marketing data is presented, 

adopted in a Real Time Omnichannel Marketing (RTOM) 

system. In the project, the data is collected mainly in real time 

and huge sets of data are processed, with high heterogeneity 

of data sources, formats, volume, and intensity of inflow. The 

user of RTOM (manager, marketing analyst, etc.) expects 

acquisition of non-trivial, new and useful knowledge that can 

be used in the decision-making process. In addition, the 

knowledge, extracted from the collected data, should be used 

automatically in customer communication processes to 

optimize the selected parameters of business process such as 
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purchase probability, customer satisfaction, customer 

retention risk, product margin, and more. Therefore, our 

project is not a typical task for most classic Business 

Intelligence systems, whose  implementation is relatively well 

known [2]. 

Taking into account the complexity of the project, its 

innovative character as well as the multiplicity of skills and 

competences involved in it, and the inherent application of 

modern information technologies, it was necessary to adopt a 

uniform methodology of project implementation. In literature, 

a wide range of descriptions of data mining algorithms 

applied to generate insightful business analyses can be found, 

but there is much less information about the methodology of 

Big Data exploration [1], [2]. This methodology supported by 

software  should enable teams to more efficiently and 

effectively implement projects entailing real-time knowledge 

acquisition from very large databases. 

So far, several data mining methodologies and process 

models have been developed. They have achieved varying 

degrees of success in business applications. According to 

Gartner, in 2015, 85% of Fortune 500 organizations failed to 

execute Big Data projects! Those who succeeded were 

characterized by a high degree of organizational maturity and 

a good methodological approach [3]. 

Recent studies of the usage of methodologies in large 

database exploration projects indicate that the CRISP-DM 

methodology, proposed by MIT, dominates (42% of 

applications), followed by own methodologies (19%), while 

the SEMMA methodology proposed by SAS ranks third 

(13%) [4]. The other methodologies such as KDDProcess, My 

Organizations, and domain-oriented methodologies  accounts 

only for a few percent of the market [3],[5] 

When selecting the methodology for our project, the 

following considerations were taken into account: 

 1) the specificity and complexity of the project, in 

particular the process of exploring large databases in real 

time, 

 2) the need for a pragmatic approach to deliver an 

application focused on specific sales management and 

marketing issues, 
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 3) organizational maturity and competence of Unity S.A. 

in the areas of Big Data applications, modern analytical tools 

and information technology. 

As a result of the studies and discussions, we chose  the 

CRISP-DM methodology as a framework. Despite many 

usage areas, it is not a methodology oriented towards Big Data 

projects. Therefore, this methodology has been modified to 

meet our needs, the purpose of the project as well as its 

technological requirements in mind. In the following sections 

of this paper, we describe in detail the phases of the project 

development process, taking into account the specificity of 

the analysis and exploration processes of large real-time 

marketing databases. 

II. RTOM PROJECT OUTLINE  

Real-Time Omnichannel Marketing (RTOM) provides 

automated and personalized real-time consumer interaction 

based on the collection and processing of empirical consumer 

data in a multi-channel sales and marketing model using 

artificial intelligence and geotargeting algorithms. 

The basic assumption of a multi-channel sales strategy is 

based on the fact that a single customer transaction can be 

carried out using more than one customer contact channel 

with the supplier. In a classic multi-channel approach, the 

seller has multiple customer-facing channels (e.g. bricks & 

mortar shopping centers, website, on-line commerce systems, 

mobile application, contact-center, and many more). The 

omnichannel approach is intended to improve the customer 

experience. Deplyment of the omnichannel approach requires 

full integration of off-line channels with those on-line at the 

business and IT level. Today's Consumer Journey involves a 

variety of activities and it is carried out in multiple 

communication channels, as shown in Figure 1.  

Omnichannel is a big business and IT challenge, but first of 

all a chance to fully understand customer needs and behaviors 

(see [6], [7]).Therefore, data mining tasks and Big Data 

technology must employed to attain the full implementation 

of the strategy  [10]. The basic requirements for the RTOM 

system are the following: 

1) Building a unified customer profile based on the Master 

Data Management concept [11], with various types of 

references between entities implemented, e.g.: 

2) Shopping preferences: what size of clothes the customer 

buys, what colors / styles they choose, their favorite brands, 

etc., 

• Channels in which the customer contacts the retailer / 

purchases products / picks products up / gives 

feedback, 

• Time of purchase (e.g. birthday / occasions, holiday, 

particular season , etc.) 

• Final receiver (whether the client buys for themselves, 

partner / spouse, child, another person). 

3) Ability to seamlessly incorporate new artificial intelligence 

models. Currently available recommendation are based 

mostly on statistical analysis or simple association rules. In 

RTOM, we will implement unsupervised learning methods: 

various clustering algorithms, multi-level associative rules, 

and also supervised learning methods such as classifiers and 

predictors. The system must allow the final user to design 

their own predictive models. 

4) Ability to perform analysis of behavioral data not only 

describing store transactions, but also characterizing the way 

visitors navigate the website, preform searches and filter data 

, etc., and how they interact with off-line  channels (store visit 

records, complaint registers, communication with contact 

centers). The analysis is supported by domain-specific 

knowledge of the industry / characteristics of the products 

offered by a selected retail network, for example: 

?

Learn of store

and products

Browse products
on portal

Discuss 
products

Make purchase

Visit store to
pick up item

Shop at store

Receive personalized
assistance

At store, use phone
to find more info Quickly checkout

Leave with item, pick up
elsewhere, or ship

Encounter problem

Contact customer
Service

Resolve problem at
store or online

Receive custom offers

Discuss satisfaction

Give feedback to 
retailer and 
manufacturers

Consider next

products to buy

 

Fig. 1. Customer Experience Journey Map 
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Fig. 2. RTOM general architecture 

 

• Product should be identified by its characteristics 

rather than on SKU (e.g., the information that the 

client viewed white running shoes  of a given size 

and brand is far more important for us than the fact 

that the product’s id was 343202043 

• Product’s designation e.g. the season regards to 

casual shoes or jackets, and is irrelevant in regard 

to  a wallet and maybe partly relevant to a skirt or 

t-shirt. 

• For whom  the product is designed (male, female, 

youth, infants), which matters in the case of 

clothes or books, but not for TV sets. 

 

The project is intended to provide a retailer or a client with 

real-time recommendation of a product purchase, discount or 

marketing activity in order to maximize a selected customer 

experience factor (purchase probability, customer 

satisfaction, customer retention risk, product margin). The 

recommendations should be delivered by models based on the 

knowledge gathered from collected data sets and supported 

by experienced specialists’ expertise.  
The project also includes features of generating knowledge 

from collected data in the form of: 

- interactive reports facilitating confirmation or denial of 

hypotheses, 

- recommendations for marketing messages directed to 

individual customer segments resulting from the predictive 

model but not necessarily generated in a real-time, 

Considering the heterogeneity of data sources mentioned 

earlier, the enormous  amount of data and the need to generate 

real-time response, we decided to base the RTOM 

architecture on Lambda architecture. Lambda is a reference 

                                                           
1 https://hive.apache.org/ 
2 https://impala.incubator.apache.org/ 

architecture for scalable real-time data processing systems 

[9], [10]. As shown in Figure 2, the platform consists of 3 

layers typical for Lambda architecture, namely: 

- batch layer - storing immutable append-only set of raw 

data, describing: customer features and customer’s behavior 

(a unified customer profile). This collection is called the 

master dataset from which we generate batch views. This 

repository is based on Apache Hadoop and HDFS file system. 

We use Hadoop based data retrieval mechanisms mainly:  

• Hive1 (data warehouse software), 

• Impala2(low latency and high concurrency 

analytic database for BI/analytic queries on 

Hadoop)  

• HBase3 (non-relational, distributed database 

inspired by Google's Bigtable approach),  

• Cassandra4, (distributed NoSQL database) etc.. 

- serving layer – storing indexed batch views, which 

enables to generate reports in a low-latency and ad-hoc way. 

It also stores predictive models defined in our project. 

- speed layer - real-time views storing recent data only to 

compensate the batch views with real time data. 

The Lambda Architecture aims to satisfy the needs for a 

robust system that is fault-tolerant, both against hardware 

failures and human mistakes, being able to serve a wide range 

of workloads and use cases, and in which low-latency reads 

and updates are required. The resulting system should be 

linearly scalable, and it should scale out rather than up [12]. 

Although we are aware that Lambda Architecture is 

questioned [13], we decided to use it as a reference 

architecture but we carefully follow it’s indicated drawbacks 
to avoid potential problems.   

3 https://hbase.apache.org/ 
4 http://cassandra.apache.org/ 
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III. CRISP DM METHODOLOGY – PROPOSED EXTENSIONS 

Many of the mentioned methods and technologies were 

used to analyze marketing data for the purposes of  the project 

and implementation of the RTOM platform. Unlike most 

existing CRM systems, we were more focused on analyzing 

heterogeneous, semi-structured data available in real-time. 

This required not only broad adoption of Big Data 

technology, artificial intelligence, and the mobile technology, 

but also consistent assumption of the appropriate 

methodology for the design and implementation of the 

platform. As we noted, the adopted methodology is largely 

founded on the CRIPS-DM methodology.  

The CRISP-DM methodology assumes that each data mining 

project develops in a specific lifecycle. Unlike the original 

CRISP-DM version, where the process of project 

development is divided into six phases, in our approach two 

stages of CRISP-DM: understanding and data preparation are 

integrated into one. Figure 3 shows a diagram of the RTOM 

platform development process. The arrows in the diagram 

shown below indicate the relationships between the different 

phases. It should be pointed out that  improvement and 

enhancement of the existing solutions usually follows the five 

phases. The circle surrounding them symbolizes the 

continuous adaptation of the solutions to new environments. 

The first phase consists in defining and understanding the 

project requirements from a business perspective and pre-

planning activities to achieve the project goal. Understanding 

business considerations includes: 

• clear formulation of the goal and requirements of the 

project using business terminology, 

• use of defined objectives and constraints to detail the 
problem, 

• formulation of the initial hypotheses and methods of their 
validation, 

• collection of opinions about the proposed solutions put 

forward by managers, shareholders and domain experts, 

• identification of sources of data acquisition and the scope 
of required data, 

• identification of the necessary tools and information 
technologies, 

• definition of the initial schedule of activities to be 

undertaken so as to achieve the goals. 

In the approach, we assume that the formulated hypotheses 

are pre-validated on a sample of source data by a data analyst, 

using the Orange 5data mining platform . The analyst should 

document their work and provide the first version of the 

models with an I/O description (including the definition of 

variables and required data preprocessing). 

The milestone of this phase is the elaboration of 

documentation containing answers to the above-mentioned 

points and documentation of the pre-model (models) 

developed on the Orange platform. 

 

                                                           
5 The Orange platform is an easy-to-use data mining tool with a rich 

graphical interface and functions for data analysis, classification, clustering 
and prediction. The visual design of the data exploration process together 

 

 

 

Fig. 3 Phases of the platform development methodology 

 

To illustrate the approach, we apply the example of one of 

the tasks solved on the RTOM platform, i.e. customer 

clustering. In this application, clustering can concern 

customers, products, transactions, and customer contacts with 

store web pages. For example, in our database we have 

several thousand customers, each described by several dozen 

attributes of various importance. The goal of clustering is to 

find clusters of similar customers to whom we can send an 

offer or whom we can target when promoting specific 

products. We require clusters to have specific statistical 

characteristics (such as minimum variance) and usefulness in 

marketing decision making (e.g. determining loyal customer 

groups). Clustering is expected to ensure that promotion of 

store products becomes more effective, which will be 

specifically expressed in sales profitability ratios. In this 

phase, the data have to be identified; in our case, they are 

transactional systems, CRM, geolocation data, social 

networks and logs of store web services.  

Working on the problem, it is extremely important to 

formulate preliminary hypotheses and to assess the proposed 

methods of achieving the goals set by the company's 

managers, shareholders and domain experts. What is 

innovative, in terms of methodology, is to develop a prototype 

of a model and perform initial validation on a simplified case, 

using an easy-to-use data mining tool. One such tool is an 

open source visual programming platform Orange. The 

clustering process diagram is shown in Fig.4. 

The obtained results together with the cluster visualization 

allow one not only to better understand the problem and to 

clarify business objectives, but also to perform an initial 

validation of the solution. 

with the ability to expand functions in Python make Orange a tool used very 

often by analysts. More information about Orange can be found on the web 
site of the University of Ljubljana http://orange.biolab.sl. 
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Fig. 4 Visual diagram of customer clustering 

The second phase concerns the identification, 

understanding and preparation of data. In our approach, 

compared to the original CRISP-DM, we integrated two 

stages: the understanding and preparation of data. From all the 

phases, it is the most iterative and time consuming work. The 

main task is to collect pre-process data to be used by the tools 

and data mining algorithms. In the context of Big Data 

technology, the data is collected in so-called data sandboxes. 

Technically, a data sandbox consists of massively parallel 

processors, extensive memory, and I / O mechanisms that 

ensure the scalability of the data collection processes and the 

independence of the operational database systems [14]. 

Thanks to this, the sandbox provides the ability to carry out 

complex data analyses without interrupting the operation of 

the company's information systems. The collected data may 

be of heterogeneous types; they can come from transactional 

systems, mobile devices, OLAP cubes, telephone logs, Web 

logs, and the Internet. It should be taken into account that the 

size of a data sandbox may exceed many times the size of a 

company data warehouse. 

It should be noted that although the sandbox data is shared 

by data analysts and exploration modules, at the same time 

the sandbox platform has to ensure data security and 

confidentiality. 

The second important task of this phase is the preparation 

and transformation of data according to the Extract-Load-

Transform (ELT) scheme. The value of the ELT is that it 

preserves data in its original form in the database. Therefore, 

the analyst may freely convert it or leave it unchanged. As far 

as this job is concerned, it is important to control the quality 

of the collected data and provide statistically useful measures. 

The last task is to organize and design the transformation 

process of raw data. Typical transformation operations 

include attribute analysis, , data cleaning and  normalization, 

completion of missing information, etc. 

In the project, the data sandbox platform is run under 

Linux; we apply the NOSQL database technology available 

on the Hadoop platform, and processing compliant with the 

MapReduce paradigm available in the Spark engine [15]. 

The phase milestones are the development of technical 

documentation and the creation of the sandbox for RTOM. 

For example, in the RTOM project, the main source of data is 

the transaction processing system and customer logs with the 

store’s web application. The database schema is illustrated in 

Fig.5. 

In addition to transactional data, the sandbox collects data 

from all marketing channels, which include customer geo-

location data or data pertaining to customer activity in social 

networks. 

The third phase of the process focuses on the design and 

choice of the data mining model. While in the previous phase 

we were concentrated more on data quality, at this phase we 

undertake the problem of discovering the relationships 

between variables in the area of specific business problems. 

We use the documentation of the preliminary version of the 

model (models) previously prepared on the Orange platform. 

It is important here to engage the domain experts who might 

suggest variables that can influence the solution and to accept 

or reject the hypotheses defined in the first phase. In 

particular, it may concern interpretation of correlation and 

causal relationships. 

The choice of attributes is crucial for the performance of 

data exploration. The analyst must be open to the prospect of 

examining various algorithms, their parametrizations, and the 

composition of the input vectors. The design of the input 

vector and the data mining models is an iterative processs. 

Model learning and testing on all possible variables is usually 

impractical. In order to reduce the dimensionality of space, 

analysts can consult the experts  who will suggest important 

variables or use algorithms that rank variables according to 

criteria such as the Gini index, information gain,2, ANOVA, 

or the rate of entropy reduction. 

There are many data mining models. Generally, they fall 

into three categories: classification, prediction and 
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clustering6. In the RTOM project, we restricted the offer to 

the models available in Apache Mahout 7, Spark MLlib 8, 

Tensorflow Core9 and Pandas10  [16], [17]. 

 To provide an  example of our work, we applied the 

clustering models available in Apache Mahout11, Spark 

MLlib and Tensorflow Core libraries [8], [15]. From the 

available clustering models, the k-means model [1], [10] was 

chosen. The following fragment of the code illustrates a part 

of the model specification 

 

Fig. 5 Conceptual diagram of the database 

 

Presented model code is intended to build clustering model 

of customers. Before we start we need to calculate aggregate 

values describing clients’ behavior. In the input dataset one 

row represents one client for whom we select his or her 

                                                           
6 Classification and prediction are very similar and generally related to the 

type of data used to build a given model. If the decision attribute is 

categorical, then the predicate problem of the value of such an attribute is 

presented as a classification problem. If the decision attribute is continuous 
(numeric), the problem is called a prediction problem. 

birthday, gender and we calculate the date of the first client’s 
order, number of orders and their total values in 2016 and 

2017 as well as discounts in 2016 and 2017. 

 

7 http://mahout.apache.org/users/basics/algorithms.html 
8 http://spark.apache.org/docs/latest/ml-guide.html 
9 http//www.tensorflow.org/ 
10 http://pandas.pydata.org/ 
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%%spark -o vector_df 

from pyspark.ml.feature import VectorAssembler 

from pyspark.ml import Pipeline 

 

def create_vector_assembler(col): 

    vector_column_name = 'v_' + col 

    input_cols = [col] 

    return VectorAssembler(inputCols=input_cols, 

outputCol=vector_column_name) 

 

columns = [ 

     'min_order_place_date', 

        'birth_date', 

        'number_of_orders', 

        'promotion_counts', 

        'sum_2016', 

        'avg_disc2016', 

        'sum_2017', 

        'avg_disc2017', 

    'gender' 

] 

vector_columns = map(lambda c: 'v_' + c, columns) 

vector_assemblers = map(create_vector_assembler, 

columns) 

pipeline = Pipeline(stages=vector_assemblers) 

vector_df = 

pipeline.fit(df).transform(df).select(vector_colum

ns) 

vector_df.cache() 

from numpy import array 

from math import sqrt 

 

from pyspark.mllib.clustering import KMeans, 

KMeansModel 

 

def to_training_point(data_frame): 

    return array([getattr(data_frame, column_name) 

for column_name in column_names]) 

 

column_names = d.columns 

training_data = d.map(to_training_point) 

clusters = KMeans.train(training_data, 8, 

maxIterations=10, 

        runs=10, initializationMode="random") 

 

To interpret the obtained clusters of customers, we built a 

decision tree using the library pyspark.mllib.tree. The tree 

rules allowed interpretation of customer groups in marketing 

terms. The following fragment of code illustrates the process 

of decision tree generation. 
from pyspark.mllib.tree import DecisionTree, 

DecisionTreeModel 

from pyspark.mllib.util import MLUtils 

from pyspark.mllib.regression import LabeledPoint 

 

ttd=sc.parallelize(map(lambda(p,l): 

LabeledPoint(l,p),cl)) 

 

tree=DecisionTree.trainClassifier(ttd,numClasses=8

,categoricalFeaturesInfo={},impurity='entropy', 

maxDepth=5,maxBins=4,minInstancesPerNode=10, 

minInfoGain=0.1) 

names = dict(map(lambda (k,p): ('feature 

{}'.format(k), '{} ({})'.format(p,k)), 

enumerate(d.columns))) 

res = tree.toDebugString() 

print(res) 

 

for f,t in names.iteritems(): 

    res = res.replace(f,t) 

mytree = 

sqlContext.createDataFrame(sc.parallelize([(res,)]

), ['c']) 

mytree.show() 

 

The milestones of the phase are documentation of data 

exploratory models, a set of models along with specifications 

of the data used in the learning, testing and validation 

processes. 

 

The aim of the fourth phase is the assessment of the 

quality of the developed data mining models. The prerequisite 

for the task is to clearly define the evaluation criteria. The 

evaluation problem is a multi-criterial one [18]. In addition, 

however, it often happens that managers, shareholders, and 

experts impose supplementary priorities during the model 

evaluation. 

In general, the models should be evaluated in terms of 

quality and efficiency before being implemented on a sample 

of sandbox data. Two-step model testing is recommended 

here: first – on a pilot trial, later – on full information 

resources. As a result, the cost / modification time of the 

model can be reduced due to simple errors or oversights, 

thereby diminishing the risks associated with testing and 

validating the production version of the platform. It is 

advisable to gradually extend the scope of assessment, e.g. to 

product categories, selected sale channels or market regions. 

When launching a model in the real life environment, the 

assessment should first focus on detecting anomalies in the 

input data before running the model. The model’s 
performance is evaluated not only in terms of quality and 

efficiency but also in terms of mutual cooperation with other 

platform resources. This action permits one to formulate 

operational recommendations for the model deployment 

under real conditions 

It is very important to prepare datasets for model building 

and evaluation (model learning, testing and validation.) The 

quality of selected models is assessed according to predefined 

business criteria and generally accepted assessment criteria 

for each category of data exploration models. 

In the example discussed here, the proposed clustering 

models were evaluated. In general, the measures of evaluation 

can be divided into two categories: internal assessment of 

clustering results and evaluation based on external criteria. 

Using the internal criteria, we evaluate the clustering 

hierarchy taking into account the similarity of instances 

within clusters and the similarity between clusters. The 

following measures can be applied [1],[18]: 

- Davies-Bouldin index 

DB = 0.5n ∑ max ((i +j)/ d(ci,cj) 

where n is the number of clusters, ci and cj are cluster 

centers, i and j are the standard deviations, and d is a 

distance between cluster instances and centroids. 

The algorithm that generates the lowest value of the DB 

index is considered the best according to this measure. 

- Dunn index 

D = min (d (i, j) / max d'(k) 
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where d (i, j) is the distance between clusters i and j, and 

d'(k) is the distance measure within clusters k. 

Dunn's index focuses on cluster density and the distance 

between clusters. Algorithms preferred by the Dunn index are 

those that reach high values of the measure. 

In external evaluation methods, clustering results are 

assessed using external data, not taken into account during the 

clustering process. For instance, such data concern the 

customers who were previously assigned to the clusters by 

experts. In this case, the clustering results generated by the 

algorithm are compared with the clusters determined by the 

experts. The following can be cited among the measures : 

- cluster homogeneity index calculated according to the     

  formula: 

WJK =1/N ∑max | m  d| 

   where M is the number of clusters created by the        

   algorithm, and D is the number of the expert’s clusters. 

 

- Jaccard index measures the similarity between two sets of   

   observations according to the following expression: 

WJ = TP / (TP + FP + FN) 

where TP means True Positive, FP False Positive and 

FN False Negative rates. 

For two identical sets WJ = 1. 

- Rand index is sensitive to false clustering decisions and  

     calculated according to the formula: 

WR = (TP + TN) / (TP + FP + FN + FN). 

  The Rand index, as the previous ones, is based on a   

     comparison with benchmark classes given by the expert.   

     It provides information about the assessment of          

        similarity between the correct decisions of the clustering    

        algorithm and those on the benchmark. 

 

Apart from these metrics other measures can be also 

applied, such as F-score, Fowkes-Mallows index, etc. 

Marketing analysts often map clustering results in the form 

of Multi-Dimensional Scaling (MDS) diagrams; an example 

is shown in Figure 6. The MDS diagrams not only ensure easy 

visual assessment of clusters and their dispersion, but also 

indicate outliers. The described measures allow determining 

whether the selected models meet all the business 

requirements and demonstrate the hypotheses defined in the 

first phase of the methodology. In the event of positive 

evaluation by managers, shareholders and analysts, it is 

possible to deploy the model and disseminate the results. 

The milestone of this phase is an evaluation report of data 

mining models containing the above described indexes and 

their interpretation. 

The final phase of the methodology is the deployment of 

positively assessed models and the RTOM platform. The 

deployment takes place in two steps. First, the pilot version of 

the platform is implemented in the real production 

environment and the results are evaluated in terms of content, 

usability and performance. The reports are assessed by 

managers and business analysts for their correctness, 

completeness, and usefulness in decision-making. At the 

same time, the platform is monitored by designers and future 

system administrators. The monitoring is mainly about the 

computational efficiency, and the use of computational and 

memory resources. Earlier validation of the pilot version 

allows us to limit the risk of the full version’s  interference 
with all other components of the company's information 

system . It also provides time for adjustments and fine-tuning 

before implementing the full version of the platform. 

 

 

 

Fig. 6 MDS diagram of customers
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In the second step of this phase, the platform runs in a full 

production environment. Performance results are 

disseminated to users, who often have to undergo additional 

training. Also, new organizational roles are then defined and 

new specialists are employed. It should be pointed out that the 

new business and technological solutions are revolutionizing 

the marketing practices and data processes hitherto in use. 

The process of improvement of decision making systems 

never ends. With the advancement of new information 

technologies, the data mining methods impose improvements 

of information systems. Therefore , after the deployment, we 

should think and plan future updates and enhancements. In 

Figure 1, further development of the platform is illustrated by 

the dashed arrow leading to the first phase of the process. 

The main milestones of the phase are the following: 

• the application deployment plan and dissemination of 

results 

• the schedule of platform monitoring and maintenance, 

• the final report and technical documentation. 

IV. SOME COMMENTS ON BIG DATA IN THE CONTEXT OF THE 
PROPOSED DATA MINING METHODOLOGY 

The proposed methodology was presented in the context of 

the RTOM development, entailing Big Data technology and 

real-time business data processing. The phases of exploration 

discussed above show that the approach is different from that 

applied in Business Intelligence type solutions. In these 

systems, despite apparent resemblance, we do not deal with 

massive data streams coming in real time [10], neither do 

we  have to solve technological problems related to the 

scalability of the application and the heterogeneity of 

data. The problem of integrating various software 

components and the efficiency of the exploration processes is 

also less important. Therefore these aspects were what we we 

tried to emphasize in the methodology adopted for the 

development of the RTOM platform. 

Summing up, certain key issues for the RTOM platform 

development have to be highlighted: namely: 

• Data quality and volume of data. The studies have shown 

that as the data streams from different sources increase, 

their quality deteriorates. Therefore, the processes of data 

collection and preparation are extremely important in the 

RTOM project. In consequence, data quality determines 

the quality of exploratory models as well as the 

usefulness of the generated results. This particularly 

applies to cleaning and noise filtering processes and 

algorithms for completing the missing data stored in the 

sandbox. 

• Availability of models. Today most algorithms and 

models of data exploration are available in software 

libraries,  some references were cited in this 

paper. Therefore, there was no need for presenting a full 

specification of models and programming them from 

scratch. More important from the user’s perspective was 
to describe algorithm profiles with their parameterization 

and interface for various, useful components of the 

RTOM platform, for example related to model evaluation 

or visualization of data and results. 

• Hadoop, the open source Apache product, is not a data 

mining platform; it is one of the tools for management 

and operation on very large data sets [14]. Undoubtedly, 

Hadoop, MapReduce and HDFS components improve 

the performance of systems on large, distributed 

datasets. It should be noted, however, that Hadoop works 

well on linear case studies, while most business 

applications are nonlinear problems. Therefore, in our 

methodology we extensively used, among other things, 

Apache Mahout and Apache Spark MLlib, which provide 

efficient data mining tools using Hadoop. 
• Interpretation of results and their use in decision-making. 

any of the data mining models are rated for quality, 

accuracy and performance. In business applications, we 

must take into account the economic criteria of the cost, 

and the specific measurable and non-measurable effects 

of the model. Apart from those, features also important 

for managers include the ease of understanding and 

interpretability. 
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Abstract—In this paper, the problem of short-term prediction
of traffic flow in a city traffic network is considered. This
prediction is performed in order to provide input data to a
dynamic control system for street lighting. The forecasting is
done by a multi-layer using artificial neural network. Because of
the limited number of sensors, the data is insufficient to describe
the relation between the traffic intensity at a given point and
the points in which the flow intensity is measured. The proposed
approach is tested by using data from the centre of Kraków. The
prediction error turned to be low.

I. INTRODUCTION

ENERGY savings due to outdoor lighting optimisation
have tremendous impact on a city’s economy. This is

due to the effect of scale: an average city operates several
thousand light points. For security and safety reasons, as well
as compliance with standards, these light points are on all
night long. Reducing power consumption by even one watt at
each luminaire translates into substantial savings. This can be
achieved by optimising lighting infrastructure design (through
altering lamp placement and parameters [1], [2]) and by
introducing intelligent, dynamic control which adjusts lighting
levels to the actual needs.

This paper focuses on the latter aspect, i.e. increasing energy
savings with use of dynamic control. Dimming is performed
using sensor data, with traffic intensity being one of the main
factors. However, traffic sensors are not deployed at each inter-
section. Therefore, other methods must be used to estimate the
intensity on streets not equipped with measurement facilities.
This way, the control system can cover a wider area which
leads to more energy savings [3].

The research described in this paper is part of an innovative
lighting infrastructure modernisation project in the city of
Kraków, Poland. The project involved replacing almost 4,000
HPS (high-pressure sodium-vapour) lamps with LED ones,
equipped with a central management system to provide low-
level communications. On top of that, a prototype dynamic
control system has been developed to derive and transmit

This work was supported by the AGH University of Science and Technology
grant number 11.11.120.859 and by the AGH University of Science and
Technology, Faculty of Geology, Geophysics and Environmental Protection,
as a part of the statutory project.

control decisions to each lamp in real time. An outline map
of the project is presented in Figure 1.

Fig. 1. Outline map of the dynamic lighting project in Kraków.

II. MOTIVATION

The concept of Smart Cities is based on the idea of applying
technological solutions, mainly IT-based, to areas such as
transport, energy, healthcare, water and waste management,
with a projected market of $400 billion by 2020 [4], [5],
[6], [7], [8]. It is closely related to the vision of Internet of
things (IoT) [9], which involves various systems communi-
cating in a semantic and secure manner to allow interchange
of information between devices and systems. According to
a report by the International Energy Agency [10], lighting
consumes 19% of the electricity produced globally. Therefore,
even though lighting affects many areas within the Smart City
concept – including safety, comfort and transportation – the
main contribution to this paper lies in the field of energy.

Questions may arise as to whether utilisation of renewable
energy-powered lighting may be an alternative to the presented
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Fig. 2. An off-grid autonomous lamp, equipped with a solar
panel and an underground battery. Image courtesy of Wichary Technic,
http://www.wicharytechnic.pl/en/.

approach. In fact, off-grid, renewable-based luminaires are
being produced and used in many places around the World.
An example of such luminaire is presented in Figure 2. Such
devices are ideal for locations with no power infrastructure
or as temporary lighting for events, etc. However, their large-
scale utilisation for urban street lighting has two problems:

• The cost. Autonomous, self-sufficient off-grid devices
must be equipped with means of generating energy —
usually a solar panel and/or a wind turbine – as well as
some energy storage devices. That makes the cost of an
individual lamp much higher than with traditional, grid-
connected hardware.

• Lighting standards (such as CEN/TR 13201-1:2004 [11])
strictly define the parameters of light to be fulfilled to
achieve a given so-called lighting class, and conditions
when a given lighting class should be applied. Off-
grid devices may be inherently unable to provide ad-
equate lighting due to possible insufficient generation
and storage capacity. Recent advances in off-grid de-
vice operation optimisation mainly focus on replacing a
simple, reactive strategy with a more advanced dispatch
plan, based on foreseen power generation capabilities and
output (lighting) requirements, with methods including
simulation [12] and a hybrid neural network/fuzzy logic

approach [13]. Therefore, the strategy used to control off-
grid lamps is based on providing satisfactory lighting as
long as possible, not to always fulfil the requirements of
the norm, which is the case in this paper.

In the Smart City context, utilisation of renewable sources is
much more efficient with dedicated, more centralised instal-
lations of solar panels or wind turbines. Of course, that may
cause problems on other levels, such as integration with the
existing city power grid or with vehicle charging stations [14].
This paper concerns only grid-connected light points.

Outdoor lighting optimisation can have a significant impact
on economy [15]. As mentioned in the introduction, it is due
to two factors. First, lights stay on all night, which translates
to over 4,000 hours of operation in a year. Second, the number
of light points is significant, which gives an effect of scale.

Research indicates that there is a need for intelligent con-
trol systems for street lighting. There have been multiple
experiments and assessments conducted so far. These include
highway lighting [16], tunnels [17] and urban areas [15], [18].
However, there still is much room for improvement.

Technically, so-called Central Management Systems
(CMSs) are commonly used to provide communications with
the fixtures, support inventory and monitor their operations.
They are very efficient in providing insight into the operation
of lighting systems and providing basic control of the
infrastructure, actually moving it towards the aforementioned
concepts of Smart Cities and the Internet of things. Most
major manufacturers of lighting equipment now provide
CMSs integrated with their products. An example of such a
system – Owlet Nightshift by Schréder – has been presented
in Figure 3.

CMSs, however, do not support dynamic control: lamps
operate according to a predefined schedule rather than sensor
readings. However, a schedule must assume a worst-case
scenario, and that may lead to a solution far from optimal
due to large variations of traffic intensity on different days
(see Figure 4). Therefore, an external decision system has
been developed to generate control signals and transmit them
to the lamps via the CMS’s API (Application Programming
Interface).

Among available sensor data, traffic intensity has the biggest
impact on lighting control. From the economic point of view,
deploying traffic sensors solely for the purpose of street
lighting might be not feasible. Although most cities already
have a sensor infrastructure fit for this purpose as part of their
Intelligent Transportation Systems (ITSs), the data produced
is used mostly for controlling traffic lights at junctions. Of
course, the applications of ITS systems are much broader
and mostly concern traffic flow optimisation, with advanced,
state-of-the-art systems being able to analyse and simulate
traffic at a very high detail level [19]. Usually, a city will
already have several intersections at which traffic intensity is
already measured. However, there are many “white spots”,
especially in areas with little or no traffic lights. The main
motivation for this paper is therefore is to propose a viable
traffic flow prediction algorithms which in turn can be used
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Fig. 3. Owlet Nightshift as an example of an operational lighting Central Management System. Image courtesy of Schréder Polska Sp. z o.o.,
http://www.schreder.com/pl-pl.
Przykład: Al. Słowackiego

ME2 

ME3b 

ME4b

Fig. 4. Traffic intensity registered on different days in one of the streets within the Kraków project area. Horizontal lines denote the traffic level thresholds
which allow switching from the main lighting class (ME2) to a lower one (ME3b or ME4b). Lighting classes as defined by the CEN/TR 13201-1:2004
standard [11].
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by an intelligent street lighting control system to minimise
energy consumption.

III. STATE OF THE ART

Traffic flow prediction is a problem which has been inten-
sively studied for a long time [20], [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30], [31], [32], [33]. Both the traffic
on highways and the traffic in city networks is considered.
Usually, the traffic intensity is predicted by using historical
data. In this approach, however, a few problems appear. First
of all, there number of traffic sensors in roads and streets
is still insufficient. Furthermore, random events, both on-road
and off-road, can impact the flow intensity [21]. Therefore, the
method which turned to be effective in traffic flow prediction
in a given place can be useless in other locations. For these
reasons, intensive studies are being carried out, concerning
new methods of prediction as well as application of known
methods in new places and contexts. Statistical tools as well
as artificial intelligence can be used to solve these problems.

In San Francissco [21], an autoregressive model was used to
predict traffic load in San Francisco in two time horizons: five
minutes and thirty minutes. The method was tested by using
a traffic flow simulator. The errors varied from 2% for five-
minute prediction to about 12% for thirty-minute prediction.

A support vector machine (SVM) regression algorithm was
used for traffic flow prediction under both typical and untypical
traffic conditions, where the term untypical denotes holidays
or traffic accidents [22]. The approach was tested by using
data from California state, USA.

A support vector regression model was also applied for
short-term traffic flow prediction in combination with the ant
colony optimisation algorithm [25]. The approach has been
tested on data from Taiwan.

Many authors reported the application of artificial neu-
ral networks for traffic flow prediction [23], [27], [28],
[32]. A standard multi-layer perceptron trained by using the
Levenberg-Marquardt algorithm with input data preprocessed
using the hybrid exponential smoothing method was applied
to predict short-term traffic conditions on the Mitchell freeway
in Australia [23]. The error varied from 6% to 12% and was
significantly smaller than for the reference methods: a wavelet
neural network and a Bayesian neural network.

In the paper [32], an interesting idea of application a genetic
algorithm is presented. It is used for optimal selection of both
the representation and the characteristics of the traffic flow
data. Furthermore, the genetic algorithm is also applied to
choose the optimal structure and training parameters of the
multi-layer neural network used for prediction.

A hybrid fuzzy-neural approach to traffic flow prediction in
a city network is described in [33]. The system consists of
two modules. The fuzzy module is responsible for clustering
of the traffic patterns into sets of similar characteristics. The
neural module finds relationships inside the clusters. The
effectiveness was tested using real data from Hong Kong.
The maximal prediction error was equal to four vehicles per
minute.

In the paper [26], deep learning methods for big data were
used for sixty-minutes traffic flow prediction at the roads. The
used method allowed the authors to detect nonlinear both the
spatial as well as the temporal correlations in the traffic data.

IV. PROBLEM STATEMENT AND METHODOLOGY

In this paper, the following general problem is considered.
The traffic flow at point A should be predicted provided that
the traffic flows at other points at the preceding time points are
given. The data is insufficient to create an analytical formula
which describes traffic flow intensity at point A as a function
of flows at the points for which data is given. This means that
junctions with other roads are situated between A and other
points. The problem is solved by using a multi-layer neural
network.

This general problem is considered for a small fragment
of Kraków city traffic network. The geometry of the studied
fragment is shown in Fig.5. The flow is predicted at the point
A. Two following tasks have been put forward.

1) The workday is divided into 48 half-hour time intervals.
The traffic flow is predicted at point B using data from
sensors at points F and G – see Figure 5. Two versions
of the input vector have been tested. The first one had
the following form: [t, Ft−1, ..., Ft−n, Gt−1, ..., Gt−n],
where t ∈ {1, ..., 48} denotes the time interval in which
the flow is predicted, Fk and Gk, denote the traffic flow
intensity at the points B and C respectively, at the time
intervals k ∈ {t − 1, ..., t − n.}. In the second version,
the number of the day d was given as an additional
component of the input vector.

2) Each day of the week is divided into ninety-second
time intervals. The traffic flow is predicted at the point
B by using data from the sensor at point A or F –
see Figure 5. The input vector had the following form:
[dc, t, At−1, ..., At−m], where dc encoded the type of a
day: Sunday, Saturday or ordinary day and this data was
optional; t ∈ {1, ..., 960} denotes the time interval of the
day in which the flow is predicted and was optional as
well, Al, Fl denote the traffic flow intensity at the point
A or F at the time interval l ∈ {t− 1, ..., t−m}.

Let us remark that according to the geometry of the street
connections, the traffic flow at point B in which the flow
intensity is predicted does not depend directly on the flows
at the point in which sensors A, F and G are situated.

V. RESULTS

Each experiment was done by using a multi-layer neural
network with one hidden layer and one output neuron. In the
hidden layer the neurons had sigmoidal activation function
whereas the output neuron was linear. In the description of
experiments the components of the input vector are specified
as well as the mean error i.e. e := |y−z|

N , where y is the
measured number of vehicles at the point B, z is the predicted
number at the point B and N denotes number of events.
Furthermore, the correlation coefficient ry−z between z and y
is specified as well. The input vector is denoted as x. In each
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Fig. 5. Geometry of the studied fragment of the city traffic network. The points in which sensors are situated are marked by filled circles whereas crossings
are marked by empty circles. Sensors G, F and A are situated at the three-lane fragment of a one-way road, each at the separate traffic lane. Sensors G and
F are at the lanes from which cars can go only straight ahead whereas sensor G is at the lane from which buses ant taxi cars can go straight ahead whereas
other cars have to turn right. Sensor B is situated at the one-way road which has two traffic lanes. It is at the lane from which all vehicles have to turn right.

experiment several trials with neural networks having various
number of neurons in hidden layer have been performed. The
results are described for the most effective neural network. In
each experiment the intensity of the traffic flow at the point
B at the time t is predicted.

In the frame of the task 1 – see section IV (a workday
is divided into 48 half-hour time intervals) – the following
experiments have been performed with input vectors (x) as
stated.

1) x = [t, Ft−1, Ft−2, Ft−3, Gt−1, Gt−2, Gt−3], t ∈ {1, ...,
48}.
The number on neurons in the hidden layer was equal
to 10.
Mean error e = 6.7, ry−z = 97%.

2) x = [d, t, Ft−1, Gt−1], t ∈ {1, ..., 48}, d ∈ {1, 2, 3, 4,
5}.
The number on neurons in the hidden layer was equal
to 10.
Mean error e = 5.2, ry−z = 98%.

3) x = [d, t, Ft−1, Ft−2, Gt−1, Gt−2], t ∈ {1, ..., 48}, d ∈
{1, 2, 3, 4, 5}.
The number on neurons in the hidden layer was equal
to 10.
Mean error e = 4.3, ry−z = 99%.

In the frame of the task 2 – see section IV (a workday is
divided into 960 ninety-seconds time intervals) – the following
experiments have been done performed input vectors (x) as
stated.

1) x = [At−1, At−2, At−3, At−4, At−5], t ∈ {1, ..., 960}.
The number on neurons in the hidden layer was equal
to 12.
Mean error e = 1.12, ry−z = 68%.

2) x = [dc, At−1, At−2, At−3, At−4, At−5, At−6, At−7,
At−8, At−9], t ∈ {1, ..., 960}.

The number on neurons in the hidden layer was equal
to 18.
Mean error e = 1.10, ry−z = 70%.

3) x = [dc, t, At−1, At−2, At−3, At−4, At−5, At−6, At−7],
t ∈ {1, ..., 960}.
The number on neurons in the hidden layer was equal
to 20.
Mean error e = 1.04, ry−z = 72%.

4) x = [dc, t, At−1, At−2, At−3, At−4, At−5, At−6, At−7,
At−8, At−9], t ∈ {1, ..., 960}.
The number on neurons in the hidden layer was equal
to 18.
Mean error e = 1.02, ry−z = 74%.

5) x = [dc, t, At−1, At−2, At−3, At−4, At−5, At−6, At−7,
At−8, At−9, At−10], t ∈ {1, ..., 960}.
The number on neurons in the hidden layer was equal
to 30.
Mean error e = 0.95, ry−z = 78%.

6) x = [dc, t, At−1, At−2, At−3, At−4, At−5, At−6, At−7,
At−8, At−9, At−10, At−11], t ∈ {1, ..., 960}.
The number on neurons in the hidden layer was equal
to 30.
Mean error e = 0.99, ry−z = 77%.

7) x = [dc, t, Ft−1, Ft−2, Ft−3, Ft−4, Ft−5, Ft−6], t ∈ {1,
..., 960}.
The number on neurons in the hidden layer was equal
to 10.
Mean error e = 1.70, ry−z = 95%.

8) x = [dc, t, Ft−1, Ft−2, Ft−3, Ft−4, Ft−5, Ft−6, Ft−7,
Ft−8, Ft−9, Ft−10, Ft−11, Ft−12, Ft−13], t ∈ {1, ...,
960}.
The number on neurons in the hidden layer was equal
to 25.
Mean error e = 1.90, ry−z = 92%.
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VI. CONCLUDING REMARKS

The experiments have shown that the proposed method
yields very good results even with little reference data.

Moreover, the algorithms are quickly saturated with regard
to the length of the history provided. For task 1, the optimal
number of time units provided is 2; for task 2, no significant
improvement is noticeable beyond 10 historical time units.

It must be noted that the presented research is performed
with a well-defined application in mind, which is dynamic
control of street lighting. In particular, the algorithms are used
to provide accurate estimates of traffic intensity in streets not
equipped with sensor devices. The presented work does not
try to compete with Intelligent Transportation Systems, as they
have a different purpose. In particular, the algorithms do not
attempt to optimise urban traffic; they are only used to try
to reflect the actual situation. However, the proposed methods
can find broad application to predict flows in any graph-like
structures.

Since deployment of traffic intensity sensors is a costly
operation, such methods play a crucial role in lowering the
energy consumptions of lighting infrastructure. They allow for
a vast increase of the scope of dynamic control, thus leveraging
the effect of scale. As most energy used in Poland (as well as
many other countries) originates from fossil fuel-based power
plants, any reduction of its consumption leads to significant
reduction of carbon dioxide emission. Furthermore, saving
energy also has obvious economic benefits. It should also be
noted that the estimated traffic intensity data can also be used
for other types of Smart City solutions.
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Abstract—IoT applications has some characteristics that set it
apart from other fields mainly due to the multitude of different
types of sensors producing data. In monitoring applications,
data processing requires real-time or soft real-time responses
in order to aid systems to make important decisions but also
predictive analysis to leverage the potential of IoT by data mining
vast datasets. This paper presents an architecture developed to
efficiently process and store data coming from an huge number
of distributed IoT sensors. The back-end of SeeYourBox services
is currently based on the proposed architecture that has proven
to be stable and meet all the requirements.

I. INTRODUCTION

The ubiquitous presence of interconnected devices with
sensing and communication abilities has brought us to the
era of the Internet of Things (IoT). RFID tags, sensors and
actuators are only a few examples of components that enable
embedded devices and mobile phones to create a network of
things that collect and transmit data from the environment
they are placed in [3]. Data in IoT applications has some
characteristics that set it apart from other fields. We shall go
through them as presented by Li et al. [16]. With information
flowing from a multitude of different types of sensors data
is heterogeneous, with a direct impact on how it’s organized
within the data storage solution. Reduction in sensor cost,
miniaturization and advances in wireless technologies and
techniques contributed to the pervasive distribution of con-
nected objects [13]. This leads the design of the application to
take into consideration the factor of scale in the early stages
of development. Added value is given to recorded data by
defining location or context-awareness [18].

Data collected from distributed sensors can be enriched by
a multitude of sources. Common examples are city traffic
or emotional status of people [20]. Devices can have more
than one sensor, effectively requiring multidimensional data
management [8]. The most evident consequence of these
characteristics is that data itself shapes and influences the
design of an IoT system architecture. Organization of data
storage and processing technologies and techniques are the
two main aspects to consider [24]. In monitoring applications
data processing requires real-time or near real-time responses
in order to aid systems to make important decisions [25]. On
the other hand predictive analysis can leverage the potential of
IoT by data mining vast datasets [15]. Management of IoT data

can be seen and considered from two view points i) Processing
and ii) Storing the IoT data.

In the typical IoT scenario millions of devices constantly
feed a data ingestion system with data sourced by integrated
sensors. The system must be able to handle and process
incoming data with as low as possible response times to
avoid building system bottlenecks. The challenge is to design
a system capable of processing requests that can have real-
time requirements [19]. On the other hand, the volume of
data produced by the average IoT system over time quickly
translates into ever growing datasets. These can be used for
historical reasons only or for creating predictive analysis sys-
tems that use data mining for extracting valuable information.
The speed with which these datasets grow requires a system
that is capable of handling big data from it’s early stages.

It is common to consider these two main aspects of IoT
system as separate and a way to refer to them is hot-path or
online processing and cold-path processing. The former term is
used to refer to data that is processed before being stored. The
latter, or offline processing, is used to refer to analysis that is
performed after data is stored. Typical examples are statistical
analysis, reporting and data mining. In the following sections
we will dive into common strategies that revolve around data
stores to support these requirements in an efficient way. Both
aspects require the support of a data storage solution capable
of managing the challenges of IoT data. Both will need to face
common challenges but with different goals.

The challenges that big data generate in IoT systems are [6]:
• Variety, with things equipped with multiple sensors and

things that serve different purposes, data in an IoT system
is typically unstructured and varies rapidly over time to
adapt to dynamic environments and tasks.

• Volume Lower costs, smaller dimensions and better
battery life achieved by embedded systems in recent
years has enabled the IoT to become more popular and
pervasive [13]. The widespread availability of connected
things constantly transmitting data generates a demanding
amount of data to process.

• Velocity, while processing speed and performance is
usually sought as a positive quality of any data processing
system, in the IoT it has direct implications on how
things can react to the environment and events. It is not
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uncommon for IoT systems to be required to meet real-
time constraints.

• Veracity, the power of unleashing computation and sens-
ing capabilities to devices that can blend with their envi-
ronment without direct supervision raises issues regarding
the trustworthiness of data. Dealing with trustworthiness
and repution, also the problem to define a strategy that
minimize the attachment cost is a relevant problem [7]

• Value, the ability of sourcing data that would be otherwise
unavailable and the simplification of creating telemetry
systems offers tremendous opportunity to generate value
by analyzing data both online and offline.

The characteristics of big data are the most influencing aspects
in designing a system that handles it. However, solely focusing
on database management systems is not the only aspect that
needs to be addressed when designing a system that needs to
manage big data and this paper deals with them.

A key component of an IoT system (or a big data system
in general) is the middleware software layer that interfaces
things and application back-end [3]. By abstracting backend
implementation and details it allows application developers
to focus on delivering value based solutions faster and more
efficiently without having to be concerned with technology
details of the infrastructure they rely on.

The massive volume of data processed, performance re-
quirements and robustness that are demanded from industrial
applications translate often into a system that is able to
be distributed and replicated across multiple machines and
locations. A carefully engineered middleware allows a system
to scale horizontally effortlessly. In this paper we present an
architecture designed to collect, elaborate and store informa-
tion of IoT system. In section II we discuss the different
solutions presented in literature. In section III we reason about
the motivation to design a new and personalized solution.
Section IV discuss the proposed architecture; in particular, in
this section we present the solution adopted to collect and store
the vast amount of data produced by an IoT system. Finally,
Section V presents some conclusive remarks.

II. RELATED WORK

In this section we will go through the state of the art
of current technology and research in the field of system
architecture. In respect to system architecture we will analyze
the solutions adopted by two of the major cloud computing
providers, Amazon AWS and Microsoft Azure, for creating a
specific IoT platform. The recent IoT revolution has raised at-
tention for scalable applications and storage solutions. Mileage
might vary a lot between different yet similar applications and
there is no silver bullet for solving all classes of problems.

The impact of big data in IoT raises questions on how
to manage and store data efficiently. A commonly accepted
solution still hasn’t emerged as a de facto standard and it is left
to system architects and developers to come up with a solution
that can provide adequate performance [18]. The challenges
to face are numerous and often each is best dealt with
different database management systems. NoSQL databases,

with their dynamic schema and support for horizontal scaling
aid developers in handling scale and heterogeneity of IoT
data. However, lack of strong ACID compliance and often
lack of support for complex queries, results in reasons to not
exclude traditional SQL databases from the possible candi-
dates. Ultimately it’s difficult to set guidelines that can define
a common solution for dealing with IoT data in an effective
and successful way. Small differences in data structure and
processing can lead to very different results and approaches.

Since the public announcement of Amazon EC2 cloud
computing platform in 2006 [4] an array of companies started
to offer on-demand computing solutions. Examples are Google
App Engine and Microsoft Azure. These platforms allow
flexible pay-to-go solutions to implement an all-in cloud
computing infrastructure that is able to scale according to the
applications they run. The rich suite they often offer allows
developers and designers to customize the architecture to fit the
requirements of their applications. However since 2015 two of
the major cloud providers, Amazon and Microsoft, launched
specific IoT oriented cloud platforms. Other than commercial
or marketing reasons, that will not be addressed in this work,
targeting a specific field such as IoT is a reasonable move
from a purely technological prospective since many of the
requirements and problems are recurrent and standardized. IoT
telemetry is usually characterized by hot-path and cold-path
data analysis. While the first is bound with real time concerns
and constraints, requiring event handling and device control,
in the cold-path response time is set aside in favor of scale
and big-data management. A common solution is to separate
these two flows in order to optimize each one accordingly
without having to surrender to compromises. Powering virtual
cloud environments with optimized messaging paradigms and
protocols eases composability of highly optimized modules.
The IoT targeted solutions focus greatly on providing data
ingestion, routing and processing capabilities.

1) IoT Amazon AWS: Amazon AWS is a suite of cloud
computing services offered by Amazon since 2006. Two of
the most popular services are Amazon Elastic Compute Cloud
(EC2) and Amazon S3 (Simple Storage Service). Both active
since 2006, they offer respectively an on demand solution for
deploying virtual servers and storage in the cloud. Launched
in October 2015 AWS IoT is Amazons’ answer to the growing
IoT industry that requires secure, bi-directional communi-
cation between Internet-connected things and the cloud [5].
The core of Amazon AWS IoT is a publisher-subscriber
pattern. To enable the developer to control communication,
the platform offers multiple communication protocols that
include MQTT, HTTP and MQTT over Websockets. Since
internet is not always available for IoT devices (ZigBee or
Bluetooth) it’s possible to interface these devices with physical
gateways. From a device view point AWS offers a dedicated
SDK implemented in a variety of languages, such as C,
Javascript or Arduino. Particular attention in AWS IoT is
dedicated to connectivity and its characteristics in the IoT
field. Aside from using protocols optimized for publisher-
subscriber communication it offers solutions for managing the
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high latency or unstable connectivity that often characterizes
WSNs and IoT in general. The message broker offers three
different solutions: MQTT AWS IoT offers a customized
MQTT (Message Queue Telemetry Transport) message broker
implementation, HTTP The message broker also supports a
pure publishing protocol as a REST API over standard HTTP
and MQTT over Websockets. By implementing MQTT over
Websockets AWS IoT enables browser based and remote
application to interact with the connected devices using AWS
credentials.

Message handling and delivery is augmented by a Rules
Engine that enables the use of business logic rules for event
handling and message routing. Rules can be applied to specific
devices or groups of them. The engine is a key component in
the Amazon AWS ecosystem as it allows integration with the
comprehensive tool set offered by Amazon and allows devices
to directly interact with all components of the application.
Rules can be defined by using SQL syntax to filter messages
received by the broker and examples of associated actions
triggered by a rule could be writing to a database or invoking
lambda functions.

The Thing Registry, supports the need of a representation
of a device or logical component in the cloud. Information
regarding a thing is memorized in JSON files that contain a
device identifier and attributes. These could be a serial number
or manufacturer code. While not mandatory, a registry entry
eases management and search of things. Using the AWS IoT
console or CLI it’s possible to create, update and search things
within the registry. Non reliable networking and intermittent
connection result in a not always connected device. Such
behavior could be enforced also by power saving strategies.
To simplify interaction with things Amazon AWS offers a
component called Thing Shadow. This feature enables the
developer to manage the state of a thing and applications to
read messages and interact with it at all times. The underlying
system takes care of publishing data when possible. A thing
shadow is implemented with a JSON document and acts as an
intermediary between actual devices and applications.

Finally, while good security policies are never a bad feature
to claim in an information system, in the IoT where things
can directly interact with the physical world, they acquire
particular importance. Connected devices are required to have
credentials to access the messaging broker and the traffic
must be encrypted using Transport Layer Security (TLS).
Authentication is provided with the use of AWS method
(called SigV4) or by using X.509 certificates.

Pricing In Amazon AWS IoT is based on a pay per use
structure and priced on the number of messages published
from and to the platform. To encourage new customers and
developers there is a free tier that allows 250,000 messages
per month for 12 months. In this pricing model a message
represents a block of data counted in increments of 512 bytes.

2) Azure IoT platform: Microsoft’s counterpart to Ama-
zon’s AWS IoT is the Azure IoT platform. It allows an
organization to connect, store, and analyze device data in both
large scale or hobbyist IoT environments. The architecture

follows four guideline principles: heterogeneity, security, hy-
perscale and flexibility [10]. Only outbound connections are
allowed and security protocols are implemented at transport
and application level. The system allows for direct and indirect
connectivity, the latter used for non IP capable devices and can
be built on top of AMQP, MQTT or HTTP communication
protocols. Devices and gateways can implement edge intelli-
gence and analysis to provide reduction of transmitted data and
local decision making. Incoming connections and transmission
protocols are managed by the cloud gateway. It enables remote
communication between field devices and the cloud and can
make use of multiple application level messaging protocols.
High-volume telemetry ingestion and device control is sup-
ported by message brokering systems. This allows decoupling
the edge from the cloud for performance, composability and
scalability. Additionally, the platform offers a dedicated so-
lution for high-volume ingestion only scenarios called Azure
Event Hub. Devices can connect by direct connectivity, agents
or by using client components provided in the form of libraries
or SDKs.

Once data has reached the cloud gateway its flow is directed
by data pumps and analytic tasks. Microsoft Azure offers the
possibility to use a Stream Analytics service or custom event
processing solutions. Common tasks that can be performed at
this stage are data aggregation or enrichment. Another feature
that can be implemented is a rules engine to dynamically
execute data driven rules that can be activated or deactivated
accordingly. Output produced at this stage can be forwarded
to a storage solution or an event handling hub, called Event
Hub.

In Azure IoT platform the cloud gateway is the entry
point to the cloud infrastructure and enables communication
between devices and the application. It’s responsible for
connection management, authentication and authorization. It
usually implements brokered communication model to sup-
port event handling and decoupling of components. Multiple
application level messaging protocols are available for data
routing and management. Azure IoT offers two alternatives
in respect to the cloud gateway technology: Azure IoT Hub
and Azure Event Hub. The former offers high-performance
bidirectional traffic support by combining telemetry ingestion
with command and control traffic. The latter is an ingestion
only gateway capable of handling heavy concurrent sources at
high data rates.

A Device Identify Store offers a direct lookup means
for device identity and cryptographic secrets used during
authentication procedures. Identity and device registry are
kept separate also for performance and security concerns. The
identity store can be internal to Azure Hub or implemented as
an external component with an array of options such as Azure
DocumentDB, Azure Tables, Azure SQL database or third-
party solutions. A Device Registry Store keeps information for
discovery and reference data related to the device. Metadata
associated to devices is contained in this resource and the main
difference between this and operational data is that the former
is slow changing. The device registry can be implemented in
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different ways:
• DocumentDB: each device is described by a document

and the id corresponds to the device id. This solution is
suited for registry function because it accepts arbitrary
data structures.

• SQL database: this solution uses a hybrid approach by
storing properties as columns or as JSON or XML objects
if they represent complex data.

• Third-party solutions: third-party solutions are allowed
(e.g. MongoDB or Cassandra), however the actual schema
will rapresent a variation of the previous two options.

Azure Iot provides a Device State Store. It contains oper-
ational data relative to the device and is separate from the
registry. While in the Amazon AWS the device shadow is a
core component in Azure the device state store is optional.
Data can be pushed directly to storage. An array of implemen-
tation options are available for the device state storage: Azure
Data Lake used as distributed data store for relational and non
relational data, Azure Blob storage that allows to store raw
data and Azure Tables to manage device records and values.

The brokered nature of the communication architecture
allows for flexible data flow management. Data entering the
cloud through the gateway may flow across different data
pumps or analytics tasks. This feature allows for efficient
parallel data processing. Examples are raw telemetry for
registering data from a sensor, hot-path analytics for pattern
recognition or alert triggering. The implementation can make
use of Azure’s stream processing services or custom third-
party solutions to also create complex rules engines and event
processors.

Pricing Microsoft Azure IoT uses a completely different
pricing model compared to Amazon AWS IoT. In place of
a flexible pay-per-use, Microsoft offers four tiers that set a
ceiling to the maximum number of messages that can be
processed per day and their size.

The two IoT cloud solutions presented share some similar-
ities, such as a brokered message management but are quite
different in the way they implement it. This is mainly due
to the underling protocols they use, AMQP for Microsoft
and MQTT for Amazon. However they both support HTTP, a
protocol that is commonly used withing cloud based systems.
They also take two different approaches on the interactions
between things and the cloud platform. In Amazon AWS IoT
interaction revolves around the concept of state with the device
shadow, a feature that is supported but not mandatory in Azure
IoT.

Features supported by security protocols and SDKs are
comparable for both solutions. On one side Amazon AWS
IoT offers a highly focused platform that defines clearly the
architecture of the system. Combined with the rich feature set
of the popular Amazon AWS suite it is easy to deploy and
integrate the IoT platform within large scale existing systems.
On the other hand Microsoft Azure IoT offers a much higher
level of customization and will attract interest of designers that
are in need of a higher degree of control. This is also reflected
by the richer feature set that the AMQP protocol exhibits [22].

Ultimately the pricing models differ a lot. The Amazon
model is based on million messages exchanged while Mi-
crosoft’s on the concept of a Hub and the maximum number
of messages it is able to handle. It’s difficult to compare
these different approaches in a general way since final pricing
depends a lot on customer needs, volume and payload size
of messages exchanged (AWS’s messages are priced in 512B
increments).

III. MOTIVATION

In the previous section we analyzed the potential of cloud
based IoT platforms for data ingestion and processing. The
offerings from Amazon and Microsoft are specially tempting
for small to medium scale projects or ones that have to
be integrated within an existing system. We can imagine
for instance an IT company developing an IoT branch of
development to find these solutions particularity attractive as
they reduce the R&D costs by offering a reliable turn-key
solution that is scalable. The biggest concern remains however
focused on two of the major arguments on opting for a cloud
based solution or an in house system: costs and control over
data

Regarding costs, for a company that founds on IoT its core
business and that expects to scale to millions of active devices
transmitting constantly every day, the yearly fees can quickly
translate into six figure invoices. This is sufficient to require
deep investigation on developing an in house solution.

Regarding control over data, when working with high-value
and mission critical information it is not infrequent for a
customer to require that data is not sent or stored on cloud
systems that are not under direct control of the company
offering a service. Furthermore, government laws of different
countries can apply and require that data is stored in a certain
matter.

These two reasons forced us to investigate and build an in-
house cloud infrastructure and develop from the ground up
a cutting edge architecture that could handle the volume of
data generated by a ultra-large-scale IoT project. Investigation
of the state of the art in database management systems led
to a deep understanding of how data shapes the architecture
of a system and what are the true guidelines to take into
consideration when designing an IoT processing system. The
most valuable outcome was that a high performance large scale
system could not rely on a centralized data storage solution for
the whole system, and furthermore, on a single DBMS engine
for the different components of the system. Research pointed
into this direction and preliminary prototyping confirmed that
by combining different DBMSs it was possible to achieve
performance levels otherwise unreachable with a single shared
engine. Additionally, research and empirical evidence demon-
strated that performance of a DBMS is heavily related to data
structure and the way that it is manipulated. With this in mind
and with an openness to reshape dataflow within the system
it is possible to expand the array of possible candidates that
can match the requirements for data storage. Ultimately the
freedom that results from this allows a company to consider
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the choice of a DBMS not only under the concern of raw
performance but also from the points of view of licensing,
learning curve, expandability and availability of development
tools.

When designing the architecture of a system that needs to
process IoT data, one of the first challenges that a designer
has to face is how to manage scaling to possibly millions of
devices transmitting data simultaneously. Founding an appli-
cation onto a scalable cloud based infrastructure can represent
a viable strategy as it allows designers to focus on core
technology without the burden of managing in-house legacy
IT systems [1]. Cloud technology has also a very important
impact on the financial lifecycle of a startup as it enables
companies to capital infrastructure expenses into variable costs
[4]. There are also some important points to consider when
evaluating a cloud computing platform in place of an in-
house infrastructure. Evaluating extensively advantages and
disadvantages of cloud computing systems is beyond the
purpose of this work. However in respect to the specific class
of systems we are considering, it has to be said that immense
flexibility that platforms like Amazon AWS IoT or Azure IoT
offer comes at a price.

Where developers pay this price is in the limited control
over the whole process and the inability to fine tune the
system to their specific needs. Where the companies pay the
price is in the potentially ever growing running costs that
reflect the horizontal scaling of the system. As an alternative a
bespoke system where all components are carefully designed
and integrated, can potentially offer much better performance.
The ability to tailor fine details and control over data are just
a few of the reasons that See Your Box took into consideration
when deciding to develop an IoT server architecture from the
ground up in spite of the tempting aspects of Paas and Iaas
services. Most of the research and work was focused on four
aspects:

• Define an architecture for hot-path and cold-path data
analysis

• Design a scalable private cloud infrastructure
• Distribute computational load
• Managing big-data.

See Your Box is a real-time monitoring service where the
telemetry pattern sustains dynamic business logic applied to
incoming data. Hot-path is used for detecting specific events
that clients want to monitor while cold-path data feeds a pre-
dictive analysis machine learning system. With a goal to scale
up to millions of devices transmitting data simultaneously the
system must be able to scale quickly and easily. The five key
characteristics of the system that influenced the architecture
design are:

• Flexibility, in the See Your Box system two devices can
be sourcing different types of data and require to encode
it differently. Once received by the servers it must be
processed and handled according to business logic rules
customized for each client.

• Edge computing - See Your Box devices are not only

sensors with a transmission module but an active re-
programmable OTA smart sensing devices capable of
data processing and event detecting. The system must
provide a bidirectional communication means to control
the devices.

• Scalability - While not subject to extremely variable and
bursty traffic spikes, common for websites and social
networks, the system must be able to replicate, distribute
and scale over the private cloud network.

• Integration See Your Box provides APIs to allow cus-
tomers to integrate their systems with its monitoring
platform.

• Security Privacy laws and regulations require the com-
pany to have full control over data, especially where it is
stored.

Since early stages of development it was evident that the
scale of data involved and the level of flexibility required
would make the datastorage the most critical part of the
system. If not well engineered it would soon become the
bottle neck of the system. By analyzing data flow it was also
evident that different parts of the application had different
requirements when accessing databases. This pointed to a
strategy of combining multiple databases [14]. This aspect
together with the desire of developing a scalable system
brought See Your Box to design a totally modular system
where each component could be fine tuned and optimized for
its task.

IV. ARCHITECTURE

The whole architecture is based on a fully scalable in-
frastructure based on virtual machines that are responsible
of fulfilling specific tasks. A lot of research and effort was
invested in creating an efficient self load balancing system
that could use the full potential of the available hardware. This
allows the system to take advantage of instant and dynamic
vertical scaling driven by the actual load of the system. The
resulting architecture is summarized in figure 1 The system is

Fig. 1. See Your Box Architecture

subdivided in three main component:
• Gateway, accepts incoming requests from devices, au-

thenticates and decrypts data, forwards data within the
system and delivers messages to devices.

• Engine, devoted to analyze collected data
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• Databases, to store data.

By separating responsibilities over multiple machines it is
possible to scale them (horizontally or vertically) separately
and selectively. Performance, however, is not the only con-
cern that motivates such architecture. Spatial redundancy, for
instance, can be achieved by replicating machines within the
system for increased security and availability. Performance
and behavior of a distributed system is only as good as the
efficiency of the underling protocols that enable communi-
cation between its components. Traffic exchanged between
the telecommunications infrastructure and the servers travels
over the HTTP protocol. While many other more specialized
alternatives exist (as seen with AWS IoT and Azure IoT), the
simplicity of the HTTP protocol and the availability of tools
that enable diagnostic and manipulation make it a valid candi-
date for cloud based solutions. Additionally, its popularity and
widespread usage allow a simpler process of integration of the
APIs developed and distributed by the company to its clients.
In the following sections we will go through the different key
components that define the architecture, highlighting findings
and elements that led See Your Box in its design related
decisions.

In the following subsection we present only the Gateway
and the Databases solution used in the system. The Engine
is out of the scope of this paper. It is structured in two
components, the Rules Engine, that applies business logic to
incoming data, providing real-time analysis for event detection
and data processing and the Actions engine, that implements
the event handling logic by processing actions such as sending
e-mails, connecting to external APIs or producing messages
to send to other devices.

A. Gateway

HTTP protocol allows the gateway to expose its services
and APIs with a single protocol simplifying development and
maintainability of the system. Implemented with a lightweight
Python framework it can take advantage of many best practices
and policies that have emerged in the last years with the rapid
widespread of web applications. The gateway was developed
using Flask, a Python simple yet extensible micro framework
serving APIs through an nginx web server. Data is returned to
the client in the form of JSON files.

When using a web application to deliver content for HTTP
requests it is common practice to enclose all code to manage
the request inside the same module that processes the request
and provides a response. While this is an intuitive way to
handle HTTP requests it does have its drawbacks. There are
times when the processing of a request and the corresponding
output can be decoupled. In figure 2 a device is sending data
to a server that has to be processed and subsequently stored
in a database. In a fully sequential synchronous approach
response time to the device depends on processing time of
the tasks associated to incoming data introducing a delay in
the response. In figure 3 instead, by decoupling server and
workers it is possible to keep short response times to the device

Fig. 2. Synchronized approach

Fig. 3. Not Synchronized approach

requests while deferring heavy workloads to other actors of the
system. Many are the reasons to investigate this choice:

• Scaling is possible to distribute over multiple nodes the
computation related to incoming data and time consuming
operations.

• Power management, usually IoT devices are battery pow-
ered and enforce heavy power management policies. A
common strategy is to power on transmission related
hardware when only strictly necessary. Short response
times translate in smaller windows of time when trans-
mission modules are powered on.

• Resource management The dynamic vertical scaling of
the infrastructure allows to distribute resources instantly
as needed by the single components, maximizing perfor-
mance.

In this scenario the main question concerning this matter
was what information really does the device need in the
response sent by the server. If data processing in the system
is viewed as single action the response usually indicate the
processing status. If however, we breakdown processing into
steps it becomes evident that by operating a separation of
concerns the most important piece of information that must
return to the device is the confirmation of successful reception
of data by the gateway. What the server does to that piece of
information is generally not a concern of the device. Since
it is possible to let the API quickly return the outcome of
gathering the incoming data. To rephrase the last concept, the
main purpose of the return message is to inform the device if
the transmission was successful, regardless of what happens
when the system will process the data. However See Your
Box is not only a pure telemetry system. Device flexibility
and edge computing are only two features that clearly require
bidirectional data exchange between things and the server.
The design of the system calls for only outbound connections
from devices, so, for instance, any data directed to a device
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will require an initiative of the device. To solve this issue,
in asynchronous systems, we use a message box where data
to be sent to the device is stored until emptied. Two options
were evaluated in designing the system: internal or external
message box. An internal message box is advisable in those

Fig. 4. Message box as a component of the gateway

situations were the content of the message box is produced
from the gateway itself. Examples could be to store the status
of the execution of the worker and request a re-transmission.
Messages can be cached in volatile memory and reduce the
overhead of having to initiate yet another transaction as show
in figure 4 . Whilst using an external message box (figure 5)
the gateway must foreword a request to the service that
implements this function and the added latency clearly impacts
the response time to the device. We opted for an external
message box contained into the Device DB. By doing so the
gateway only needs to query once an external service that
returns both messages directed to the device and the metadata
needed to authenticate and foreword the incoming data to the
rules engine.

Fig. 5. Message box as a separate component

Ultimately the main operations performed by the gateway
when it receives data form a device are:

1) Decode incoming data
2) Query the device DB for metadata and pending messages
3) Forward data and device metadata to the rules engine
4) Return messages to the device
The complete sequence diagram of a generic request to

handle data from a device is highlighted in figure 6. Due to
the limited size of data packets involved we will neglect the
time necessary to perform the decode phase. This leaves most
of the responsibility on the efficiency of the communication
protocol (delegation to worker) and performance of the Device
DB data storage.

1) Communication protocol: Splitting the execution of a
task and distributing its load over multiple threads requires a
form of coordination and interprocess communication. A com-
mon way to do this is by using messages queues. They offer an

Fig. 6. Sequence diagram of the Gateway

asynchronous communication protocol, allowing senders and
receivers to exchange messages without directly interacting
with each other. Tasks are submitted as messages to an inbox
and are eventually read and executed by a worker when ready.
See Your Box Gateway uses Celery, an open source task queue
based on message passing. Its architecture abstracts from the
underlying communication protocol and it can be implemented
with a number of different options. The main components of
a task queue are [12]:

1) Messages Tasks are submitted to the queue in the form
of messages. These could be binary objects, strings or
JSON files.

2) Broker is the component that actually stores the mes-
sages. Acts as a middle man between producers and
consumers. Examples of message brokers are Redis or
RabbitMQ.

3) Producer is the portion of application generating the
tasks. This could be an API endpoint that requires the
execution blocking or time consuming operations.

4) Consumer Commonly referred to as a worker, it is
the component that will actually execute the operations
associated with the task.

There are a number of things to consider when imple-
menting a task queue system for asynchronous processing.
The first is regarding persistence of messages on disk or
in memory. This is an important decision that influences
directly the performance of the system. When evaluating what
strategy to adopt we considered that the main reason that
could motivate the adoption of a permanent storage solution
is to avoid loosing messages due to an unexpected power
down or crash of the system. Upon reboot the system could
ideally continue executing the tasks associated to messages
delivered before the event. What was discovered was that in
case of unexpected crashes or hardware failures the risk of
corrupting the disk under the heavy write and read load was
very high. The benefit of being able to possibly recuperate
messages stored in queue upon a crash was minimal compared
to the potential gain in performance when implemented as a
in memory message broker. Efficiency of the system depends
on how fast the workers are able to process the incoming
messages. To take full advantage of the scalable infrastructure
it is also necessary for the application to monitor system load
and performance and automatically deploy new workers within
the system.
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Finally, when configuring a message queue, and specifically
a task queue, it is important to take into consideration ordering
of task execution and completion. The broker will generally
work as a FIFO (First In First Out) queue. Tasks, or messages,
are delivered to the broker in temporal order and executed by
any of the available workers. An alternative is to configure

Fig. 7. Message handling order with single queue

the system with a FIFO queue for each worker. Messages are
delivered in order to the broker and the corresponding worker
will execute the tasks associated with the messages in the same
order. There are a few aspects to consider when choosing one
configuration over the other.

1) Load distribution. A single queue implementation results
in a simple load balancing mechanism, where tasks are
distributed to free workers as they become available. In
a multi-queue configuration load balancing depends a lot
on how the messages have been distributed to the broker.
The producer has the added responsibility to distribute
messages accordingly onto the queues. Uneven delivery
would result in some workers being overloaded while
others remaining in an idle state.

2) Queue distribution A single queue configuration results
in a single point of failure. If the node that contains the
message queue becomes unavailable due to a system
crash, for instance, the whole task queue comes to a
halt until a recovery strategy kicks in. Distributing the
queue on more machines allows the system to contain
the effects of a node failing.

3) Completion order In a queue messages, and the respec-
tive tasks, are executed in order. However no guarantee
can be given on the required execution time of a single
task. This could result in a queue populated by short and
long tasks as shown in figure. Assuming a three worker
scenario, tasks TA1, TB1 and TB2 will start executing
shortly one after the other. However the smaller task
TB2 could complete before TB1, effectively braking the
order.

In a multiple queue scenario, where one worker is dedicated
to a single queue the execution of a task necessarily follows
the completion of the preceding task. In other words, when
a single worker is dedicated to a single queue, delivery,
execution and completion order coincide. Configuration of the
message broker and how queues and workers are deployed
within the system has to take into consideration load balancing,
distribution and message ordering. It is important to consider
carefully the specific problem to solve. In the See Your Box
system message ordering was a fundamental requirement as it
reduces greatly the need of storing additional data for hot path

analysis. A lot of the conditions that are typically monitored
in IoT systems have direct correlation to temporal evolution
of variables and occurrence of events. When data is provided
to the system out of order it has to be stored provisionally
and subsequently retrieved and reordered for analysis. A very
simple way to make queries faster is not to run them at all.
Enforcing temporal order of processed messages allows the
system to use incremental and cumulative analysis that is able
to support almost the majority of monitoring scenarios. This
resulted in multiple queues, one for each worker, and a simple
yet very efficient algorithm for distributing tasks generated by
a device always to the same worker.

B. Databases

As seen in the architecture overview, it was not convenient
nor feasible to use a single database management system
to serve data processing in the whole system. The strategy
adopted was to focus on the single interactions step by step
and define what were the most important requirements for each
one of them. This architecture results in a data storage solution
that has to cover three key components:

• Device DB. This must be a high speed and robust
data store optimized for reads and updates. It contains
metadata associated to the device producing incoming
data and an inbox for messages to deliver in return. The
faster the system can read from this source the quicker it
can serve a request.

• Business DB The system must be able to serve thousands
of clients, handle accounts, ACLs and financial transac-
tions.

• Data points DB This database collects data points of pro-
cessed data. To minimize processing time this database
must be optimized for inserting data, however the main
concern over this database is horizontal scalability and
ability to manage big data.

In processing incoming data we have two goals: in the first
place ensure the fastest possible response to the device and in
the second place optimize processing time as a whole along
both the hot path and the cold path. The approach followed
was in reality very simple. The idea is to define clearly hot and
cold paths and break them up into stages. For each stage define
what the critical component was and optimize it. As a rule of
thumb the quicker both hot and cold paths are traversed by
incoming data, the smaller the fraction of shared resource for
time unit is necessary to process a request. Smaller fractions
will result in a smaller infrastructure that allows the company
to optimize costs. Quick analysis on prototype architectures
revealed that the bottlenecks were database interactions. It was
clear that it was necessary to optimize reads and updates in
the hot path and writes in the cold path. Sporadic writes in
the hot path and offline reads in the cold path were not to
be taken into account in the optimization phase and choice of
solutions.

Business DB is used for storing crucial data such as
accounts, customer’s options and financial data. This database
is generally not directly involved in data processing during
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either hot-path or cold-path. During the lifetime of an active
device generally the system will need to interact with this
database only during power-on, poweroff and special main-
tenance procedures. For this reason its impact on the overall
performance is limited. The main requirement for this data
storage are support for transactions and consistency. For this
reason, and because data contained exhibits strong relations it
was decided to use a relational database management system.
Research on related work pointed to two possible candidates,
PostgreSQL and MySQL. While the former has an extensive
and powerful feature set and PostgreSQL was already used
inside the location service of the company, its complexity
limited the obtainable performance. MySQL on the other hand
was a proven database with which the team had significant
experience. A concern was raised regarding the costs of
licenses that can have a high impact on yearly operational
costs of the system.

Despite the support and service provided as benefit of the
annual subscriptions, once again similarly to what happened
when evaluating cloud providers it was necessary to con-
sider alternative solutions. In 2009 before the acquisition of
MySQL, an open source fork of the original project was
released under the name MariaDB.

The deviceDB contains metadata related to the device and
messages that need to be sent to the device. This storage
must be optimized for read and update speed. The DeviceDB
has a crucial role in the system and its performance influ-
ences mostly processing time of incoming data. Following
the general architecture of the system, this is the component
that required most attention from the R&D department of the
company. The DeviceDB contains two important components
that are necessary for handling incoming data. These are the
message box for data to be returned to the device and the
metadata associated to it. The latter is used by the rules engine
to know how to interpret data, actions to be performed on it
and state of the device. The requirements of this storage:

• Flexibility - Metadata related to a device can vary a lot.
Smart sensing devices can monitor a large number of
parameters with different encoding schemes. It must be
possible to embrace this difference and not be limited by
a fixed scheme.

• Performance As previously noted, read operations must
be extremely fast in order to obtain low response times.
Write performance is less crucial since this would happen
with a low frequency.

The first database management system that went under
examination for this task was MongoDB. The main reason
was the required flexibility of the data structure used to
describe metadata. Repeated tests demonstrated however that
it’s performance wasn’t up on par with the high speed key-
value NoSQL database or MariaDB tables powered by a
TokuDB engine. Redis was taken into consideration due to
the fact that it minimizes disk access by keeping the database
in memory. This is a problem for scalability since the size
of the database is limited by the quantity of available RAM.

Furthermore some form of persistance on disk needed to be
provided, since the stored data isn’t short lived. Additionally
it was found that read performance wasn’t very different
from an optimized MySQL/MariaDB database for comparable
queries. Similar results were confirmed in literature [18].
These findings quickly made us discard Redis as a possible
candidate. Ultimately one of the company policies was to keep
the set of adopted technologies as narrow as possible in order
to favor interoperability of expertise of the team. Ultimately
this led us to explore what we defined as a hybrid solution
that was to use a SQL database as a key-value storage and
use a text field to store a JSON files representing metadata and
message inbox. Each row would represent a device and would
be indexed upon the device id. This unorthodox approach to
data management proved over time one of the most valuable
decisions in the design of data storage support to the system.
Performance wise we were achieving read and update speeds
comparable to the top class key-value memory based data
storages and flexibility was on the same level of the NoSQL
databases thanks to the adoption of JSON objects. However,
the most important benefit was that, while braking some of the
ACID properties for the data contained inside the JSON fields,
these were guaranteed for the other fields. This allowed us to
integrate the DeviceDB tables with the BusinessDB, enforcing
all consistency benefits of a traditional SQL RDBMS. Not
being able to query single fields of JSON files such as in
MongoDB was not a problem since each incoming packet
would require all the data contained inside the row and never
a part of it.

Once incoming data has traversed all the processing path in
the system and has been augmented by external data and real
time manipulation it must be stored in a database management
system for offline analysis and visualization. Write operations
at this stage are very well defined if not unique. Conceptually
the only storing procedure that is necessary is saving a data
point. This piece of information is essentially a collection of
sensor readings and location photographed at a given moment
in time. However the structure of a data point is extremely
dynamic and heterogeneous.

Evidence in literature coupled with advice provided by IT
consulting companies pointed in the direction of a document
based NoSQL database, particularly MongoDB. The widely
recognized features of this database were soon confirmed
in the prototyping stage of the architecture. The document
based nature of MongoDB allowed for a simplification of
data representation across the system. It uses BSON, a binary
representation of JSON files. The latter was the format under
which data was managed across the system and particularly
fed through the customer accessed APIs. While it might appear
as a trivial detail, it allowed for a more compact code base
that would reduce the abstraction and translation layers across
systems. For a developer a data point is created, manipulated,
stored and finally returned to the client API in the same
format: a simple semi structured JSON file. This allows for
much faster integration, debugging and analysis of the system,
particularly data flow. Ultimately, but most importantly, it was
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the support for massive scale dataset that confirmed MongoDB
as the key solution. Support for auto sharding and distribution
reduced the need of designing a complex mechanism for
horizontal scaling of the system. The only true challenge
that was encountered when developing this component was
the interference of the read and write operations. Sudden
slowdowns and reduction in performance was experienced
when these two operations would happen at the same time.
The solution was to implement a semaphore system that would
lock writes when a read operation was performed.

V. CONCLUSIONS

The IoT industry has experienced an exponential growth
in the last years. It has been pushing the boundaries of
conventional architectures by challenging developers with
massive quantities of data to be processed with near real time
requirements. Scale, heterogeneity and velocity of data have an
immense impact on the system design. We analyzed how two
of the major cloud computing providers tackled the challenges
of the IoT in their comprehensive service suites. With a strong
focus on modularity, composability and horizontal scaling they
both offer valuable solutions for an array of scenarios. The
commodity of a turn-key cloud based platform comes at a
cost that could potentially grow out of control, impacting the
finances of a company quite heavily. Costs don’t always grow
linearly with the scale of the system due to the nature of some
computational operations that are performed on data or on
pricing model.

Cloud based platforms enable startups to quickly penetrate
the market. However, for young companies it is not only
a matter of balancing NRE and operating costs. Turn-key
solutions like Paas and Iaas allow startups to focus on building
a team with skills closer to the business core technology and
penetrate the market faster and more effectively. Ultimately
deciding for a cloud based solution or an in-house one requires
balancing interests from different points of view that are
not strictly IT related. According to the specific application
scenario a bespoke system with a custom architecture, despite
a significantly higher NRE can represent a better solution.

The proposed architecture is a brokered task queue system
distributed over a private cloud infrastructure. Incoming mes-
sages from devices are paired with metadata stored in a hybrid
SQL data storage that combines the flexibility of NoSQL
key-value or document based DBMSs and reliability and
ACID compliance of an SQL traditional relational database
management system.

Ultimately the designed system, presented in this work, has
been implemented and released onto the market. After 12
months and over 1 million data points collected, the system has
proven to be stable and meet the preset requirements, enabling
the company to expand its business and acquire new clients.
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Abstract—The transition towards a cyber-physical energy sys-
tem (CPES) entails an increased dependency on valid data. Simul-
taneously, an increasing implementation of renewable generation
leads to possible control actions at individual distributed energy
resources (DERs). A state estimation covering the whole system,
including individual DER, is time consuming and numerically
challenging. This paper presents the approach and results of
implementing a simplified state estimator onto an embedded
system for improving DER monitoring. The implemented state
estimator is based on numerically robust orthogonal factorization
and used on a set of state equations of a generic wind turbine
generator (WTG). The simplified state estimator is tested by
simulating a generic WTG model and evaluated based on its
execution time and estimation accuracy. Results show its fast
execution time, its accuracy in handling normal measurement
error and its ability to provide reliable data in the case of gross
errors in the set of measurements.

I. INTRODUCTION

THE traditional power system is mainly composed of
large centralized power plants, but since the turn of the

century, countries worldwide have increased the integration of
renewable energy sources (RES) [1]. At the same time, control
methods utilizing distributed energy resources (DERs), to en-
sure a reliable delivery of electricity, have been proposed and
included in grid codes [2], [3]. To manage the decentralization
of control decisions, investments in advanced information
and communication technology (ICT) infrastructure are made,
increasing the data acquisition and improving the visibility of
power system operation [4], [5].

Relying more on monitoring and control of DERs and
having a more complicated technology mix on both sides of
generation and consumption, the power system is transitioning
into a cyber-physical energy system (CPES) [5], [6], [7], [8].

Historically, the process of state estimation has been used to
remove measurement error within the boundaries of the power
system [9], but within the larger and more complex CPES,
centralized state estimation becomes computationally demand-
ing and numerically challenging. Instead, the physical system
at the boundaries of the power system could be observed
and used for local state estimation purposes, removing gross
measurements and assisting in the decision-making process of
determining appropriate distributed control actions. The aim

of this paper is to utilize this theory and implement a DER
monitoring system onto an embedded system and determine
its accuracy compared to that of raw measurements.

For this purpose, the generic wind turbine generator (WTG)
model described in [10] is modelled in Simulink and analyzed
with the purpose of developing a simplified state estimation
model. Considering the limited resources of an embedded
system, the simplified state estimator is implemented on a
commercially available embedded system. In this work, the
embedded system chosen is a National Instruments (NI)
compact-RIO (cRIO) 9074.

In previous work of applying state estimation techniques to
wind power plant monitoring [11], [12], the aim has been to
investigate the dynamics of the WTGs, for testing and develop-
ing control designs, and improving the transient performance
of WTGs. For these purposes, comprehensive dynamic models
of WTGs are necessary to give the required level of detail.
In this paper, the goal is to validate measurements in DER
supervisory control and data acquisition (SCADA) systems to
provide an accurate picture of the static operation of the DERs
that can be utilized from a system operations perspective.
Therefore, the accuracy and complexity of the WTG model
can be decreased to enable execution of the simplified state
estimator on an embedded system.

Results from testing the capability, accuracy and perfor-
mance of the monitoring system, show that the state estimator
is simple enough to be implemented onto an embedded sys-
tem and execute within appropriate timing, is fairly accurate
when normal measurement error is present and offers higher
accuracy compared to the utilization of raw measurement data
when gross measurement error is present.

The rest of the paper is organized as follows. In Section II
the chosen state estimator algorithm is described, followed
by a presentation of the derived state equations from the
WTG Simulink model used in the state estimator. The section
ends with a description of how the simplified state estimator
was implemented on the embedded system using LabVIEW
software. Section III presents the objective, analysis and eval-
uation of three test cases used to test the monitoring system.
Section IV concludes this paper.
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II. METHOD

The concept of state estimation in power system application
was presented in [9]. The purpose of the state estimation is
to reduce measurement error e by estimating a set of state
variables x related to the set of measurements z by a set of
state equations h(x) as shown in Eq. (1).

z = h(x) + e (1)

Since the concept was introduced, numerous different algo-
rithms have been proposed in literature, some of which are
described in [13]. Most of these methods are based on the
formulation of a set of non-linear equations, where the solution
is found by solving a weighted least squares (WLS) problem
[14]. The WLS problem is formulated as a optimization
problem as described in (2).

minimize J (x) = 1/2

m∑

j=1

(
r2j
σ2
j

)
(2)

where J(x) is the weighted sum of square residuals, m is
the number of measurements, rj = zj − hj(x) is the residual
and σ2

j is the variance of the j-th measurement. The variance
of the measurements is based on the characteristics of the
measurement devices. As measurement are devices are less
than 100% accurate, it is assumed that its error is normal
distributed with zero mean and variance σ2 [14].

As the objective of this paper is to implement the state
estimator on an embedded system, two requirements for the
state estimation method are considered. The chosen methods
have to 1) be numerically robust, as rounding errors are more
likely in the embedded system compared to a control center
computer, due to the limited bit number of the embedded
operating system (OS) compared to general purpose OS,
and 2) ensure an accurate convergence within the timing
requirements set by the system.

The state estimation method used in this work is formulated
around an iterative process where the updated state variables
are calculated using orthogonal factorization, also referred
to as QR factorization, which has been widely accepted in
practice [14]. The stability of the factorization method comes
from avoiding the formation of the gains matrix and thereby
alleviating the numerically ill-conditioned state estimation
problem. In [15] a comparative study has shown that the QR
factorization is the most numerically robust, but at the same
time has the highest computational requirements. To ensure
convergence within the timing requirements, the complexity of
the state equations, representing the WTG, is formulated from
a trade-off between accuracy and computation requirements.

An added feature in power system state estimators, that
improves the removal of measurement error, is the threefold
process of bad data detection, identification and elimination
that together form a bad data detector.

A. Bad data detection, identification and elimination

Mili, Van Cutsem and Ribbens-Pavella defined the task of
the bad data detector, in the content of state estimation, as "Its
task is to guarantee the reliability of the data base generated
through the estimator." in [16, p.3037].

Bad data can occur in a monitoring system because of
faulty measurement devices, faulty communication or even in-
terference from adversaries [7]. In [17] measurement error has
been characterized into three groups based on their magnitude
compared to the standard deviation of the measurement device.
Normal measurement error is expected to have a magnitude of
up to 5σ, gross measurement error has a magnitude between
5σ and 20σ, and extreme measurement error has a magnitude
larger than 20σ.

There exist multiple different bad data detection algorithms
in literature [16], [18], [19]. In this work, a simple bad data
detector is implemented and designed to run after each itera-
tion of the state estimation algorithm. The detection algorithm
chosen is introduced in [9] and based on the concept of
hypothesis testing and J(x) tests. The method is based on an
assumption that the weighted sum of square residuals, J(x),
follow a chi-square distribution, χ2, with a degree of freedom,
f, equal to the number of measurements m minus the number
of state variables n.

By analyzing the chi square probability density function, P,
a probability, α, is chosen between 1% and 10% as a trade-off
between the number of false positives and negatives [20] as
indicated by Eq. (3).

P
[
J (x) > K|J (x) ∼ χ2

]
= α (3)

where the weighted sum of square residuals, J(x) is calculated
using Eq. (2). K is characterized as the (1−α) quantile of the
chi-square probability distribution with a degree of freedom
equal to (m− n) and is calculated using Eq. (4) [20].

K = χ2
(m−n):α (4)

The hypothesis of whether or not bad data is present in the
set of measurements z is evaluated by comparing J(x) to the
detection threshold K with a chosen α-value. If J(x) > K bad
data is detected and vice versa. In the case of bad data being
detected, the process of bad data identification is initiated.
A widely used identification method of sorting the weighted
residuals in J(x) in a descending order and determining the
measurement with the largest weighted residual as the bad
measurement, is implemented in the bad data detector [18].

After detecting and identifying the bad data, the bad mea-
surement must be eliminated to make sure the state estima-
tor will converge towards an accurate solution. There exists
multiple different techniques in eliminating bad data, with
different computational requirements [16], [19]. As DERs are
operating in a highly dynamic system, the process of simply
replacing the bad data by the measurement from the last
period is unreliable. Instead a similar approach as the one
used in [19] is utilized, where the bad measurement is replaced
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by a pseudo measurement based on the estimated value and
the gains matrix. In the simplified state estimator, the gains
matrix is avoided, therefore the identified bad measurement is
calculated using Eq. (5).

znewb = zoldb − sign
(
zoldb − hb(x)

)
· |a| (5)

where the subscript b represents the index of the identified
bad data, and |a| represents the absolute value of a normal
distributed random number with zero mean and a standard
deviation of σ = 0.01. The idea behind the value subtracted
from the bad data to form the new data in Eq. (5), is that the
sign of difference between the bad data and the estimated value
is assumed to represent the sign of the difference between the
bad data and the correct data. By simply pushing the bad data
in the direction of the estimated value, the new data should
be closer to the correct data, assuming the estimated value is
closer to the correct data.

After safely eliminating the identified bad data, the state
estimator executes its algorithm once again and the process of
bad data detection, identification and elimination is repeated.
It might be necessary to execute the bad data detector several
times until the hypothesis of bad data being present is thrown.

B. WTG state model

The state estimator of the WTG generic model requires the
three sets composing Eq. (1):

• A set of measurements z
• A set of state variables x
• A set of state equations h(x) relating the state variable

to the measurements and the measurement error e.
The SCADA system of a single wind turbine communi-

cate more than 150 different values including temperature
measurements, alarm state signals, and mechanical as well as
electrical measurements of the wind turbine and the equipment
connecting it to the collector system [21]. For the generic
WTG model, 9 relevant mechanical and electrical properties
are listed in Table I and used as inputs for the state estimation
model.

TABLE I
WIND TURBINE SCADA MEASUREMENTS IN THE WTG STATE

ESTIMATION MODEL

Mechanical Electrical
Signal Description Unit Signal Description Unit

Vw Wind speed [m/s] P Active power [W]
θ Pitch angle [◦] Q Reactive power [var]
ωr Rotor speed [pu] Urms Phase a rms voltage [V]

Irms Phase a rms current [A]
Ua Phase a voltage [V]
Ia Phase a current [A]

For the DER monitoring system implemented in this work,
a measurement frequency of 1 Hz is chosen as it complies
with the normal practice in SCADA systems [22], [23].
Simultaneously, this entails that the timing requirements of the

state estimator is well below 1 second, as the embedded system
has to acquire the measurement signals before executing the
state estimator, and allow time for data communication and
processing at control centers.

For all the measurements in Table I the normal measurement
error is assumed to have zero mean and a standard deviation
of σ = 0.01, which corresponds to the measurement error
introduced by measurement transformers for the electrical
measurements and the errors entailed when measuring the
mechanical system [24]. From the set of measurements in
Table I, an appropriate set of state variables is identified. From
state-space analysis theory [25], the state variables have to
enable an estimation of all the input signals at any instance
in time t. In the mechanical system, there is a relationship
between the wind speed, the turbine rotational speed and the
geometry of the wind turbine. If a steady wind is blowing, the
tip speed ratio λ defines this relationship through a constant
Kb as shown in Eq. (6).

λ =
Kb · ωr

Vw
(6)

For this project, the parameters given for a General Electric
(GE) 1.5MW DFIG in [10] are used to represent the generic
WTG. Due to the simplicity of the generic WTG model, a
single mass model is used to represent the shaft connecting
the rotor hub to the generator as recommended in [10].

The tip speed ratio can be used to estimate the pitch angle
of the blades θ. According to [26] the aerodynamic design
of the wind turbine blades and their pitch angle has a certain
relationship with the power coefficient Cp (θ, λ). These power
coefficient curves are confidential and extremely difficult to
access, therefore [10] has defined a relationship used in the
generic GE 1.5MW DFIG WTG representation.

The built-in pitch controller of the generic WTG model
attempts to maximize the power output according to the tip
speed ratio. At very low wind speeds, the pitch controller
keeps the pitch angle at 0◦. When the wind speed increases,
the pitch controller regulate the appropriate pitch angle in
order to keep the power output at rated power. To get the
relationship between tip speed ratio and pitch angle expressed
as an equation, the WTG model is implemented in MATLAB
Simulink, and simulated with a gradually increasing wind
speed. Fig. 1 shows the resulting pitch angle as a function
of tip speed ratio. At λ > 6, the pitch angle is 0.

From this discussion, it can be argued that from the wind
speed and the rotational speed, it is possible to estimate the
blade pitch angle. Therefore, the first two state variables of the
state model are chosen as x1 referring to Vw and x2 referring to
ωr. In the electrical system, assuming availability of accurate
voltage and current angles through phasor measurement units
(PMU) [27], all the input signals can be estimated from the
root-mean-square (rms) current and voltage. Therefore x3 is
chosen equal to Urms, likewise x4 is chosen equal to Irms.

To improve the reliability of the state estimator, all the
measurements are converted into the per unit (pu) scale, which
decreases the differences in the non-zero elements of the
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Fig. 1. Simulation results of the generic WTG model in MATLAB Simulink
with graduate increasing wind speed, giving a relationship between pitch
angle, θ, and tip speed ratio, λ.

Jacobian matrix of the state equations. All measurements are
converted into per unit using the base values shown in Table II.

TABLE II
PER UNIT BASE VALUES OF THE WTG MEASUREMENTS

Mechanical Electrical
Signal Base value Signal Base value Signal Base value

Vw 12 m/s P 3 MVA Irms 2 886.75 A
θ 10.42 ◦ Q 3 MVA Ua 346.41 V
ωr 1 pu Urms 346.41 V Ia 2 886.75 A

The per unit base values of the mechanical system are
chosen based on the parameters of the GE 1.5MW WTG from
[10], Eq. (6), and the relationship between λ and θ illustrated
in Fig. 1.

For the electrical system, the apparent power and voltage per
unit base values are chosen based on the test system shown by
the one line diagram in Fig. 2, created based on the benchmark
tests performed in [10] and the cable data found in [28].

External grid
230 kV 230/34.5 kV

3 MVA
34.5/0.6 kV
1.75 MVA

WTG
1.5 MW

Fig. 2. Single line diagram of test grid used to simulate the WTG model
connected to an external grid.

The highest rated equipment is the 230/34.5 kV transformer
with an apparent power rating of 3 MVA. From the second
transformer, it can be observed that the terminal voltage in
line to line rms is 0.6 kV. Therefore the per unit values of the
electrical system are calculated as in Table II.

After defining the per unit bases, the λ, θ relationship found
in Fig. 1 is converted to per unit and analyzed through the
MATLAB curve fitting tool to give the four term Gaussian
function representing the state equation in Eq. (8).

Vw = x1 (7)

θ = 2.778 · exp
(
−
( x2

x1
− 0.4469

0.3078

)2
)

+ 0.8212 · exp
(
−
( x2

x1
− 0.8423

0.2008

)2
)

+ 0.4885 · exp
(
−
( x2

x1
− 1.037

0.1354

)2
)

+ 0.2784 · exp
(
−
( x2

x1
− 1.169

0.08579

)2
)

(8)

ωr = x2 (9)
P = x3 · x4 · cos (φ) (10)
Q = x3 · x4 · sin (φ) (11)

Urms = x3 (12)
Irms = x4 (13)

U = x3 ·
√
2 · sin (2πft+ δ) (14)

I = x4 ·
√
2 · sin (2πft+ β) (15)

The equations in Eq. (7) to (9) are the mechanical state
equations and together with Eq. (10) to (15), they form the
complete set of state equations h(x). The set of electrical state
equations, in Eq. (10) to (15), are found from power system
theory [29].

C. LabVIEW implementation

The DER monitoring system is tested by implementing
a simulation model of the WTG onto the cRIO through
the LabVIEW programming tool. The Simulink WTG model
is built as a C code, using the compiler in Simulink, and
implemented on the cRIO through the model interface toolkit
(MIT) in LabVIEW.

The added computational burden on the cRIO is considered
by lowering the simulation of the WTG model. To include
necessary details of voltage and current waveforms from the
WTG model, the simulation frequency is set to 2500 Hz. On
the cRIO, each simulation step will be executed 25 times
slower than real time, this will however not affect the execution
time evaluation of the state estimator.

With the Simulink model implemented on the cRIO, the
simplified state estimator and integrated bad data detector are
programmed in LabVIEW, as described in Section II and II-A,
and shown in the process diagram in Fig. 3, which contains
additional information about the inter-process and inter-target
communication.

To allow control of the wind speed, a real-time (RT) target
process is created to simulate wind speed according to the
model described in [30]. The wind speed Vw and WTG
simulation model are executed in synchronized while loops on
the RT target to make sure that the calculations are executed
in a deterministic fashion. Before executing the state estimator
in the process of Fig. 3, each Simulink signal is distorted by
a normal distributed measurement error with zero mean and
variance equal to σ2 = 10−4. After completing an iteration
of the state estimation process, the updated state variables are
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Fig. 3. System diagram of the cRIO with the Simulink model of the generic
WTG implemented in LabVIEW.

communicated to the field-programmable gate array (FPGA)
target where bad data is detected and identified.

The information about bad data is returned to the state
estimator, which eliminates the bad measurements through
Eq. (5). When the Euclidean norm of the state variables have
converged below the tolerance xconvergence and no bad data is
detected, the information is returned to the host and visualized
for the system operator.

III. RESULTS

To evaluate the application of the embedded system for DER
monitoring the following three factors are considered:

1) Its ability to solve the WLS problem within a short time
frame.

2) Its accuracy in estimating the solution to the state
estimation model compared to raw measurements when
subject to normal measurement error.

3) Its performance in terms of detecting, identifying and
eliminating gross measurements errors.

Each factor is evaluated through a test scenario. In the
following, three test cases are introduced, the results are
analyzed and the system is evaluated.

A. Test 1: Execution time

The purpose of the first test is to evaluate how fast the
simplified state estimator with integrated bad data detector
can solve the WLS problem. This objective is reached by
implementing tick counts in the LabVIEW data flow before
and after the state estimator and bad data detector process in
Fig. 3.

Under normal conditions, with a standard deviation equal
to the assumed measurement device accuracy of σ = 0.01,
the QR factorization algorithm only requires a single or two
iterations to solve the WLS problem. To evaluate the execution
time of the DER monitoring system at different number of
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Fig. 4. Average, minimum and maximum execution time of the state estimator,
with integrated bad data detector, as a function of the number of iterations
needed before converging.

iterations, the standard deviation of the measurement error is
increased to σ = 0.02. This results in a higher chance of the
measurement error causing a detection of bad data, while using
a detection probability of α = 5%, and thereby increases the
number of iterations needed to solve the WLS problem.

The cRIO is run for a time series where the state estimator
executes in total 162 times. The resulting execution time data
is separated based on the number of iterations needed before
finding a solution to the WLS problem, reached after the
Euclidean norm of the change in state variable value between
two iterations is below the convergence threshold chosen as
xconverge = 0.01.

The number of iterations ranges from 0 to 13. In the
case where no iterations are needed, the first solution of the
state estimator is close enough to the final solution of the
previous execution, used as the starting point for the following
execution. The minimum, average and maximum execution
time is calculated and presented in Fig. 4 as a function of the
required number of iterations before converging.

A linear relationship between the number of iterations and
the average execution time is observed in Fig. 4. For the
executions with 1 to 3 executions, the maximum observed
execution is around 5 ms slower than the average execution
time. At the same time, the average value is observed closer
to the minimum execution time, which indicates that the
occurrence of large execution times is rather limited.

From Fig. 4 the execution time of the embedded DER
monitoring system can be evaluated. As previously mentioned,
the system is intended to run between acquisition and com-
munication of data, and the added timing requirements of
validating the data should be low enough to allow further
data handling. For an iteration count between 0 and 13, the
execution time varies from around 5 ms to 45 ms.

Considering the case of two iterations, the average execution
time is calculated in Fig. 4 as approximately 10 ms, this cor-
responds to an execution frequency of 100 Hz. An execution
frequency of 100 Hz satisfies current SCADA requirements
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Fig. 5. The value of the nine measurements in z, represented by the true simulated signal (blue line), the distorted signal (red line) and the estimated signal
(yellow line).

and offers possibilities in terms of allowing a faster data
acquisition for future SCADA systems.

B. Test 2: Estimation accuracy

In the second test, the objective is to compare the accuracy
of the estimated and disturbed signals to the correct signals
from the Simulink model. In this test case, all measurements
are disturbed by normal measurement error with zero mean
and σ = 0.01.

The cRIO is run and the accuracy of the simplified state
estimator is analysed by comparing the estimated signals h(x)
to the correct simulated signals z and the distorted signals zd.
These three results are found for each measurement in Table I
represented by their per unit value corresponding to Table II,
and shown in Fig. 5.

From the nine plots in Fig. 5 the dynamics of the system
are observed from changes in z during the time period. This
is especially visible for the wind speed Vw, the blade pitch
angle θ and the instantaneous voltage U and current I . For
all the measurements, h(x) is closer to or similarly distanced
from z compared to the disturbed measurements zd.

A numerical comparison of the results in Fig. 5 is performed
by calculating the average Euclidean error (AEE) over the
executed time period τ , using Eq. (16), as introduced in [31].

AEE(di) =
1

τ

τ∑

t=1

||dt,i||2 (16)

where d = z − v, v is a set of values who’s difference from
the correct measurements is desired, and i is the index of the
measurements in Table I. The AEE is calculated for both zd
and h(x) and is shown in Table III.

TABLE III
AVERAGE EUCLIDEAN ERROR OF ESTIMATED AND DISTURBED VALUES

FOR THE TIME SERIES RESULTS IN FIG. 5

v = zd h(x)

AEE(di)

i = 1 0.0067 0.0085
i = 2 0.0067 0.0064
i = 3 0.0095 0.0074
i = 4 0.0074 0.0055
i = 5 0.0070 0.0004
i = 6 0.0061 0.0057
i = 7 0.0090 0.0052
i = 8 0.0084 0.0056
i = 9 0.0085 0.0053

The small values of all the AEE results in Table III show
the similarity of the average error of zd and h(x). Evaluating
the accuracy of the simplified state estimator based on these
results gives an indication that h(x) offers similar accuracy in
situations with normal measurement noise as the raw measure-
ments. The state estimator could be improved by utilizing a
more detailed set of state equations as in [11] or [12], however
this would simultaneously change the execution time as the
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Fig. 6. Left: The wind speed, active power and rms current in per unit when subject to gross measurement error. Right: The absolute error between the true
simulated signal and the distorted signal (blue line) and the estimated signal (red line), for the three measurements subject to gross error.

detailed model requires an increased number of calculations
in finding the solution to the WLS problem.

C. Test 3: Gross error performance

After testing the accuracy of the state estimators when
measurements are subject to normal measurement error only,
this test case evaluates the performance of the embedded DER
monitoring system when gross measurement errors are injected
into a set of target measurements. For this purpose, a testing
interface is implemented in the LabVIEW user interface that
allows specification of scalar measurement error and the index
of the target measurement.

Three different measurements are chosen as targets and
injected with the gross measurement error ε at the time tε
as presented in Table IV.

TABLE IV
GROSS MEASUREMENT ERROR INJECTION SCHEDULE FOR TEST CASE 3.

tε 8 s 13 s 18 s 38 s 33 s 38 s

zi Vw P Irms Vw P Irms

ε 5σ 5σ 5σ 10σ 10σ 10σ

From Table IV the magnitude of the gross measurement
error injected is chosen as 5 and 10 times the standard
deviation of all the measurements σ = 0.01. The schedule
is used while running the cRIO, giving the results illustrated
in Fig. 6.

In Fig. 6, the left hand side shows the pu value of the
wind speed, the active power and the rms current during
the time period of execution. From these plots, zd is clearly
affected by the gross measurement error injected two times for
each measurement. In comparison to zd, the estimated results
in h(x) are closer to the correct measurements, z for each
injection of gross measurement error.

In the right hand side plot of Fig. 6, the absolute error
between z, zd and h(x) is shown for each of the three
measurements. Here the performance, of the simplified state
estimator, in handling gross measurement errors is easily
visible, as it is able to detector, identify and eliminate the error
and estimate a better signal value than the raw measurements.

The error in Irms after 33 s in the right hand side of
Fig. 6, equal to approximately 0.04 pu indicates room for
further improvements of the system. The cause of the large
error is that the embedded monitoring system first correctly
identifies the active power as the bad measurement, and after
eliminating the error, it wrongly identifies a bad data at the
rms current as well. This increases the difference between the
pseudo measurement value and the correct value. This could
possibly be avoided by finding the optimal trade-off between
false positives and negatives, thereby fine tuning the detection
threshold K, or refining the methods used in the bad data
detector.

Besides the false identification of the rms current as con-
taining a bad data, the results confirm the added accuracy
of using the embedded DER monitoring system compared to
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using raw measurements when monitoring the performance of
DERs. This accuracy could be valuable when considering the
utilization of measurements in determining control actions in
the CPES.

IV. CONCLUSION

The growing implementation of distributed energy resources
and the increased focus on distributed control of these re-
sources entails added challenges in the cyber-physical energy
system. With the added dependency on distributed control
comes dependency on valid data from distributed energy
resource measurement systems.

This paper describes the development, implementation and
testing of a simplified state estimator, capable of efficiently
removing gross measurement errors from distributed energy
resource data measurements. The simplified state estimator
is implemented on an embedded system and simulated in
connection to a simulation model of a generic wind turbine
generator. With the embedded system implementation, the
measurements from the distributed energy resources can be
processed and validated between data acquisition and data
communication.

Simulation results show that the simplified state estimator
has a fast execution time which offers utilization in current
and future measurement systems. Compared to utilizing raw
measurement data, the simplified state estimator has similar
average Euclidean error as normal measurement error and
can remove gross measurements, which shows its application
potential in the cyber-physical energy system.

For future work, the bad data detector of the embedded
monitoring system could be improved in terms of its ability
to accurately identify bad data. A second proposed further
research could be to try and validate the efficiency of the
simplified state estimator by using real wind turbine measure-
ments, and in the end, try to implement the system on a real
wind turbine. A third possibility is to test the generality of
the monitoring system by replacing the WTG state estimation
model and applying the system on a different type of, such as
a photovoltaic system.
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Abstract—In this paper the authors present the results of
research to develop the visual system for autonomous flying agent.
The core elements of the vision system which were designed
and implemented in the earlier stage of the project are brought
together. The second aim is to show capabilities of a simulation
environment designed and developed by the authors in order to
enable testing of the vision systems (dedicated for Unmanned
Aerial Vehicles) in the artificial environment. The first section
of the paper introduces the testing (simulation) environment
for MavLink-protocol-based autonomous flying robots. Next, the
core elements of a vision system, designed for Unmanned Aerial
Vehicle (UAV), are discussed. This includes pre-processing and
vectorization algorithms, object recognition methods and fast
three-dimensional model construction. The third part introduces
a set of algorithms for robot navigation, solely based on vision
and altitude sensor and compass. The paper concludes with the
description of the tests and presentation of results where designed
simulator was applied to show mentioned vision system elements
operating together to execute complex task.

I. INTRODUCTION

THE SIMULATION has always been important in the
development of advanced robotic systems. Such a need

is driven by a number of factors. The key one is the cost of
the robotic solutions. Utilizing such environments for testing
of the early versions of elements of the system, such as
vision system and navigation algorithms, may help avoiding
costly accidents [1]. Additional benefit of using artificial
testing environments lays in short time between bug discovery,
patch implementation and re-testing. This can lead to greatly
minimized overall development and testing time.

The key questions that arise during the development of
advanced UAV systems may be:

1) Are we sure how the robot will response to the input
from navigation procedures and sensors?

2) Will it be able to accomplish the task within given time
regime?

3) What are the limitations of communication protocol?
4) How will robot react if emergency situation, such as loss

of communication with navigation module, occurs and
how procedures for such event will work?

Artificial testing environment can help minimize the risk
associated with these questions. Nevertheless, some uncer-
tainty is related specifically with communication protocol
which is utilized between navigational module (which includes

AI functions) and autopilot module which is responsible
for execution of low-level tasks, such as robot’s movement,
power management, basic sensors reading (such as barometer,
GPS, gyroscope). There is a number of existing simulators
for particular UAV controllers and, on the other side, more
general approaches, where testing environment is designed for
abstract robot, not associated with particular communication
protocol or controller model [2], [1]. The challenge is to
create the testing environment which directly incorporates
the communication protocol (such as MavLink) that will be
used in real UAV. In such scenario the AI module sends the
instruction directly to the navigation module utilizing the given
communication protocol, but the system can be connected
either to the emulated or real UAV.

The solution presented in this paper introduces an ap-
proach, which enables testing solutions that are ready to be
applied on real UAV. It faces that challenge by combining
emulation of robot which communicates via MavLink pro-
tocol with visualization of the simulated environment. The
MavLink protocol (Micro Air Vehicle Communication Proto-
col) is one of the most popular protocols for communicating
with robots’ control stations (also called autopilots), sending
commands and exchanging telemetry information. It is a
lightweight, header-only protocol utilized by controllers such
as Pixhawk PX4 (see https://pixhawk.org/), APM 2.6 (see
http://ardupilot.org/copter/) or SLUGS Autopilot [3], [4]. Such
approach in the design of UAV simulator allows not only to
test a considerably wide range of solutions but also to directly
use existing code to connect to real UAV, utilizing MavLink
protocol, immediately after finishing simulated tests. This can
be accomplished by simply changing the connection from the
server representing emulated UAV to a real robot connected
to PC via telemetry transmitter/receiver.

Such simulator can be applied in various scenarios. The
most basic one would be testing of robot’s reactions to move-
ment requests, sent from the controlling application, where
a graphical interface would allow observation of potential
responses of the real robot and tracking unexpected behaviors.
This simulator can be applied for testing of more sophisticated
solutions. One of the typical classes of algorithms that can be
tested in such simulator are object recognition [5], [6] and
scene analysis [7], [8]. These problems are widely studied in
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robotics and can contribute to the solution of more complex
tasks, such as scene understanding and robot localization [9],
[10].

The paper is structured as follows. Section II discusses
the design and functionalities of the proposed simulator. Next
section (see III) describes the core elements of scene analysis
system. It briefly introduces algorithms for vectorization of
the images, recognition of the objects in the scene and three-
dimensional model building. In section IV the authors propose
the set of methods for navigation of a UAV to allow operating
in an urban environment, utilized in tests for the solution.
Section V is dedicated for presentation of test showing capa-
bilities of scene analysis system as well as the simulator. The
scenario of the tests is based on the idea of UAV, equipped with
visual sensor, operating in an urban environment. The main
task of this robot is to locate predefined object in the scene
and build a three-dimensional model of the located building
(later in this paper the terms object and building will be used
interchangeably due to assumption that the robot operates
in an urban environment). The last section is dedicated for
concluding remarks.

II. ARTIFICIAL TESTING ENVIRONMENT

In this part the environment for simulating execution of
a real UAV’s tasks is introduced. The designed system is
dedicated for testing UAV which utilizes MavLink protocol.
The solution is based on combination of lightweight SITL
(Software In The Loop) simulator and scene model which is
generated in OpenGL environment. The whole system was
implemented in Python language. The SITL simulator is pro-
vided alongside with libraries for communicating in MavLink
protocol. It is aimed to allow simple tests of sending command
to the robot and receiving telemetry information from it. When
the simulator is started as a server in local machine it responds
to the input as if it was a physical UAV using MavLink
protocol. This is enough for testing simple commands of
movement and receiving information from the robot. To allow
the simulator to execute more complex tasks it was combined
with OpenGL module which enables visualization of actions
executed by a simulated UAV. The important outcome of this
is the possibility to use OpenGL camera to work as a visual
sensor of the robot. The input from that virtual camera is a
source of information that can be provided to the complex
scene analysis algorithms. By combining these two elements
the researchers and developers are allowed to directly switch
from using simulator to executing actions on real MavLink-
enabled UAV, equipped with visual sensors.

The overall design of the simulated environment is shown in
Fig. 1. In this system, the UAV module and Image processing
module operate together as the central control unit. It processes
information from sensors (video feed from OpenGL in the
presented simulated environment), executes complex tasks
related to image processing and conducts interaction with a
physical flying robot or a simulated one (SITL simulator) like
it is presented in this paper. Practically, this control unit is
the main part of an unmanned flying agent responsible for

Fig. 1: Overview of the system modules and communication
in the simulated environment.

all higher level functionalities over those that are ensured by
autopilots such as PX4 or APM 2.6 and communicates with
the autopilot with a use of the MavLink protocol.

III. SCENE ANALYSIS ALGORITHMS

This section is aimed to briefly introduce a set of scene
analysis methods that were combined to form a complete task
for a UAV, tested in the simulator. These algorithms were
designed and implemented in another part of the project to
create the core elements of visual system for autonomous
flying agent. More details about these methods and their
possible applications can be found here [11], [12], [13]. These
algorithms can also be utilized for solving more complex
problems, such as cognitive approach to scene analysis and
recognition [14]. Let us briefly introduce these algorithms
below.

A. Vectorization method

This method is aimed to obtain memory-efficient, vector
representation of objects in the examined scene. The amount
of information describing the shape of an object is limited to
a list of points in Euclidean space which are located in the
corners of the object. The steps which lead to creation of that
representations are:

1) Pre-processing. As the pre-processing of the images is
outside of the scope of discussed project is is assumed
that objects that are subject for analysis have distinctive
colors. This allows extracting objects from the image by
filtering specific colors from predefined set.

2) Border extraction. The result of pre-processing which
consists of extracted color shapes on the black back-
ground are subject for edge detecting process. To extract
edges of the shapes, a recursive algorithm for two-
dimensional edge detection is used [15].

3) Point sequence generation. A dense sequence of points,
located along the edge of each object, is generated. The
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[[270, 12] [270, 12]  [270, 3] [90,  8]  [90,  4]  [270, 8]  [270,  3]  [270, 12]  [270, 12] [270, 12]  . . . [270, 3] [270, 12]] 

 [[270, 17] [90, 40]  [90, 21] [270, 40]  [270, 18] [270, 61]   [270, 57]  [270, 61]]

[[45, 12], [315, 12], [225, 3], [135, 8], [225, 4], [315, 8], [225, 3], [135, 12]]

[[45, 17], [315, 40], [45, 21], [135, 40], [45, 18], [315, 61], [225, 57], [135, 61]]

angle of third wall (expressed in degrees)

number of nominal features which expresses the length of the wall

Intermediate representations of two compared objects 

with walls represented by their angles 

and lengths expressed in nominal features 

Final representations where angles of walls are substituted 

by angles between subsequent walls.

(example of match found between two patterns) 

Doubled representation

Fig. 2: Representation obtained from vectorized object, used
for recognition process.

points are evenly distributed and the distance (calcu-
lated in number of pixels from original image) between
them depends on predefined parameter. The distance has
impact on shape description accuracy and the greater
distance is, the less accurate description can be obtained
with the increase of efficiency of the algorithm at the
same time.

4) Removing redundant points. Some points are redun-
dant in the sequence if they lay on the same line or
change the path insignificantly. To remove them the
Ramer-Douglas-Peucker curve simplification algorithm
[16], [17] is utilized.

The final step is the enrichment of the object representation
with information about its color. To do this a pixel located
inside the outline of examined object is selected and its RGB
color description saved along with the vector representation.
Further it will be used to prepare images for 3D object
model construction. The particular images, showing examined
building from various sides (see section III-C) will be filtered
to select only this color which is associated with the color
of the object which was first vectorized and recognized based
on the image taken from above. This is done to ensure that
the contours that are discovered in the images taken during
examination of the building belong to the desired (examined)
object.

B. Object recognition

For object recognition a syntactic algorithm was proposed. It
allows a rotation and scale invariant matching which is crucial
for UAV application as altitude and direction of flight may
differ from one scenario to another.

In Fig. 2 the representation used in matching algorithm is
presented. To allow rotation invariant matching, the represen-
tation of first object is doubled as it is highly probable that
starting corner (first in vector representation) of one object is
different from the one that belongs to the representation of
compared object. More comprehensive information about this
algorithm can be found in [11].

C. Three-dimensional model building

Another application where the vector representation de-
scribed above is utilized is three-dimensional object model

construction. Such a representation can be used in various
applications. As an example we can consider ground incli-
nation and obstacle shape approximation [18] and objects
shape modeling for collision-free navigation and inspection
tasks in an urban environment [13]. Such model is built using
projections which are obtained from images taken from three
sides of the examined object - top, front, right. This allows to
create a simplified model carrying information about overall
shape of the object as well as configuration of separate walls
and features such as holes in object’s structure. The process
of model construction is divided into steps in which particular
walls of the resulting 3D structure are derived separately, based
on reference projection and two other projections which are
cut into fragments and adjusted to form the third dimension.
In Fig. 3 a process of single wall creation is presented, where
a reference projection is the right one and top and front ones
are being cut.

IV. NAVIGATION METHODS

Some of the most important tasks for a UAV are target
position calculation and path planning. They are exceptionally
critical when operating in urban environment and during
inspection tasks. In such applications robot is required not only
to avoid obstacles (even when flying on high altitude) but also
to position itself precisely to execute given tasks [10], [19],
[20]

The scenario presented in section V require utilization of
precise navigation as well. To support UAV with necessary
capabilities the following methods were provided:

1) Calculating position of Points Of Interest (later referred
to as POI) in the area photographed from high altitude.
The POIs are related with objects (buildings) that, in
subsequent steps, are subjects for recognition in order
to find the specific one which shape is similar to one’s
that was initially stored in the robot’s memory. Each POI
has to be visited in order to collect an image revealing
the exact shape of the object observed from position
straight over it.
This calculation is done by a function calcMoveTo-
TargetHorizont() executed for each POI. The function
returns distance to North and East to a point in the photo,
given as an argument. First the distances along X and Y
axis (in pixels) are calculated with reference to the center
of the photo which represents the point over which the
UAV is currently located. Next, using information about
drone’s altitude (read from barometer sensor) given as an
argument, those X and Y values are converted to real
distances in meters. Finally the function uses drone’s
heading direction (read from compass) to count the real
shift to North and East (as the image of the scene is not
necessarily taken while the drone is facing North).

2) Calculating target position to collect images necessary
for building three-dimensional representation of an ob-
ject. This is executed once the UAV is positioned straight
over the building which is recognized as the one to be
examined.
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(a)

(b)

(c)

Fig. 3: Steps of creating walls in 3D model building, (a) -
cutting from projections, (b) - projecting onto a plane, (c) -
intersection of intermediate walls

To accomplish this, the function calcHeadingChange-
ForImage() was introduced. It chooses the place and di-
rection for the front and right-side photo of the building.
The idea is to calculate the smallest rectangle that can
be circumscribed on a figure of a building. For the front
image we choose the side of the building associated with
one of the longer edges of obtained rectangle. It is done
so, because the front image is supposed to give the best
overview of the examined building. After the front side
is identified, the distance from the building is calculated

Fig. 4: Bitmap image of searched object provided to UAV.

using the camera’s vertical and horizontal angles of view.
The position for the second photo is set in front of the
side of the building associated with shorter edge of the
circumscribed rectangle. It means that direction in which
camera has to be pointed is perpendicular to the direction
in which the front side is photographed.
Finally, it is checked if any of two chosen points collides
with any other object on the scene. If so, another
possible point is searched. It means that the opposite
side of the building is selected or distance from the
building is changed if opposite side also gives colliding
position. If there is no collision, the function returns
heading changes and coordinates for both of the chosen
spots.

V. TESTS

This section presents the results of the tests to show capa-
bilities of the simulator introduced in this paper. These test
also bring in action the scene analysis algorithms discussed
in previous sections - vectorization, image recognition and
3D model building. Test scenario is revealed step by step in
this section and supported by figures showing most essential
output. Let us briefly outline the scenario:

1) First, the UAV is provided with an image of the object
(taken from above) which is going to be searched in the
simulated environment.

2) The robot, using the image of the scene taken from high
altitude, locates objects in the scene and calculates route
to take more detailed pictures of each of them.

3) It flies over each object and takes detailed images from
lower altitude. Each photographed object is compared
with the searched one.

4) Once the searched object is located the UAV performs
closer investigation of the building to collect images
necessary for 3D model building.

In Fig. 4 and 5 a searched object and its vector represen-
tation is presented. This object is provided to the UAV to be
located in the simulated environment. The vectorized object
will be an input for image recognition algorithm discussed
earlier in this paper.
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Fig. 5: Vector representation of searched object.

Fig. 6: Scene generated in simulated environment, pho-
tographed by the UAV from high altitude.

The next figure (see Fig. 6) shows the first image taken by
the UAV and represents whole scene with four buildings. To
take this picture the UAV climbed up to predefined altitude of
h = 45 meters. In the following figure (see Fig. 7) the same
scene is shown vectorized. This vectorization is done to allow
UAV to find all structures in the scene and calculate target
positions from where it will be possible to take more precise
images. These images will further be compared with searched
object to find the one for which the 3D representation will be
built.

In the next step the destination points were added to the
list. It was then provided to UAV module to initiate a task of
visiting each point. After reaching each of the points from the
list (at predefined altitude of h2 = 20 meters) a detailed image
was taken (see Fig. 8, 10, 12, 14), vectorized (see Fig. 9, 11,
13, 15) and provided to image recognition algorithm.

The following figures (see Fig. 14 and 15) show the image
and vector representation of the building that was recognized
in the scene as the one that was searched. During this step,
when the object was recognized, its RGB color code is stored
along with vector representation. It will be used in next steps
for proper extraction of objects photographed horizontally
against other objects in the scene.

In this particular test it turned out that the red building was
the last on the list and all buildings were visited before this

Fig. 7: Vectorized image of the scene. Calculated destination
points to take precise images are marked.

Fig. 8: Detailed image of yellow building.

one. In more general scenario it is not necessarily the case as
the searched object can be found earlier and the task of flying
over all targets can be terminated.

After the searched object was recognized the UAV initiates
next task to scan the object and build 3D representation. To
accomplish this, the following target locations are calculated
and provided to simulated UAV:

1) position over the building with UAV heading set to take
a proper image which will be used as one of three
projections (the top one).

Fig. 9: Vector representation of yellow building.
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Fig. 10: Detailed image of purple building.

Fig. 11: Vector representation of purple building.

2) turn the camera from pointing downwards to front in
order to take horizontal images. In real UAV it can be
done with the use of gimbal stabilizer.

3) position on the front side of the building to take front
projection.

4) position on the right side of the building to take right
projection.

Figures 16, 17 and 18 present images of the examined
object taken by the robot from the above mentioned positions
respectively.

In the next set of figures (see Fig. 19, 20 and 21) there

Fig. 12: Detailed image of blue building.

Fig. 13: Vector representation of blue building.

Fig. 14: Detailed image of red building.

are vector projections of the examined object, obtained from
above mentioned images. The RGB color code (red tint in
this case), stored with vector representation of top projection,
is utilized in this step in order to properly extract shapes of the
objects in the images taken horizontally. This is done in image
pre-processing by filtering out all colors that are different from
the stored one.

The final step is the creation of three-dimensional represen-
tation of the object that has been found and closely examined.
Figures 22 and 23 show the final result of three-dimensional
model building algorithm.

Fig. 15: Vector representation of red building.
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Fig. 16: Image of examined object taken from above. Direction
is the same as for front image which makes it directly suitable
for 3D model building.

Fig. 17: Image of examined object taken from frontal position
of UAV.

Fig. 18: Image of examined object taken from the right side
of the examined object.

Fig. 19: Vector representation of the object photographed from
above.

Fig. 20: Vector representation of the object photographed from
frontal position of the UAV.

Fig. 21: Vector representation of the object photographed form
the right side.
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Fig. 22: The result of three-dimensional model building algo-
rithm.

Fig. 23: The result of three-dimensional model building algo-
rithm presented from a different angle.

Position for

front image

Position for

side image

Fig. 24: The route of the UAV executing tasks in simulated
environment. The locations from which the robot took images
of examined object are marked.

Fig. 25: The route of the UAV shown from different angle.

Additional functionality of the presented simulator is the
tracking of movement of the UAV. Figures 24 and 25 show
the path that was followed by the UAV during the tests. It can
be noticed that the robot started from the middle of the scene
and immediately climbed to high altitude to take overview
image of the scene (shown in Fig. 6). Then, on a lower
altitude, all objects on the scene were visited in the sequence:
yellow, purple, blue, red. Additionally, in Fig. 24 the points
from which the UAV took images for 3D model building are
marked.

VI. CONCLUSION

In this paper the authors discussed the simulator for Un-
manned Aerial Vehicle. Its characteristics, including MavLink
protocol utilization, were introduced. The design of the sim-
ulator allows to connect AI both with navigation module
directly to a real UAV which can shorten the time between
development of the robotic solution and its implementation
on a real UAV. The authors also introduced the vision system
which was tested on the proposed simulator. The aim of
the tests was to show that the vision system modules, such
as object recognition and three-dimensional model building,
can be combined to allow execution of complex tasks. The
test results show the capabilities of the vision system which
was applied for searching and analysis of the objects in the
modeled scene.

The further work will be focused on extension of func-
tionalities of the simulator. It will include monitoring of the
UAV state, based on telemetry information send via MavLink
protocol. Also, the visual module of the simulator will be
developed to simplify switching from OpenGL view of the
simulator to a vision sensor of a real UAV. In terms of
vision system the cognitive module for close inspections will
be developed. It will allow a robot to identify features and
shape details of the examined objects and utilize the obtained
information for navigation close to the structures.
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[14] A. Bielecki and P. Śmigielski, “Graph representation for two-
dimensional scene understanding by the cognitive vision module.”
International Journal of Advanced Robotic Systems, vol. 14, pp. 1–14,
2017.

[15] J. Canny, “Finding edges and lines in images.” M.I.T. Artificial Intelli-
gence Lab., Cambridge, MA, Tech. Rep., 1983.

[16] U. Ramer, “An iterative procedure for the polygonal approximation of
plane curves.” Computer Graphics and Image Processing, vol. 1, no. 3,
pp. 244–256, 1972.

[17] D. Douglas and T. Peucker, “Algorithms for the reduction of the number
of points required to represent a digitized line or its caricature.” The
Canadian Cartographer, vol. 10, no. 2, pp. 112–122, 1973.

[18] A. Bielecki, T. Buratowski, M. Ciszewski, and P. Śmigielski, “Vision
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1st International Conference on Lean and Agile
Software Development

THE evolution of software development life cycles is
driven by the perennial quest on how to organize projects

for better productivity and better quality. The traditional
software development projects, which followed well-defined
plans and detailed documentations, were unable to meet the
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their situation.
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Abstract—A significant number of techniques dedicated to

requirements specification and documentation is described in

the available sources. As there is no purpose to use all of them, a

selection has to be made, taking into consideration the context

of a given software project, for example its size, usage of agile

approach or stakeholders' technical competency. This paper is

intended to provide guidelines for such selection. We reviewed

several sources (mainly industrial standards) to identify the

general approach to requirements specification and specific

techniques they recommend for this purpose. We also proposed

a set of attributes describing project's context. Then, we

conducted a survey study involving 42 Polish IT industry

professionals, asking them to select techniques applicable to

different projects. The survey was followed by two interviews

with exerienced business analysts to interpret its results. The

main contribution of the paper are selection recommendations

based on results of survey and interviews.

I. INTRODUCTION

equirements Engineering (RE) is a part of the overall

development process, which relies on interacting with

customer representatives and other stakeholders and results

in defining and maintaining system/software requirements.

RE comprises of several activities, including discovering,

eliciting, developing, analyzing, determining verification

methods, validating, communicating, documenting, and

managing requirements [1].

R

In recent years, a term of Business Analysis (BA) emer-

ged, which is defined as the practice of enabling change in

an enterprise by defining needs and recommending solutions

that deliver value to stakeholders [2]. In case of software

projects, it can be said, that RE is a part of BA, as the scope

of BA is wider and includes activities focusing on financial

and organizational issues affecting the customer.

Regardless of the names and definitions accepted, RE and

BA are considered to be among most important areas of any

software project, as they provide basis for all further

activities and failures/omissions in this area result in serious

problems affecting the overall development process and

project outcome [3]-[5]. The significance of RE/BA resulted

in publishing a significant number of sources describing

processes and recommended practices. Such sources include

international norms ([1], [6], [7]), industrial standards ([2],

[8]-[10]) and books ([4], [11]). 

 

The practices recommended include techniques to be used

for particular activities e.g. elicitation or specification of

requirements. A notable observation can be made, that

despite the fact RE/BA has a long tradition and is considered

to be a more disciplined (“heavier”) process, the influence of

lean and agile approaches is becoming visible. Several titles

known for years as established sources of information on

RE/BA, in their more recent editions/revisions list

techniques adopted from Agile methodologies (e.g. user

stories, backlog management, on-site customer representa-

tive) [2], [4].

The number of RE/BA techniques listed in the sources

mentioned above, as well as others, is very significant. The

intent is usually to describe the tools available to business

analysts, system analysts or other professionals responsible

for RE/BA and to leave the choice up to them. To some

extent, several complementary techniques can be used

together e.g. different requirements specification techniques

cover static, process or user interface aspects of the

developed system. In general, however, techniques are

usually at least partially redundant and a selection is

necessary. Such selection should take into consideration the

context of a given software project e.g. team size or

development methodology.

In the research reported in this paper we focused on

techniques dedicated to requirements specification and

documentation, leaving out techniques used in other RE/BA

activities (elicitation, validation, management etc.). We

intended to provide a guidance on selection of such

techniques in various project contexts. We also wished to

include (among others) the specifics of agile projects to

determine applicable specification techniques. Our general

approach was to utilize the experience of business analysts

(and other IT professionals working with requirements) for

this purpose. The main research method was a Web-based

survey study, additionally we interviewed two experienced

business analysts to validate the study, as well as to analyze

and further interpret the results. 

The remainder of the paper is structured as follows: in

Section II we describe the related work on applicability of

RE/BA techniques and related practices to specific projects,

tasks or purposes. Section III provides a background on

requirements specification and documentation definitions in

the available standards. The next Section IV describes our
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preparatory research activities: first a set of requirements

documentation techniques is selected for further considera-

tion, next a list of attributes determining project's context is

proposed. Section V presents the survey study conducted and

its results. In Section VI we describe how the results were

validated through follow-up discussions with the interviewed

business analysts. Section VII concludes the paper with

discussion of  the findings and limitations of our study.

II. RELATED WORK

The main group of related research is focused on selection

of RE/BA techniques for a particular purpose or evaluation

of such techniques with respect to their applicability. 

The only work specifically focusing on requirements

documentation techniques is reported in [12], where 8 such

techniques were evaluated (by the authors) with respect to

their potential expressed by inherent characteristics e.g.

availability of graphical representation, ability to represent

requirements' priorities, independence from a specific

development methodology. 

A wider study covering techniques from all RE/BA areas

(including requirements documentation) is described by

Jiang et al. [13]. They propose attributes to assess each

technique's potential, a set of characteristics describing

software projects and rules for selecting techniques in

different contexts. It is a complex and mature approach,

however documentation techniques considered by them

differ significantly from those recommended in current

standards, as they use e.g. formal notations like Z or more

general methodologies like object-oriented analysis.  

Hickey and Davis [14] conducted interviews with known

software engineering experts, about applicability of RE/BA

techniques for a number of hypothetical cases of software

project contexts. Their study however considered

requirements elicitation techniques only. 

Also, several other papers on evaluation of RE/BA

techniques with respect to their characteristics (e.g.

abstraction level, effort, required skills), are available. They

however focus on techniques from other areas, mostly

requirements elicitation [15]-[17], but also analysis [18] or

validation [19].

As we intended to cover some aspects of lean and agile

development by e.g. considering projects involving smaller

teams, following an agile methodology etc., the other area of

related work concerns the application of RE/BA techniques

and related practices to agile projects.

An initial assessment of RE/BA techniques to agile

projects is described in [20]. Empirical analyses on usage of

particular agile requirements practices in the industry, as

well as related benefits and problems, were reported in [21]-

[23]. A literature review based summary of agile requirement

approaches (extracted from more general papers on agile

practices) is presented in [24]. According to our knowledge,

no work dedicated to systematic investigation on application

of various requirements documentation techniques in agile

development was published.

III. BACKGROUND

We use the terms of requirements specification and

requirements documentation interchangeably and understand

them as writing down the requirements using a suitable

representation to capture their essentials. The terms however

are not so obvious, considering the differences between

standards. In this section we summarize how this aspect is

described in norms and industrial standards. A summary of

terms used by different standards  is shown in Table I.
TABLE I. 

SUMMARY OF TERMS USED IN STANDARDS

Term ISO/

IEEE

BABOK REQB IREB PMI

Guide

Documentation X X

Analysis X X X X

Specification X X X

Modelling X X X X

The main international norm on requirements engineering

is ISO/IEC/IEEE 29148 [1]. It superseded earlier documents

[6] and [7], which however are still referenced by current

industrial standards (e.g. [8]). These sources recognize the

need of unambiguous requirements specification, but do not

provide the detailed definition of specifying/documenting

requirements activity. Instead, they provide the contents of

system/software requirements specification documents.

Business Analysis Body of Knowledge Guide (BABOK)

[2] defines a “Specify and Model Requirements” task,

included in “Requirements Analysis and Design Definition”

(one of six main areas listed in this standard). It therefore

does not distinguish between specifying and modelling.

Requirements Engineering Qualifications Board syllabus

(REQB) [8] lists “Requirements Specification” as one of

main RE sub-processes, which concerns both requirements

representation (as diagrams, user stories etc.) and contents of

System Requirements Specification document. The available

notations and forms of representing requirements are

however described more thoroughly in “Solution Modelling”

section, being part of “Requirements Analysis” process.

International Requirements Engineering Board syllabus

(IREB) [9] introduces “Requirements Documentation” as

one of four main RE activities. It also distinguishes “Model-

based Documentation of Requirements”, where several

modelling techniques are listed.

“Business Analysis for Practitioners. A Practice Guide”

issued by Project Management Institute (PMI Guide) [10] in

turn defines a major activity of “Requirements Elicitation

and Analysis”, which includes (among others) the

documentation-related tasks: “Model and Refine

Requirements” and “Document Solution Requirements”.
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Also, “Analyze Requirements” task explicitly refers to

selecting a suitable requirements representation/model to

work with.

IV. PREPARATORY RESEARCH ACTIVITIES

In this section we describe preparatory steps necessary to

conduct the survey study. Preparation included two main

activities: analyzing the available sources to extract

particular requirements documentation techniques and

TABLE II. 

REQUIREMENTS DOCUMENTATION TECHNIQUES IN BABOK AND PMI GUIDE

# Technique name (and alternative names) BABOK PMI Guide

1 Business Rules Analysis (Business Rules Catalog) + (10.9) + (4.10.9.1)

2 Data Dictionary + (10.12) + (4.10.10.3)

3 Data Flow Diagrams + (10.13) + (4.10.10.2)

4 Data Modelling (Entity Relationship Diagram) + (10.15) + (4.10.10.1)

5 Decision Modelling (Decision Table, Decision Tree) + (10.17) + (4.10.9.2)

6 Functional Decomposition (Decomposition Model) + (10.22) + (3.5.2.2)

7 Interface Analysis (System Interface Table, User Interface Flow) + (10.24) + (4.10.11.2, 4.10.11.3)

8 Organizational Modelling (Organizational Chart) + (10.32) + (3.3.1.2)

9 Process Modelling (Process Flow) + (10.35) + (4.10.8.1)

10 Prototyping (Wireframes, Display Action Response) + (10.36) + (4.10.11.4)

11 Root Cause Analysis (Fishbone Diagram) + (10.40) + (2.4.4.2)

12 Scope Modelling (Context Diagram) + (10.41) + (4.10.7.3)

13 State Modelling (State Table, State Diagram) + (10.44) + (4.10.10.4)

14 Use Cases and Scenarios (Use Case Diagram, Use Case) + (10.47) + (4.10.7.5, 4.10.8.2)

15 User Stories + (10.48) + (4.10.8.3)

16 Acceptance and Evaluation Criteria + (10.1)

17 Business Capability Analysis + (10.6)

18 Business Model Canvas + (10.8)

19 Concept Modelling + (10.11)

20 Glossary + (10.23)

21 Non-Functional Requirements Analysis + (10.30)

22 Roles and Permissions Matrix + (10.39)

23 Sequence Diagrams + (10.42)

24 Stakeholder List, Map or Personas + (10.43)

25 Ecosystem Map + (4.10.7.2)

26 Feature Model + (4.10.7.4)

27 Goal and Business Objectives Model + (4.10.7.1)

28 Interrelationship Diagram + (2.4.4.2)

29 Report Table + (4.10.11.1)

30 SWOT Diagram + (2.4.2)
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defining the attributes which characterize the context of

software projects.

A. Requirements Documentation Techniques

International norms (ISO/IEC/IEEE 29148, IEEE 830,

IEEE 1233) provide guidance on RE/BA processes and

contents of system/software requirements specification

documents, but not on particular RE/BA techniques (in fact

techniques are rarely mentioned and only as examples). We

therefore turned to industrial standards mentioned in Section

III. Due to limited resources, we decided to use BABOK and

PMI Guide to identify state of the art techniques of require-

ments documentation. REQB and IREB proved to be much

more difficult to use. The initial review of their contents

revealed that techniques are not explicitly listed (the whole

text would have to be carefully scanned) and their

descriptions are rather brief (if any at all – many techniques

are only mentioned, not described).

The analysis of the contents of two sources: BABOK and

PMI Guide resulted in identifying 30 requirements docu-

mentation techniques, together with their definitions/

descriptions. Table II provides a summary of our findings,

including references to the relevant sections of sources.

Despite the fact that these two sources often use different

names and sometimes include different variants of similar

techniques, it was possible to match 15 out of 30 techniques

as common to both sources. Short descriptions of these 15

techniques are given below, for more details and for

definitions of the remaining techniques, the readers of this

paper are directed to the source documents. 

• Business Rules Analysis – A business rule is a

specific, testable directive that serves as a criterion

for guiding behaviour, shaping judgments, or

making decisions [2]. Business rules analysis is

used to identify, express, validate, refine, and

organize the rules that shape day-to-day business

behaviour and guide operational business decision

making [2]. Business rules can be organized into

catalogues which describe each rule using e.g. a

unique ID, its type/category, description and

references to related documents [10].

• Data Dictionary - A data dictionary is used to

standardize a definition of a data element and

enable a common interpretation of data elements

between stakeholders [2]. A data element can be

described e.g. by name, aliases, description,

allowable values, validation rules [2], [10].

• Data Flow Diagrams - A data flow diagram

illustrates the movement and transformation of data

between externals (entities) and processes [2]. It

identifies data inputs and outputs for processes, but

does not specify the timing or sequence of

operations [10]. It also includes the temporary or

permanent repositories within a system or an

organization (named data stores or terminators) [2].

• Data Modelling - A data model describes the

entities, classes or data objects relevant to a

domain, the attributes that are used to describe

them, and the relationships among them [2]. It

usually takes the form of a diagram that is

supported by textual descriptions [2]. Entity

Relationship Diagram can be specifically used for

data modelling purposes [10].

• Decision Modelling - Decision models show how

data and knowledge are combined to make a

specific decision (straightforward or complex) [2].

Straightforward decision models use a single

decision table or decision tree to show how a set of

business rules that operate on a common set of data

elements combine to create a decision, while

complex decision models break down decisions into

their individual components [2], [10].

• Functional Decomposition - Functional decompo-

sition helps manage complexity and reduce uncer-

tainty by breaking down complex systems and

concepts into their simpler constituent parts and

allowing each part to be analyzed independently

[2]. This technique can be applied to decompose

e.g. processes, systems, functional areas, organiza-

tional units, work products [2], [10].

• Interface Analysis - Interface analysis is used to

identify where, what, why, when, how, and for

whom information is exchanged between solution

components or across solution boundaries [2]. An

interface under consideration can be a user interface

for humans interacting with software/hardware but

also an interface between IT systems or processes

[2]. System interface tables and report tables are

more concrete tools for this purpose [10]. 

• Organizational Modelling - An organizational

model is a visual representation which defines how

an organization or organizational unit is structured

[2]. It should describe the boundaries of the unit,

the formal relationships between members (who

reports to whom), the functional role for each

person, and the interfaces (interaction and

dependencies) between the unit and other units or

stakeholders [2].

• Process Modelling - Process models describe the

sequential flow of work or activities. Models can

depict business processes (flow of task and activi-

ties within an enterprise) or system processes

(control flow within an IT system) [2], [10]. Process

models include activities, events, participants and

decisions points [2], [10].

• Prototyping – A prototype is a representation of a

system used to validate elicited requirements and to

identify missing or incorrect requirements [2], [10].

Prototypes can be non-working models, working

representations, or digital depictions of a proposed
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solution. Various types of prototypes exist e.g. user

interface drawings, mock up websites, partially

working constructs of the system [2].

• Root Cause Analysis - Root cause analysis is used

to identify and evaluate the underlying causes of a

problem (or an opportunity) [2], [10]. It applies an

iterative analysis approach in order to take into

account that there might be more than one root

cause contributing to the effects [2]. Specialized

approaches like Fishbone Diagram or Five Whys

are used to guide such analysis [2], [10].

• Scope Modelling - Scope models define the nature

of one or more boundaries and place elements

inside or outside those boundaries [2]. Scope

models are typically represented as a combination

of diagrams, matrices and textual explanations [2].

The name of context diagram is also used instead of

scope model [10].

• State Modelling - State modelling is used to

describe and analyze the different possible states of

an object, allowed transitions from one state to

another and internal activities within a given state

[2], [10]. State diagrams and state tables are used to

express such aspects [2], [10].

• Use Cases and Scenarios – They describe how a

person or system (so called actor) interacts with the

solution being modelled to achieve a goal [2].

Scenarios are written using a structured text as a

series of steps performed by actors or by the

solution [2], [10]. A use case usually describes

several scenarios [2], [10]. A use case diagram can

also be used to visualize relationships between use

cases or use cases and actors [2], [10].

• User Stories - A user story represents a small,

concise statement of functionality needed to deliver

value to a specific stakeholder [2], [10]. A typical

format of a user story is “As an <actor>, I want to

be able to <function> , so that I can <business

reason>” [10].  

We made a decision to restrict the survey only to such

common techniques (rows 1-15 in Table II). The reason was

to keep the scope of the survey realistic. Our earlier

experiences clearly indicate that it is difficult to find

respondents to a survey with numerous and/or complicated

questions and even more difficult to prevent them from

dropping out before completion.

B. Attributes of software projects

Our aim was to prepare a list of attributes describing the

context/situation of software projects. We intended the list to

be short, in order to limit the number of questions in the

survey. This approach was different if compared to e.g. [13],

where 21 project attributes (each one with several possible

values or ranges of values) were defined. Also, we wished to

consider software projects from business analyst's point of

view and focus on issues essential to RE/BA activities, not

software development or project management in general.

We reviewed several sources which proposed software

project attributes or classifications of projects [4], [25]-[27]

and used them as ideas to develop our proposals. The

resulting list of attributes was:

• Development methodology used in project;

• Time available for RE/BA activities;

• Size of the team responsible for RE/BA;

• Level of quality expectations;

• Technical competence of stakeholders;

• Availability of stakeholders;

Please note that some attributes refer to the general

constraints of the project (e.g. development methodology,

quality expectations), but the others are narrowed down to

RE/BA activities (e.g. time available for RE/BA instead of

project's duration time or size of business analysts' team

instead of project team size). The reason is that we

considered such factors as more important for selection of

RE/BA techniques.

V. SURVEY STUDY

A. Questionnaire development

Both sets obtained during preparation activities (i.e. the

set of documentation techniques and the set of project

attributes) were used to design survey questionnaire. In each

question respondents were supposed to select documentation

techniques, which they regarded as suitable for a given

situation. As mentioned before, we intended to avoid

complicated questions, so we derived those situations from

project attributes by assigning specific values to attributes.

For example, considering attribute “Development

methodology used in project”, we decided to use two values:

“Agile methodology” and “Formal, plan-driven

methodology” (which does not have to be waterfall

approach, but generally a “heavier” documentation-based

process). Consequently, two separate questions about

techniques applicable to projects using each of

methodologies were included in the questionnaire.

In general, each question was phrased like “Which

requirements documentation techniques would you use in the

following situation: …?” and referred to 12 situations of

software projects:

• A project developed according to an agile

methodology (Agile Meth.);

• A project developed according to a more formal,

plan-driven methodology (Formal Meth.);

• Enough time for business analysis in a project

(More Time); 

• Time available for business analysis is short

compared to anticipated scope (Less Time);

• A larger team (more than 3 persons) of business

analysts (Larger Team);
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• A smaller team (up to 3 persons) of business

analysts (Smaller Team);

• High level of product quality expectations (with

respect to e.g. reliability or ergonomy) (Quality);

• Stakeholders with high technical skills/competence

(High Skills);

• Stakeholders with low technical skills/competence

(Low Skills);

• Good availability of stakeholders, who can dedicate

their time to the project (Good Avail.);

• Low availability of stakeholders, who can spare

little time to the project (Low Avail.);

• Survey participant's free choice - if he/she was able

to choose techniques according to his/her own

preferences (Own Pref.).

Expressions in parentheses are identifiers of questions.

They are used in the remainder of this text when referring to

questions, especially in tables and figures.

It can easily be spotted that for each of project's attributes

two situations were defined. The only exception is “Level of

quality expectations” - we only asked about a situation of

high expectations (e.g. high integrity systems). An additional

question about respondent's preferences regarding

documentation techniques was included instead, as we

expected that such factor can influence answers to other

questions.

Our target group of survey participants were IT

professionals from Polish industry (business analysts and

others involved in RE/BA activities). We did not decide to

expand the study to include professionals from other

countries, because of anticipated problems of reaching out to

them. The language used in questionnaire was Polish, all

questions and answers cited in this paper are translations.

A questionnaire was prepared using a web-based

Typeform tool. It was divided into two parts: the first

gathered context information about survey participant’s

background (age, gender, job position, experience in

RE/BA), in the second part questions about selection of

requirements documentation techniques for various

situations were included.

Each question about techniques' selection was a multiple

choice question. Survey participant was allowed to choose

any number of techniques he/she considered applicable in a

given context (including none or all of them). 15 techniques

(see Section IV.A) were available as possible answers. The

participant was also able to choose “Other techniques”

option and enter technique(s) in addition to the ones selected

among the predefined ones. The design of the questionnaire

ensured that possible answers were displayed in randomized

order. The reason was to stimulate more awareness of survey

participants and reduce mechanical answers. The survey was

anonymous, but optionally a participant could enter his/her

e-mail address to receive summary survey results.

The questionnaire was verified in a pilot survey involving

3 test participants of different background (junior analyst,

senior analyst, product manager). Their feedback (e.g.

concerns about clarity of some questions) was used to

improve questionnaire contents. The full scale survey was

delayed until all 3 test participants approved the modified

questionnaire.

TABLE III. 

SURVEY RESULT SUMMARY – SELECTIONS OF DOCUMENTATION TECHNIQUES FOR PARTICULAR PROJECT CONTEXTS

Agile 

Meth.

Formal 

Meth.

More 

Time

Less 

Time

Larger 

Team

Smaller

Team

Quality High 

Skills

Low 

Skills

Good 

Avail.

Low 

Avail.

Own 

Pref.

Business Rules 

Analysis 

11 29 36 5 28 12 28 15 13 26 6 12

Data Dictionary 12 26 28 7 23 13 17 18 15 21 8 14

Data Flow Diagrams 4 30 26 4 21 10 16 23 4 17 4 9

Data Modelling 6 25 25 4 25 6 16 25 3 18 3 10

Decision Modelling 3 20 22 1 17 6 13 14 2 20 1 5

Functional 

Decomposition

12 19 23 7 24 10 14 19 8 23 6 6

Interface Analysis 17 20 28 8 21 11 28 13 13 19 3 15

Organizational 

Modelling 

3 22 25 2 23 5 12 8 6 24 0 6

Process Modelling 24 32 30 6 30 19 26 21 17 30 13 15

Prototyping 30 20 26 20 25 22 27 15 36 22 29 31

Root Cause Analysis 6 15 24 5 20 7 18 9 10 21 6 8

Scope Modelling 11 22 22 4 27 7 14 14 5 19 6 9

State Modelling 8 22 25 1 17 3 15 16 3 14 2 8

Use Cases and 

Scenarios

30 29 32 28 28 34 29 21 25 29 23 32

User Stories 38 7 18 34 16 29 16 9 35 16 26 4
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B. Survey study and its results

We started the survey by publishing the questionnaire in

the Internet and inviting participants. We invited them using

personal contacts, direct mailing and online discussion

groups dedicated to business analysis topics.

Answers were collected during an approximately two-

month period. In total 42 persons participated in the survey.

Most of them (25) were employed as analysts (business

analyst, system analyst, IT analyst – different names of job

positions were declared). Other most frequent job positions

included managers, developers, consultants and testers.

Table III presents summary results of the survey. Its rows

represent documentation techniques, while columns

represent questions about particular situations (using

symbols introduced in Section V.A). Numbers in table cells

indicate how many survey participants decided to select a

given technique in a given context.

As there were very few cases when “Other techniques”

were suggested by survey participants (literally 3: Story

Maps for Agile Meth., Enterprise Architecture Modelling for

Formal Meth. and Glossary for Low Avail.), we do not

present them in Table III nor  include in further analysis.

We analyzed the answers for particular questions (table

columns) to identify the most and least frequently selected

techniques. We used quartiles for this purpose. Techniques

from the first quartile (techniques among 25% of least

selected) are highlighted using red color, while techniques

from the third quartile (25% of most frequently selected)

using green color. As the numbers of answers in columns

differed (due to multiple choice questions used), the quartile

values are significantly different as well.

A number of observations can be made with respect to

survey results:

• In general, more techniques were selected for

situations where business analysts are not restricted

in their work (More Time, Good Avail.) or a need

for a more documented approach is recognized

(Formal Meth., Larger Team). It is a rather intuitive

and not surprising result.

• Quite surprisingly, Use Cases and Scenarios were

frequently selected in literally all situations. The

reason could be that this technique can be applied

on different levels of detail - from structured,

scenarios including detailed interaction steps,

pre&post conditions, exceptions, alternatives etc. to

simpler descriptions of user's goal and brief

interaction summaries [28]. Also, such choice can

stem from respondents' preferences, as this

technique was the most preferred one (Own. Pref.).

• User Stories were selected for Agile contexts, both

in terms of assumed methodology (Agile Meth.) and

typical conditions (Less Time, Smaller Team).

However, our participants recognized this technique

more applicable in case of low stakeholders'

availability (Low Avail.), while rather the opposite

(Good Avail.) is assumed for Agile development

(e.g. customer representative on site).

• The second preferable technique (Prototyping) was

among the most frequently chosen ones for agile-

like situations, but not for other contexts.

• Process Modelling was also declared as applicable

in almost all contexts, with a clear exception for the

situation of very limited time for BA (Less Time).

As for high quality demands (Quality), it just

narrowly did not make to the third quartile. 

• Most of other techniques based on models and

graphical notations were either not found applicable

by survey participants (State Modelling) or found

applicable only in limited number of situations

(Data Flow Diagrams, Data Modelling,

Organizational Modelling).

• Techniques based on causes and consequences

analysis (Decision Modelling, Root Causes

Analysis) were generally not considered usable by

our respondents. A possible explanation is that such

techniques are important for specific classes of

systems (e.g. the cause and consequence analysis as

input for risk estimation in case of high integrity

systems), but not necessarily very popular outside

such context.

The data from Table III can be processed and used to

visualize applicability of techniques to a given situation.

Examples are presented in Figures 1-7, the other graphs

cannot be included here due to space limitations, but all of

them are available in a report published on line [29]. The

numbers in each figure indicate how many respondents

selected a given technique for the context given in figure

caption. Moreover, colors are used to visualize quartiles (1st -

gray, 2nd - light blue, 3rd – dark blue). 

Fig. 1. Selection of techniques for Agile projects (Agile Meth.).
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Fig. 2. Selection of techniques for formal, plan-driven projects

(Formal Meth.).

Fig. 3. Selection of techniques for projects with enough time for

business analysis (More time).

Fig. 4. Selection of techniques for projects with short time for business

analysis (Less Time).

Fig. 5. Selection of techniques for projects with larger team of business

analysts (Larger Team).

 Fig. 6. Selection of techniques for projects with smaller team of

business analysts (Smaller Team).

 Fig. 7. Selection of techniques for projects with a high level of product

quality expectations (Quality).
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VI. INTERVIEWS 

We planned interviews as a way to assess the validity of

the survey study and its results. Moreover, we expected

discussions leading to interpretation of results (especially

more surprising ones). Validation interviews were conducted

with two experienced business analysts, of the following

background:

• Analyst 1 – 10 years of employment as business

analyst in several software companies. Main

experience in: business processes improvement and

development of customer-tailored systems for

various business domains, including: insurance,

finances, courts of law, electronics and telemetry.

Involved mainly in projects using plan-driven,

formalized development methodology.

• Analyst 2 – 8 years as a business analyst, mainly in

projects using agile methodologies. Main profe-

ssional experience in: requirements elicitation,

business process modelling and reengineering.

Work history in: finances, e-commerce and

transportation application domains. 

Each interview was conducted in a separate and

independent manner. Before each interview, a report

summarizing survey results and analyses was sent to the

interviewed analyst. The interviewees were asked to consider

the following issues:

• Is the report comprehensible or does it contain any

ambiguous fragments?

• Was the survey and analysis of its results conducted

in correct and valid manner?

• Is the analysis of results complete or should the data

be processed in different way?

• What further directions would be recommended in

this research on documentation techniques?

It should be noted, that both analysts represented industry

practitioner's point of view and provided answers from such

perspective, not e.g. research methodologist's perspective.

This was however intentional, as we wished to confront our

research with the reality of IT industry and its needs.

Analysts 1 and 2 first provided their answers in writing,

then face to face meetings with each one took place to

discuss their opinions. Both analysts confirmed that they

consider survey results as a useful source of information,

providing possible support for techniques selection in real-

life projects. Both of them however also stressed that survey

results cannot be solely used as selection criteria, because

there are more factors influencing such selection, which

should be taken into consideration. 

They had no concerns about survey validity and concluded

that in general the results are consistent with their perception

of techniques' applicability. There were however some

exceptions, the greatest concern was about “Use Cases and

Scenarios”, which (according to survey participants) was

found applicable to all specified situations.

Analyst 2 suggested, that results could be biased by

answers of inexperienced practitioners, who made their

choices on the basis of their expectations rather than real

experience and job history. To verify such possible

explanation, additional analysis was conducted. As the raw

data (exported by Typeform tool) included the necessary

information (one of the introductory questions was about

professional experience in RE/BA), we were able to divide

answers into sets according to respondents' declared

experience. Then, we used quartiles to identify most

frequently selected techniques within each set. No particular

differences were found for situations questioned by Analyst

2 between the answers of less (<2 years of experience in

RE/BA) and more experienced (2-5 years, >5 years) survey

participants.

No other concerns questioning validity were raised, the

general feedback was positive and the outcome of the

discussion consisted mostly of possible future research.

Suggestions about the issues related to requirements

documentation techniques that would be interesting to the

interviewed analysts were included in our directions of future

research (described in concluding Section VII).

VII. CONCLUSIONS

We conducted a survey study dedicated to the selection of

requirements documentation techniques in different software

project contexts and situations. The study was preceded by

preparatory activities: we identified a number of techniques

recommended by industrial standards and established a set of

software project attributes, later used as a basis for defining

project context/situations. The survey targeted practitioners

from Polish IT industry (mainly business analysts) and was

completed by 42 respondents. Its results were processed,

analyzed and validated through interviews with two RE/BA

experts. These results can be used to support business

analysts who face the problem of techniques' selection for a

specific project. The results cannot however be treated as the

only possible criteria, disregarding any other factors.

The results can be used as guidance or practical tips for

business analysts. If such analyst determines the context of

his/her software project with respect to the methodology

used, time available for analysis and other aspects described

in Section IV.B, he/she can refer to Table III and/or more

convenient visualizations (Figures 1-7, additional report

[29]) to identify a set of techniques most suitable for such

project. For example, in case of a plan-driven project with

sufficient time and a small team of analysts, “Use cases and

Scenarios” and “Process Modelling” would be recommended

(1st quartile in each situation). The decision about using one

or both techniques would have to be made by the business

analyst, also taking into consideration: (1) project needs (e.g.

are there complex business processes to understand and

describe); (2) how redundant candidate techniques are. 

Our study obviously had several limitations. Some of them

are simply the effect of decisions made during study's design
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– we restricted the number of documentation techniques, the

number of project attributes and furthermore the number of

situations derived by assigning particular values to such

attributes. As result, none of these sets can be considered

exhaustive i.e. covering all possible relevant options. The

survey used a Web-based questionnaire and was intended to

be anonymous (requiring personal data is problematic on

legal grounds and a good way to discourage potential

respondents), therefore we cannot have absolute certainty

that our respondents provided true information about their

background. Also, we cannot be sure that the surveyed group

is representative in the context of Polish IT industry. As the

survey was limited to one country only, its results cannot be

simply generalized for European or worldwide software

industry (even though IT industry in Poland is not

significantly different compared to other European countries.

A number of directions for future research can be

considered. A more complete identification of project

attributes and their values can be attempted. We are aware

that it is rather impossible to list all potential factors

influencing business analyst's choices, but an effort can be

made towards improving this aspect of our research. It is

also possible to expand the set of documentation techniques

(by including items 16-30 from Table II and/or techniques

recommended by other sources). We do not find this

direction very promising though – our survey participants

could manually enter additional techniques they considered

useful and only 3 such cases were found (for 42 respondents,

each answering 12 questions). However, considering variants

of already included techniques e.g. particular notations for

Process Modelling or distinguishing between brief and

detailed Use Cases could provide more insight. Another

direction is an attempt to capture not only decisions about

techniques selection, but also the rationale behind each such

decision. It however would require a different kind of study,

based on interviews rather than questionnaires. Moreover, a

wider survey study, involving respondents from different

countries can be conducted.
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Abstract—The aim of this paper is to show the strengths and
the weakness of process mining tools in post-delivery validation.
This is illustrated on two use-cases from a real-world system.
We also indicate what type of research has to be done to make
process mining tools more usable for validation purposes.

I. INTRODUCTION

THE lean department of a real-world company asked us
to check the control system of a production line against

the expected cycle of manufacturing. This is the usual process
of validation in lean manufacturing and software development
[1], [2], [3] — since in such methodology there is no up-front
design, one evaluates in the working environment whether the
implemented system meets the expectations and needs of the
principals. The lean department is responsible for production
process optimization that leads to overall increase in efficiency.
They focus on layout optimization and usability development
to ensure best environment to work and high throughput.
They decided to try new methods of material flow analysis by
leveraging process mining features. Our evaluation is aligned
with lean thinking adopted by the company.

We gathered the data from the warehouse management
system and production line (presented in Table I) and used
them to discover the real process that was followed by the
mechanical parts manufactured on the production line. Our
main tool in process-discovery [4], [5], [6], [7], [8], [9], [10],
[11], [12], [13], [14], [15] was an open source platform ProM
[16] with various plugins (i.e. Directly-follows Graph, IVM,
Discover Graph). After examination of the discovered pro-
cesses by the principals, serious anomalies were discovered,
which led to the reimplementation of the system. However, not
all of the processes were actually discovered correctly. Despite
feeding them with information about the duration of each
action in the process, the mining algorithms were unable to
discover correctly the parallelism of the actions. Consequently,
they produced large clumsy and meaningless diagrams. This
shows the limitations and weakness of the currently available
methods.

The paper is organized as follows. The next section de-
scribes the gathered data and the platform that was used
to mine processes. In Section III we describe the use-case
of warehouse moves and the corollaries of our analysis. In
Section IV we deal with a use-case containing parallel actions
and show that contemporary algorithms fail to mine a useful

model. The paper is concluded in Section VI, where we also
suggest some further research in the area of process discovery.

II. DISCOVERING PROCESSES

Discovering processes from event logs requires a collection
of events with timestamps and case ID, which identifies
instance of executed process. Timestamps allow process min-
ing algorithms to transform the data into diagrams, which
represent discovered models. According to a given set of
parameters model accuracy can be different. By leveraging
more features it is possible to i.e. receive a less accurate graph,
which may be easier to analyze or interpret. For the validation
of the system we used ProM software (version 6.6). We split
tests into two parts — the first one is the classic process
discovery with events triggered sequentially. In the second
case, some of the actions were executed in parallel. It requires
proper approach, which will be able to identify specific flows
with parallel actions.

There are many methods and forms of storing event logs of
information systems. Each solution may have own approach
how to collect and store event logs. When an event occurs,
the system generates a set of data about the action that
triggered the event. Information included in it can be stored in
a specified location, like raw file or a database record. There
are often special rules that indicate, which information should
be stored in the log. Many systems have different levels of
log detail, which can be setup during configuration. To start
working with process mining tool ProM, we have to deliver
an unified log file. ProM allows conversion from CSV to XES
format — an XML uniform format of data recognized by the
platform. It has a dedicated creator module that allows a user
to easily perform transformations. The greatest issue here is
the quality of data stored in log files.

III. CASE: WAREHOUSE MOVES ANALYSIS

We focused on warehouse movement analysis. The system
was modified to record each move performed in the warehouse
area. It ensured better understanding of daily basis operations
and, hopefully, will help in further optimization processes in
the department. We collected event logs (shown in Table I)
that describe actions with precise timestamps. Case ID reflects
single pallet of goods.

A discovered model of the process, shown on Figure 1, has
accuracy comparable to human expert knowledge about the
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Table I
AN EVENT LOG GATHERED FROM THE WMS.

Case ID Actor Time Stamp Event
218,833 328 2017-04-11 07:35:06 put in
218,833 233 2017-04-23 22:57:13 qty change
218,833 233 2017-04-23 22:57:13 put out
219,897 328 2017-04-18 10:38:33 produced
219,897 328 2017-04-18 10:42:33 putting in
219,897 328 2017-04-18 10:42:46 put in
219,897 234 2017-04-27 00:05:50 qty change
219,897 234 2017-04-27 00:05:50 put out
217,128 230 2017-04-03 07:00:21 produced
217,128 328 2017-04-03 08:16:38 putting in
217,128 328 2017-04-03 08:16:48 put in
217,128 328 2017-04-03 11:11:04 qty change
217,128 328 2017-04-03 11:11:04 put out
220,006 229 2017-04-18 20:00:56 qstatus 1
220,006 229 2017-04-18 20:00:57 unload
220,006 161 2017-04-20 02:30:12 qstatus 2
220,006 420 2017-04-20 21:41:59 putting in
220,006 420 2017-04-20 21:47:24 put in
220,006 328 2017-04-22 11:28:01 qty change
220,006 328 2017-04-22 11:28:01 put out
219,7 229 2017-04-14 06:59:45 qstatus 1
219,7 229 2017-04-14 06:59:47 unload
219,7 161 2017-04-24 13:46:48 qstatus 6
219,7 161 2017-04-25 15:27:50 qstatus 2
219,7 321 2017-04-26 12:03:54 qty change
219,7 321 2017-04-26 12:03:54 put out
220,898 251 2017-04-22 08:01:28 qstatus 1
220,898 251 2017-04-22 08:01:28 unload
220,898 91 2017-04-22 09:12:53 qstatus 2
220,898 251 2017-04-22 13:14:43 putting in
220,898 251 2017-04-22 13:14:48 put in
220,898 321 2017-04-23 06:50:56 qty change
220,898 321 2017-04-23 06:50:56 put out
217,187 321 2017-04-03 09:48:42 qstatus 1
217,187 321 2017-04-03 09:48:42 unload
217,187 214 2017-04-04 12:48:15 qstatus 2
217,187 328 2017-04-04 12:49:52 qty change
217,187 321 2017-04-04 13:07:56 qty change
217,187 321 2017-04-05 09:23:09 putting in
217,187 321 2017-04-05 09:25:54 put in
217,187 321 2017-04-06 04:16:26 qty change
. . . . . . . . . . . .

real model of the process. The discovered model distinguishes
two areas, which have different starting points.

The first one is a warehouse responsible for storing in-
bound components. Most of part numbers have additional
quality control, which is performed by internal laboratories.
Quality inspectors control incoming wares and change status
after measurements. Prototypes and parts conforming to the
standards and specifications are stored in warehouse racks
and shelves. Production department order trigger move in
warehouse that leads to release of a proper number of parts.

The area that is responsible for the shipments (outbounds)
is described on Figure 1. It starts from “produced” action.
Produced goods are stored in outbound warehouse. Goods can
be put into specified rack or can be directly moved to carriers’
truck. When the truck arrives, warehouse employees use
terminal that gives them information about, which pallet have
to be loaded into the track. The system enforces compliance
with FIFO methodology.

Streamlining just in time production is one of the most

Figure 1. Process discovered by ProM Casual Activity Graph from event log
presented in Table I.

valuable optimization for the company. Improvement will be
apparently visible in key process indicators. Parts are stored
in warehouse in a racks after production what is presented
on Figure 2. Storing wares on shelves leads to freeze assets
that could be used to gain competitive advantage. Figure 3
mined by Inductive Visual Miner presents goods flow in a
warehouse. It gives a possibility to monitor moves on the
animation with a time-line and filters. Presented activities
can be tracked and verified. The company has to focus on
production plans and on reorganization of the transports, which
leads to downsizing time that stored staff spends on shelves.
Modern process mining algorithms, implemented in ProM
software, can perfectly reflect process model [17], [18], [19],
where actions are not performed in parallel.

IV. CASE: PRODUCTION TRACEABILITY LOGS WITH
PARALLEL EVENTS

Most of the production lines have specialized, dedicated
software solution, which is responsible for collecting produc-
tion events log. This kind of solution is required for most
demanding and restrictive areas like pharmacy or automotive.
This functionality gives an opportunity to recall from the
market specified batch of defective items. Without traceability
and its archive module company won’t be able to specify,
which item batches have to be removed from the market.

The production line has dedicated traceability database:
Microsoft R© SQL Server R© 2008 R2 SP2 – Express Edition.
In this paper we analyze a part of the line from the perspective
of human ↔ machine interaction, which is realized by parallel
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Figure 2. Process discovered by ProM Directly Follows Graph from event
log presented in Table I.

quality inspection tasks. Operator activity records are stored
only when a person rejects a given part during a specified
operation.

An operator is a person responsible for supervising process
performed on the station. Visual inspection of the components
that are loaded to a machine and final product check are
crucial and can minimize scrap costs. When operation is done,
operator checks an item to minimize risk of defectiveness
/ incomplete produced item. If an item has been rejected
earlier, the organization covers a lower cost of the scrap. The
cost includes i.e. production time, components used during
production process, energy, machine utilization, spare parts
and so on. During quality validation operators can mark part
as rejected (not valid) with an error code, which describes
rejection reason.

Operations performed on a machine are recorded in a
separated database table. This database contains identifiers of
produced parts or its batches. Additionally, there are attached
operation parameters and sensors values, which describe the
results of each operation.

From the process mining perspective, there are interesting
parallel activities between a machine and an operator involved
in the production step.

Logs from each operation are stored in independent tables.
To ensure proper model recognition consistent file log is
required. Source log file has to be combined from extracted
data tables. One of the tables contains information about visual
inspection performed by human.

HMI panel is installed on the machine 605. This device
allows operator to mark an item as rejected. It occurs when
the item does not meet quality restrictions during visual
inspection. During production process events together with
their parameters are stored in the database archive. Operations
OP605 and OP605HMI are parallel activities whose time of
execution is the same.

In this case, timestamps with information when each singe
item was completed on the stations are the same. Unfortunately
the discovered process was flattened and its actions were
shown as if they had been performed sequentially. Figure 4
represents graph, where operations OP605 and OP605 HMI
are executed one after another. This flow is not align to the
existing process implemented in the production process.

V. PARALLEL ACTIVITIES

For the validation, a subset of production line was checked
by the algorithms implemented in ProM tool. The production
line logs stored in the database have a various number of
columns. These columns contain information about serial
numbers, specified models, item status/error codes, cycle times
and lot of parameters measured during a specific operation. We
calculated the starting time of actions using the ending time
of operations and the cycle time. Information about intervals
was loaded to ProM XES file. The Start Time and Completion
Time have been entered in PROM CSV to XES converter.
The result of this operation was similar, because discovered
process diagram had the same sequence. A single action was
split into two separated actions (i.e. OP605 Start and OP605
Completed).

Results of the generated model (Figure 5) compared to the
layout elaborated by a team of engineers do not reflect parallel
operations performed at the set of machines.

VI. CONCLUSIONS AND FURTHER WORK

This paper describes some aspects of a validation of the
process of manufacturing mechanical parts on the production
line, which is aligned with lean thinking adopted by a real-
world company. We successfully applied available process
mining algorithms to validate the production line and provided
valuable suggestions to the lean department. On the other
hand, the algorithms were of no use when it came to the
discovery of highly parallel processes. Moreover, feeding the
algorithms with additional knowledge about the duration of
each action in the process did not help. This suggests that to
make process mining tools more beneficial for the validation
purposes, further research should focused on parallel process
discovery (with and without additional information about
duration of the actions).
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Figure 3. Process discovered with filtered actions and paths by ProM Inductive Visual Miner from event log presented in Table I.

Figure 4. Process discovered by ProM Casual Activity Graph from event log.
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

Abstract—The paper investigates whether the user-interface

interaction  can  be  shortened  with  the  use  of  process

improvement  methods.  Similarities  between office  or  factory

work and interacting with a user interface have been noticed.

Based on that a relevant process improvement method has been

selected and applied to analyze different cases of interactions

between a user and an interface. This analysis has shown that

process improvement methods enable identification of interface

elements to be modified in order to shorten the user-interface

interaction.  Additionally,  the method has been found to be a

way for facilitating identification of ideas for new services.

I. INTRODUCTION

S users of devices, we deal with User Interfaces (UI)

every  day:  switching  the  TV  channels,  setting  the

temperature  in  a  car  or  buying  things  through  vending

machines.  Some  of  these  interactions  with  interfaces  are

more memorable than others. Especially when the interfaces

are so poorly designed that while using them one can easily

notice the waste of time caused by steps or screens displayed

at the digital interface which are irrelevant for the current

customer. This experience is even worse when one interacts

with  a  poorly  designed  interface  when  being  under  time

pressure.  As  a  result  of  using  an  interface  with  a  poor

usability the users  get  frustrated,  can make errors  [1] and

thus the interaction takes more time than it could.

A

On  the  other  hand,  there  is  a  well-developed  body  of

knowledge  that  deals  with  process  improvement.

Organizations like factories, banks, design offices, hospitals,

accounting  and  others  strive  to  improve  their  processes.

They use standardized work  [2], SMED  [3], TWI-JM  [4],

MTM  [5] and  other  methods  to  improve  safety,  increase

productivity or improve process quality.

Being a user who interacts with UI’s and being a bank or

factory employee – the similarities exist. In both cases, the

person  executes  some kind  of  a  process.  According  to  a

definition process  is  “a series of actions or  steps taken in

order  to  achieve  a  particular  end”.  Therefore  selecting

The  research  leading  to  these  results  has  received  funding  from the
European Union Seventh Framework Programme (FP7/2007- 2013) under

grant agreement n° 609143. The paper reflects only the author’s views and
that the Union is not liable for any use that may be made of the information

contained therein.

certain  icons  on  the  screen  or  any  other  user-interface

interaction which leads towards achieving the desired goal is

also a process. And if it is a process, it leads to a question:

can the user-interface interaction be improved with the use

of process improvement tools? Which process improvement

tools  should  be  applied  in  order  to  improve  the  user-

interface interaction?

II.PROCESS IMPROVEMENT

A. Methods for improving user-interface interaction

Improving  user  interactions  is  part  of  improving  the

usability of an interface. For that purpose several methods

have  been  already  developed  including:  customer  journey

map  [6], service blueprinting  [7] or the GOMS model  [8].

Additionally  there  has  been  work  conducted  on  applying

Lean  Management  principles  to  improve  User  Experience

[9]. Out of the above mentioned methods only the last one is

somehow  related  to  the  process  improvement  tools.

However it focuses on how to manage the product or service

design process and does not go into detail on how to identify

improvement potential at the level of interactions between

the user and the interface of a device.

B. Training Within Industry

Out  of  identified  process  improvement  methods  one  is

relevant to improve the work with the machine interface: the

Training Within Industry – Job Methods [10] which is part

of the original Training Within Industry (TWI) program.

The  whole  TWI  program was  created  during  II  World

War  by  the  United  States  Department  of  War.  It  was

developed for the American industry which started running

short  of  personnel  because  of  a  large  number  of  men  in

productive age fighting in the war. Industrial companies had

to  start  to  employ  women  as  welders,  riveters  or  milling

machine  operators  even  though  they  were  not  skilled  for

those  positions.  The  program  was  dedicated  to  mid-  and

low-level  managers.  Its  aim was  to  quickly  develop  new,

talented production employees in order to achieve increase

in productivity and quality [11].

Application of a process improvement method for improving
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TWI program focuses on developing Five Needs of 

supervisor: knowledge of work, knowledge of responsibility, 

skill in instructing, skill in improving methods, and skill in 

leading. These needs have been taught in relevant parts of 

the training: Job Instruction, Job Methods, Job Relations, 

Union Job Relations and Program Development [13]. 

Training Within Industry – Job Methods (TWI-JM) is the 

element of the program that helps to develop the supervisor’s 
skill in improving work methods. It is an analytical tool that 

helps to understand the current state of a process and give 

insights how it can be improved in terms of productivity, 

quality [11], and also safety, ergonomics and comfort. The 

TWI-JM method consists of 4 steps. Step number 1. “Break 
down the job” helps to answer the questions: How the 
activity is performed? What are the subsequent steps? and is 

concluded with a list of steps. Step number 2. “Question 
every detail” answers why the activity is performed that way. 

In this step 5W1H questions (Why is it necessary? What is 

its purpose? Where should it be done? When should it be 

done? Who is best qualified to do it? How is the ‘best way’ 
to do it?) are being used. Step 3. “Develop the new method” 
helps to understand if there are other ways the work can be 

performed in a better way in terms of effort, quality etc. 

There are four types of improvements possible: elimination 

of unnecessary details, combining details, rearranging them 

for better sequence and simplifying details. This step 

concludes with a proposed new method written down to the 

level of subsequent steps. Step 4. “Apply the new method” 
helps to get final approval of all employees concerned 

including other operators and a manager. It concludes with 

the method being in use. [14] 

III. TWI-JM FOR IMPROVING USER-INTERFACE INTERACTION 

TWI-JM has been selected to be a methodological base 

for improving user-interface interaction. In order to meet this 

purpose the method has been adapted and is presented in Fig. 

1. Improving a user-interface interaction bases always on 

existing products or services. Therefore the method should 

be applied for a specific product or service. It cannot be 

applied for a product idea or concept nor for a generic 

product. Like the first principle of Lean Management [15] 

the developed method focuses on the customer – it does not 

enhance improving the interaction from other perspective 

than the users’ one. 
The method starts with selecting a process that will be 

analyzed and improved. The user may interact with an 

interface of one device for multiple reasons – the method 

requires selecting one of those reasons and a process 

associated with it. Processes differ from each other and can 

be analyzed one at a time. Changes in the interface may 

positively impact one process, but they may negatively 

influence the other ones. Therefore it is important to start the 

analysis from those processes which are most important to 

the specific users’ group. Selection of those processes should 

be done together with the users. The most important 

processes may be ones that take the most of the time a user 

interacts with the product. These may also be those processes 

that strongly influence the quality of the work being done 

with the use of the product (e.g. setting processing 

parameters at a machine). These may also be activities that 

most significantly prevent the product from being used the 

way the user would like to use it (e.g. activities preventing a 

manufacturing machine from producing, like changeovers or 

maintenance). The most important processes may also be 

ones that don’t take a lot of time but are done at the time 
where there is an accumulation of tasks (e.g. preparing the 

discrepancies report at the end of month by an accountant).  

After selection the process needs to be deeply understood. 

It is done by observations at the place where it is conducted 

and by breaking it down into steps. In this step filming the 

process may be of help. It enables people using the method 

to repeat watching certain steps of the process in order to 

better understand what has been done and reflect on it.  

After breaking the process down the way the process is 

conducted needs to be questioned. 5W1H questions are 

being used at this step. They help to understand if there are 

other ways the interface could be organized in order for the 

interaction to be shorter or to provide better quality. It is 

important to ask these questions in the order provided (Why 

is it necessary? What is its purpose? Where should it be 

done? When should it be done? Who is best qualified to do 

it? How is the ‘best way’ to do it?). That is because if one 

questions the aim of the step and has the idea to eliminate it 

there is no need to think how to conduct that step in an 

improved way. The results of this detailed analysis are 

insights on what prevents the product from better meeting 

the user needs in terms of efficiency, ergonomics or more 

generally in terms of usability.  

The last stage of the method is the definition and selection 

of improvements. The steps which have been questioned 

during 5W1H analysis are being brought to attention. For 

each of them brainstorming should be organized in order to 

generate improvement ideas. In order to decide the 

implementation scope and order each of the ideas should be 

assessed whether it’s easy or difficult to implement and 

whether it is perceived by the user as of high or low effect. 

After deciding which improvements should be implemented 

(first the easy ones with high effect) the last part of the 

method is to put the ideas in life and apply the new way the 

interface is interacting with the user. 

 

Fig. 1 Method for improving user-interface interaction for a certain product/service 
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IV. RESULTS 

The above described method has been applied in various 

scenarios: from buying a train ticket via a vending machine, 

through a changeover of an electric-discharge machine to 

entering address in a car navigation system. These cases 

have been selected because a relatively significant portion of 

user time is spent on active interaction with the user 

interface. In these cases the user needs to take a decision, 

press a button, set a value etc. in contradiction to waiting for 

the device to process an information or conduct a process 

without or with a relatively small amount of user activity. 

The method provides best results for those types of user-

interface interactions. Below buying petrol at a self-service 

petrol station has been described in detail in order to 

describe the method in practice. It has been selected as it is 

not a complex nor a long process and therefore it is good to 

TABLE I. 

JOB BREAKDOWN SHEET FOR PAYMENT FOR FUEL AT A SELF-SERVICE PETROL STATION EMILA. 
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Write below, do not try to remember. 

1. 
Press „Press to start the 
transaction” button 

Touch 

screen 
X     

Why does the whole operation not start from 

step 2 (fuel pump selection)? 
X    

2. 
Select fuel pump no. by pressing 

button „1” (also available „2”) 
Touch 

screen 
    X 

Buttons on the touch screen could be larger – 

it would be easier to hit them.  

If nobody has fueled a car the next would be 

step 3. If one would press a number where 

receipt has not been printed yet after fueling 

the next step would be step 10. 

   X 

3. 

Select that you don’t have a 
discount code by pressing “No” 
(also available “Yes”) 

Touch 

screen 
 X X   

The majority of customers do not have such a 

code (according to the spokesman of eMila). 

A button „Discount code” in the corner of the 
screen in step 2 should be enough. 

 X X  

4. 

Select that you don’t have an 
eMila card by pressing “No” 
(also available “Yes”) 

Touch 

screen 
 X X  X 

The majority of customers do not have such a 

card (according to the spokesman of eMila). 

A small button „eMila card” in the corner of 
the screen in step 2 should be enough. 

If the question about the eMila card is 

necessary (to provide data for the invoice) 

two buttons could appear: “Enter the eMila 
card” and “I don’t have an eMila card”. 

 X X X 

5. 

Select payment method: 

“Payment with card” (2 more 
available: „Banknotes” or 
“Payment with contactless card”) 

Touch 

screen 
 X   X 

This could be done by simply entering the 

banknotes or card and a text on the screen: 

„Enter a payment card or a banknote”. 
 X  X 

6. 

Select payment limit (for card 

payments) - press “20” (other 
available: “50”, “100”, “150”, 
“200”, “250”, “300”, “Other”) 

Touch 

screen 
  X   

If payment method would be selected by 

entering the card or banknotes than this step 

should be after the card or banknotes are 

entered. 

  X  

7. 

Enter card and confirm with PIN 

code (only if „Payment with 
card” was selected in step 5.) 

Card 

termi-

nal 

          

8. 
(after fueling the car)  

Select „Print receipt” button 

Touch 

screen 
X     

Is this step necessary? Step 9 could be shown 

after 7. 
X    

9. 
Select fuel pump no. by pressing 

button „1” (also available „2”) 
Touch 

screen 
    X Like in step 2.    X 

10. Collect the receipt Tray     X The light could be on the outside of the tray.    X 
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explain the method. It is also a good example of a case 

where the method could be applied because a vast majority 

of users of self-service petrol stations have one goal – fuel 

up their cars. So there is one main goal the interface should 

enable to obtain. And for such cases the method suits best.  

A. Buying petrol at a self-service petrol station 

Self-service petrol stations are not the most common ones. 

Petrol companies prefer to have a store at the station so they 

can sell a variety of items and not only fuel. However there 

is a group of customers who do not buy additional items 

while at the petrol station and who do not like to waste their 

time staying in a queue when other customers who are before 

them order hot beverages or buy other items. Self-service 

petrol stations are for them. However as this group of people 

values their time it is important for the station to provide 

services as seamlessly as possible and without any 

unnecessary activities required from the user.  

The process of buying the fuel at such a petrol station has 

been analyzed from a perspective of a person who uses the 

station from time to time. The purchase was done with a card 

and for a limited, predefined amount of money. The study 

does not cover the process of fueling up the car. The analysis 

has been presented in Table I. After purchasing the fuel and 

filming it all the steps have been described one by one 

(“Steps of the current method”) and described whether this 

step was done at the touch screen, card terminal or at the tray 

(“Part of interface”). The next step of the method is to ask 

5W1H questions and provide a vast number of improvement 

ideas basing on answers to those questions. In columns 

“Why? What is the aim?”, “Where?”, “When?”, “Who?” and 
“How?” in a case where there is an idea how to organize a 
step in a better way according to these questions an “X” is 
placed to mark in which way the status quo is being 

challenged. In the column “Ideas” all the improvement ideas 

related to previously marked “X” have been noted. And 

finally (“Eliminate”-“Simplify”) out of all the ideas the ones 
that are relevant, have a business potential and are feasible 

have been selected for implementation and an “X” has been 

placed in the relevant row and column.  

In this single case the time of buying fuel (without fueling 

up the car) could be shortened from around 63 seconds down 

to around 47 seconds which equals to 25% time reduction. 

This data is based on a video analysis. This can mean more 

satisfied customers due to shorter service time but also 

increased revenue in the case of queues to pumps due to 

shorter pump occupation by a single customer. 

V. DISCUSSION 

The research has shown that a process improvement 

method may be applied to improve user-interface interaction. 

The TWI-JM has been adapted and used to identify areas 

where the time of this interaction can be shortened. This way 

the overall usability of the analyzed product or a service may 

be improved. Based on different cases out of which each was 

conducted only by one user it has been observed that the 

interaction time could be shortened from 20% to 74%. 

Assessing more accurate values would require analyzing a 

larger sample of similar cases.  

The research described in this article has been limited only 

to one method. No deep assessment of the method against 

predefined criteria has been done. The increasing role of 

usability in the overall perception of products and services 

implies further research. Work on comparing the method 

with the other methods that enable improving the user-

interface interaction is required in order to develop a 

framework which would help to select tools in accordance to 

problems being solved. 

The adapted method is applicable only for existing 

processes, or at least for those that can be observed in real 

settings and broken down into steps. Another disadvantage 

of the method is that it enables to analyze only one process at 

a time. The adapted TWI-JM enables benchmarking of 

competitive products or services however one needs to 

analyze them in a similar way and compare step by step. 
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Abstract—The notion of success is unsubstantial, complex and
domain-specific. Software companies have been exploring its
different aspects and aiming to put forward measures to capture
and evaluate them. In this paper three main dimensions of
success have been elicited based on previous industrial studies:
project quality, project efficiency along with social factors and
stakeholder’s satisfaction. By investigation of their assessment
criteria in commercial context a set of metrics and measures
was determined and adapted to provide a structured evaluation
approach for projects developed in academic setting. Profession-
alizing teaching and assessment process is an attempt to close
a gap between workforce’s expectations towards new graduates
and the outcomes of their university education.

I. INTRODUCTION

GRADING system of students’ work was born at the most
prestigious universities in the world and dates back to

eighteenth century: the first grades were issued at Yale in 1785
[1] while the concept of grading students’ work quantitatively
was implemented by the University of Cambridge in 1792 [2].
These grading systems were straightforward and measured on
a given scale the learning outcomes and extent of assimilation
of knowledge. Although a shift to project-based learning has
been made ever since, no wide-known elaborate framework
that would privilege assessing different dimensions of success
of students’ projects has been published.

While much research has addressed the definition and
measurement of success in industrial software engineering
undertakings [3], [4], [5], so far little attention has been paid
to the same problem in academic context.

This article explores how assessment criteria used for IT
deliverables can be translated into an academic grading context
and aims to introduce a set of metrics, and measures for
evaluation of projects developed by students.

A thorough literature review reveals three main criteria of
project success [3], [5], [6], [7], [9]:

• project quality – source code and product quality,
• project efficiency – resources utilization and productivity

of the team,
• social factors and stakeholders’ satisfaction – team co-

hesion, morale; students’ satisfaction and learning out-
comes.

The presented paper is structured as follows: applicability of
the proposed evaluation framework is discussed in section two,

while the three dimensions and their measurement methods are
detailed in sections three, four and five respectively.

II. ACADEMIC SETTING

While commercial projects are carried out according to the
rules of a certain software development approach – ranging
from plan-driven (Waterfall), through evolutionary (Spiral) to
iterative and agile (Scrum, XP), academic projects do not
always adhere to any formal processes. They could however,
follow certain phases of development as software projects do:

• requirements engineering, usually in the form of function-
ality imposed by the lecturer that needs to be analyzed
by students,

• design, when architecture and the technology stack of the
project are defined,

• implementation, in form of coding that involves the most
effort relative to the rest of the project,

• testing, which allows students to internally verify adher-
ence to functional requirements and encompasses tutor’s
evaluation.

The project life cycle in a commercial context acts as
a structure that allows for coordination and management,
efficient allocation of resources, risk assessment and mitigation
and a common and shared vocabulary [6], [7]. While the
evaluation framework provided in this article is not tailor made
for a particular development approach, it requires application
of distinct project phases.

III. PROJECT QUALITY

Paul Ralph and Paul Kelly [3] investigate the dimensions of
software engineering success, yield 11 different themes with
project being the most important and central concept. In this
article two types of quality are explored:

Internal quality aspects vary depending on the chosen
software development methodology and include [8]:

• requirements documentation – in the form of user stories
for Agile approaches and written communication for
traditional ones,

• detailed design documents – applicable in traditional
models,

• the code and adherence to continuous integration practice
– also comprised in Agile models.
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External quality aspects are observable outside the develop-
ment team and are assessed by client in commercial projects
and professor in academic ones. They encompass both:

• documentation materials – presentation, user manual,
installation guide [8] and

• software’s characteristics – adherence to functional re-
quirements, user-friendliness, robustness and reliability.

These software quality attributes account for four out of
six areas covered by the quality model proposed by ISO/IEC
9126.

A. Internal quality

As mentioned, there are two major factors that influence the
internal quality of a project: source code and extent of adher-
ence to continuous integration practices. Studies have shown
that more complex code, or "spaghetti code", produced by
undergraduate students in particular, is difficult to understand,
more prone to produce errors than a well-designed and coded
module [12].

1) Code complexity and size measure: Cyclomatic com-
plexity (CC) is a measure of complexity of a program and is
determined by counting the number of decisions (linearly inde-
pendent paths) made in a given source code. It is a commonly
used metric in the industry and according to McCabe Software
Company [11] it meets three qualities of a good complexity
measure. It is:

• descriptive, as it objectively measures something – deci-
sion logic in the case of CC,

• predictive, as it correlates with something important –
errors and maintenance effort,

• prescriptive as it guides risk reduction – testing and
improvement.

While Cyclomatic Complexity proves to be a good indi-
cation of quality, the Software Assurance Technology Center
(SATC) at NASA [13] found that the most effective evaluation
is a combination of size and complexity. Source code of
significant size and high complexity bears very low reliability.
Likewise, software with low size and high complexity, as it
tends to be written in a very terse fashion, renders the source
code difficult to change and maintain [14].

An additional success criterion of students’ projects is
its quality of Object Oriented Design. This is a core of
any computer science related course and a paradigm that is
applied to a majority of students’ future undertakings [36]. As
suggested by SATC [13] a pertinent evaluation is the Weighted
Methods per Class, introduced by Chidamber and Kemerer
[15]. WMC is the sum of the complexity of the methods of a
class and a predictor of how much time and effort is required
to develop and maintain the class [13], which is particularly
important for students as they share the code with other team
members.

2) Continuous integration: Continuous Integration is a con-
cept first introduced by Booch [17] whose aim was to avoid
pitfalls while merging code from different programmers and
thus reduce the work and time effort required for the project.

Though initially employed only in a commercial setting,
CI has gained popularity in the students’ undertakings, as
effective teamwork requires use of a version control system on
regular basis. In a Technical University of Munich study [9],
continuous integration was perceived as beneficial according
to 63% of a sample of 122 students and only 13% did not
agree with that statement.

To measure adherence to this practice in a large-scale agile
transformation in multiple companies, Olszewska et al. [18]
propose a metric called Pacemaker: Commit pulse by counting
the average number of days between commits and aiming at
keeping it as low as possible. Evenly distributed workload
and regular merges reduce the complexity of integration and
decrease the pressure related to issues of meeting a deadline,
which is a frequent challenge in students’ undertakings.

The metric is applicable to both plan-driven and agile
settings as data can be collected and evaluated with respect
to any significant time frame, e.g. sprint, month, or semester.

The three aforementioned metrics can be easily elicited
from source code written in any major programming language
[10], [16] and give meaningful insight into a product’s internal
quality.

The calculation method of Cyclomatic Complexity, CC is
given by:

CC =
∑n

i=1 Ei −
∑nm

j=1 Nj + 1,

where: N: number of nodes – logic branch point, such as
if, while, do, case statements in switch, E: number of edges –
an edge represents a line between nodes.

The calculation method of Weighted Method per Class,
WMC is given by:

WMC =
∑n

i=1 ci,

where: C: given class, M: methods defined in a class, c:
complexity of a method.

The calculation method of Pacemaker Commit Pulse, PCP
is given by:

PCP =
∑n,m=n−1

i=1,j=i+1(Cj − Ci)/N

where: Ci: timestamp of a commit, Cj : timestamp of the
following commit, N: total number of commits in a given
period.

B. External quality
While in commercial environment the testing phase is an

elaborate process carried out by dedicated personnel and
lasting weeks, in the academic setting, it involves mostly a
rudimentary test campaign performed by students to ensure
that the requested functionality is in place before assignment
completion. The tutor performs additional ad-hoc tests to eval-
uate functional conformance and judge his overall satisfaction
level with the results. What additionally differs between the
two contexts is that the latter often lacks a framework for
defects categorization and tracking. In this article a minimal
formal process for testing is proposed so that the external
quality factor can be incorporated into the project success
evaluation.
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1) Orthogonal Defect Classification: Businesses provide
considerable effort to analyse and improve their software
development life cycle process; one of early adopters of a
formalized approach was IBM. Chillarege et al. [32] introduce
an Orthogonal Defect Classification (ODC), a conceptual
framework using semantic information from defects to extract
cause-effect relationships in the development process. It in-
volves classifying defects according to different attributes at
two points in time:

• once by a submitter, who evaluates the functional cor-
rectness of software,

• once the defect has been fixed or responded to by a tech-
nical team member, who identifies the type of problem
origin.

In order to keep the classification simple and the overhead
added minimal, only the first phase is retained as part of the
proposed framework. When a defect is detected, it needs to
be classified according to three attributes [33]:

• Activity, which refers to the actual process step (code
inspection, function test etc.) that was being performed
at the time the defect was discovered.

• Trigger, which describes the environment or condition
that had to exist to expose the defect.

• Impact, which refers to either perceived or actual impact
on the customer.

IV. PROJECT EFFICIENCY

From a classical project-management point of view the
underpinning of a process’s success is respect of underlying
budget and time constraints. Indeed, a systematic literature
review of 148 papers published between 1991 and 2008
[27] revealed that Effort and Productivity were defined as
success indicators in 63% of studies of process improvement
initiatives. In the simplest terms, effort is the time spent by the
team during the development process and productivity is its
output size in terms of KLOC (kilo lines of code) [28]. In this
paper, more nuanced ways of evaluating project efficiency and
team productivity are investigated as motivation to produce
significant amounts of code can be detrimental to the quality
and is not representative of delivered software value.

A. Defining measurements units

An antagonistic approach of measuring functional size was
introduced by Middleton et al. [30], who invented a method
called Function Point Analysis (FPA). Ever since, multiple
recognized standards and public specifications were defined
based on the notion of Functional Points. In parallel, other
size-based estimation models emerged, such as Use Case
Points [31] or story-based estimation in Agile techniques.
While complex frameworks might yield precise results, they
require experience that students lack and are frequently time-
consuming.

Function Point will thus be understood as an informed high-
level estimation of an underlying piece of functionality (known
as Early Function Point Analysis). Professors are encouraged
to provide the estimates along with the specification of projects

or assist and share their knowledge with students if the
estimation process is within the assignment scope.

In order to adopt a reference unit, students need to track
the time spent on the project. Abrahamsson [29] suggests
collecting effort for each defined task with a precision of
1 minute using paper/pen and predefined excel-sheet as the
primary collection tools. While feasible in a commercial
setting, students are required to estimate their effort with a
precision of 15 minutes. This number is more suitable to a
working environment that is characterized by irregular efforts
and little attention to one’s own time tracking.

B. Productivity and efficiency metrics
The definition of effort and reference unit sets the ground for

the evaluation of project efficiency through the application of
multiple metrics. The first one, suggested by Olszewska et al.
[18] is Hustle Metric: Functionality/Time spent, which mea-
sures how much functionality can be delivered with respect
to a certain work effort. It is calculated by dividing function
points of a task, module or even an entire project by total
amount of implementation time spent by the students.

The calculation of Hustle Metric: Functionality/Time spent,
HM is given by:

HM =
∑n

i=1 Fpi/
∑n

i=1 Ti,

where: Fpi: number of functional points of an artefact (task,
module etc.) considered, Ti: overall time spent by the team
implementing the considered functionality.

The evaluated efficiency facet of this metric is overall global
productivity of the team.

Processing interval is calculated as a subtraction of a
timestamp when the feature is fully implemented and uploaded
to a repository (Tship) and a timestamp when the feature is
accepted for implementation (Tacc). This metric mirrors the
efficiency of the implementation process as one can monitor
the technological or functional cumbersomeness of a certain
feature and team’s capability to tackle encountered problems.

The calculation of Processing Interval: Lead-time per fea-
ture, PI is given by:

PI = Tship − Tacc,

where: Tship: timestamp when the feature is fully imple-
mented and uploaded to a repository, Tacc: timestamp when
the feature is accepted for implementation.

A related metric was tracked at Timberline Inc. [29] – Work
In Progress (WIP) – defined as a sum of function points of
features that are currently under development. As observed
in the study, large amounts of work in progress can translate
into many unidentified defects, which would be discovered
eventually. It can also mitigate a potential risk of another
harmful phenomenon: cherry-picking features that are most
interesting to the team or perceived as the simplest ones.

The calculation of Work In Progress, WIP is given by:

WIP =
∑n

i=1 Fpi,

where: Fpi: function points of a task currently in progress.
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V. SOCIAL FACTORS AND STAKEHOLDERS’ SATISFACTION

In their study, Hoegl and Gemuenden [19] express three
principle factors that influence the success of innovative
projects: team performance, teamwork quality, personal suc-
cess.

Teamwork quality is a measure of conditions of collabo-
ration in teams; according to Hoegl and Gemuenden [19] it
consists of six facets: communication, coordination, balance
of member contributions, mutual support, effort and cohesion.

Team cohesion is defined as the "shared bond that drives
team members to stay together and to want to work together"
[22]. As stated in [20] cohesion is highly correlated with
project success, critical for team effectiveness [21], and leads
to increased communication and knowledge sharing [22].

A final dimension of project success is satisfaction and
personal accomplishment of its participants. Although it might
not be apparent to students, it is their learning outcomes
and improved skills that are of paramount importance in
that subject matter. Employers emphasize that both technical
and soft skills are essentials for implementation of successful
software projects. A study by Begel et al. [34] on struggles
of new college graduates in their first development job at
Microsoft finds that they have difficulties in communication,
collaboration and cognition areas; Brechner [35] suggests they
should participate in dedicated courses in Design Analysis and
Quality Code as part of their education.

VI. CONCLUSIONS AND FUTURE WORK

This paper provides professors and faculty members a
framework for evaluation of Software Engineering projects’
success. Its different dimensions are elicited and further di-
vided into sub facets so that they can be addressed with a
specific metric or measure. Exploring assessment criteria used
for IT deliverables in commercial setting helps professional-
ize computer engineers’ university education and more aptly
prepare the graduates to join today’s workforce.

Future work will consist of application of the framework to
University courses so that students’ perception can be taken
into consideration and possibly some of the measures adjusted.
By employing the proposed evaluation scheme, roadblocks
can be identified along with supporting tools to minimize the
potential overhead.
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 Abstract— According to the textbook [23], Scrum exists only 

in its entirety, where every component is essential to Scrum’s 
success. However, in many organizational environments some of 

the components are omitted or modified in a way that is not 

aligned with the Scrum guidelines. Usually, such deviations 

result in missing the full benefits of Scrum [24]. Thereby, a 

Scrum process should be frequently inspected and any 

deviations should be corrected [23]. In this paper, we report on 

an Action Research project conducted in Intel Technology 

Poland to revise the work practices related to the Retrospective. 

During the focus group discussion in the company, 

retrospectives were generally judged ineffective because “the 

same things are discussed over and over”. To cope with this 

challenge, we revitalized retrospectives by adopting 

collaborative games. The feedback received from three Scrum 

teams indicates that our approach improved participants’ 
creativity, involvement, and communication, and produced 

better results than the standard retrospective. 

I. INTRODUCTION 

VER the years agile methods have become extremely 

popular in the software industry. Among them, Scrum 

is the most adopted one [26]. Nevertheless, when examined 

more closely, by phrase “we are doing Scrum”, organizations 

often mean, “we are using some parts of Scrum” [5, 6, 7]. 

Following the Scrum framework only partially or modifying 

it in a way that is not aligned with the principles of Scrum is 

commonly referred as ScrumBut [22]. Such misalignment 

almost always hides one or more inadequacies or 

dysfunctions which, if addressed and removed, would allow 

the company to take full advantage of Scrum [24]. In this 

paper, we focus on Scrum deviations related to the Sprint 

Retrospective. 

Retrospective is a time-boxed meeting where the team 

inspects the past Sprint, learns from the experience and plans 

for improvements in the next Sprint. It should be held after 

the Sprint Review and prior to the next Sprint Planning [23]. 

During a retrospective meeting, the following questions 

should be answered [16, 21]: 

 What worked well that we might forget to do in the 
next Sprint, if we do not discuss it? 

 What did not work and how to do it differently next 
time? 

 What did we learn? 

Retrospectives address one of the principles of the Agile 

Manifesto [12]: “At regular intervals, the team reflects on 
how to become more effective, then tunes and adjusts its 

behavior accordingly”. However, running an effective and 

enjoyable retrospective meeting is a challenge due to at least 

two factors: (1) Scrum does not prescribe techniques or best 

practices on how to do it; and (2) if this meeting is repeated 

in the same way over and over again, it becomes flat and 

may seem to be a waste of time.  

In this work, we try to facilitate Sprint retrospectives by 

adopting collaborative games. Collaborative games refer to 

several structured techniques inspired by game play but 

designed for a purpose beyond pure entertainment, typically 

to develop a better understanding of a problem or to inspire 

new ideas about solving a problem. To keep participants 

focused on a specific purpose, collaborative games usually 

involve strong visual activities like drawing pictures, moving 

sticky notes, or assembling things. These activities challenge 

participants who are normally quiet or reserved to take a 

proactive role [14]. Furthermore, numerous studies have 

suggested that fun is a powerful tool in unleashing creativity 

[13, 19], and facilitating collaboration [10, 20, 25]. Our main 

interest in this research is to investigate whether the 

promised benefits of collaborative games are materialized 

during retrospectives. 

The rest of the paper is structured as follows. The next 

section covers related work. Section III explains the research 

method and describes the research settings. Section IV 

reports the steps taken to carry out the research project. 

Section V presents and discusses the results. Finally, Section 

VI concludes the paper. 

II. RELATED WORK 

Although collaborative games are not new [1], their 

application to support software development processes has 

not received much attention yet. An important cornerstone 

for this research area were innovation games introduced by 

Hohmann [13] as market and product research techniques. 

Trujillo et al. [25] adopted a game-based approach as a 

strategy to support the Inception phase of a project. They 

found that collaborative games increase stakeholders' 

involvement and improve collaboration between 

stakeholders and the development team. Gelperin [9] defined 

six collaborative games to facilitate requirements elicitation. 

He also defined a mapping system to help developers choose 

the best game to play. Ghanbari et al. [10] employed online 

collaborative games for gathering requirements from 
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distributed software stakeholders. Their approach allowed 

less experienced individuals to identify a higher number of 

requirements. 

Derby & Larsen [4] presented the agenda with five type of 

games that could be used sequentially in the same 

retrospective meeting: set the stage, gather data, generate 

insights, decide what to do and close the retrospective. 

Gonçalves & Linders [11] and Caroli & Caetano [3] 

described respectively 13 and 44 games that can be used to 

facilitate retrospectives. Krivitsky [18] presented 16 games 

that can be combined in numerous retrospective agendas. He 

also provided the details to the games based on the team 

mood, size, proximity. Jovanović et al. [16] gathered 

retrospective games from various sources and established a 

new classification of games based on the four stage group 

development model proposed by Tuckman. 

In our previous work [20], we proposed an extension to 

Open Kanban, which contains 12 collaborative games 

divided into four categories in compliance with four Open 

Kanban principles. This extension may help inexperienced 

teams better understand the principles of Kanban and 

support their teamwork. 

To summarize, our work differs from [9, 10, 25] in that we 

use collaborative games to stimulate developers while they 

used collaborative games to foster customers' engagement in 

the software development process. In turn, Derby & Larsen 

[4], Gonçalves & Linders [11], Caroli & Caetano [3], 

Krivitsky [18], and Jovanović et al. [16] proposed catalogues 

of collaborative games that can be used to facilitate 

retrospectives, but they did not study how these games work 

in practice. Our study can be seen as a continuation of their 

work, since we evaluate some games from their catalogues. 

Finally, our previous work [20] concerned Kanban teams, 

while in the current work we support Scrum teams. 

III. RESEARCH METHOD 

Our study was conducted as Action Research [2]. Action 

Research is a partnership of the researchers with the study 

participants who use an iterative process to initiate 

improvement and study it. The researchers bring their 

knowledge of action research while the participants bring 

their practical knowledge and context. Action Research 

simultaneously assists in practical problem solving, expands 

scientific knowledge, and enhances participants 

competencies. A precondition for Action Research is to have 

a problem owner willing to collaborate to identify a problem, 

engage in an effort to solve it, analyze the results, and 

determine future actions [8]. The problem owner in this 

research was Intel Technology Poland. The company was 

interested in auditing its software development process and 

improving identified deficiencies. Three teams that 

participated in our research are characterised in Table I. 

These teams were coached by Grzegorz Reglinski who was 

one of the main Scrum Masters in the company. Grzegorz 

worked in close collaboration with us, acting as a co-

researcher. 

Action Research always involves two objectives: solving 

organizational issues and expanding scientific knowledge 

[2]. In this study, the practical objective was to revise the 

work practices related to the Retrospective, while the 

research objective was to explore how collaborative games 

may support the Retrospective. 

TABLE I.  

PARTICIPATING TEAMS 

Team Description 

T1, 

9 people 

The team had worked on the project for 18 months, when 

we started our research. Team members had typically 2 

years of Scrum development experience. 

T2, 

3 people 

The team had just joined a new project, but all team 

members had over 3 years of experience with Scrum. 

T3, 

8 people 

The team had worked on the project for 7 months. All team 

members had over 3 years of experience with Scrum. 

IV. ACTION RESEARCH IN INTEL TECHNOLOGY POLAND 

A. Identification of ScrumButs 

We started by inspecting the Scrum process in a focus 

group. The aim was to investigate the practical 

implementation of Scrum and how it deviated from the 

textbook version. The focus group consisted of 12 

professionals from the three teams. As shown in Table II, the 

participants had a range of experience. The discussion was 

structured around a set of 8 main questions and a few 

supplementary questions to each main question. However, 

herein, we only present questions and feedback related to 

retrospective meetings (all questions and feedback can be 

found in [17]). The questions were as follows:  

 Which Scrum meetings do you find to be useful and 
which not? 

 Why do you think so? 

 Which Scrum meetings are you attending in your 
project? 

 Which are you skipping? 

 Why are you attending or skipping them? 

TABLE II.  

FOCUS GROUP CHARACTERISTICS 

Role Experience in IT 

Scrum Master 10 years 

Product Owner 2 years 

Design Lead 10 years 

Senior Developer 6 years 

Developer x7 2 - 3 years 

Developer Intern 6 months 

 

Only 3 out of 12 participants agreed on the importance of 

all Scrum meetings. They also believed that all Scrum 

elements must be implemented to effectively adopt the 

approach. A few others said that they attended all Scrum 

meetings just because the meetings had been already 
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implemented at the company when they had joined. The 

majority perceived only Daily Scrum and Sprint Planning to 

be useful and they declared that if it had been up to them 

they would have attended only these two meetings. They also 

admitted that they did not fully understand Scrum and 

probably that was the reason why they did not see the point 

in attending other meetings. However, they were often forced 

to attend, which resulted in an aversion to the unwelcome 

duty. Finally, two participants hated Scrum and considered 

all Scrum ceremonies to be a waste of time. 

The most unappreciated meeting was Sprint 

Retrospective. It turned out that some of the participants 

knew this meeting only in theory, but they had never 

experienced it in practice. On the other hand, the majority of 

those who experienced retrospectives considered them 

useless because no added value ideas came up. It was also 

noticed that usually a few team members did not actively 

participate in the meeting but were only listening. 

Nevertheless, one participant advocated the Retrospective as 

a way to improve the team and the development process. 

Based on the feedback from the focus group, we 

concluded that the analyzed teams encountered common 

problems related to the Retrospective. Indeed, findings 

presented in the literature [6, 7, 15, 27] suggest that 

retrospectives are often judged ineffective and dropped 

because the same old things come up every time instead of 

insightful ideas. 

B. Selection of collaborative games 

We decided to freshen our retrospectives by leveraging 

collaborative games. After reviewing the available literature 

[3, 4, 11, 16], we came up with over 100 retrospective 

games. However, most of these games turned out to be 

complementary activities that can be run either to warm up 

the team and promote group interaction, or to help 

participants know more about each other and build the team. 

In turn, we were interested in games that directly focus on 

retrospective activities and allow participants to identify 

positives, negatives and learning. In addition, as advised by 

the Scrum Master, we tried to choose games that require 

participants to write things down on sticky notes before the 

discussion starts. The motivation for this recommendation 

was twofold. First, many people do not feel comfortable 

expressing their vulnerabilities verbally. Second, a few vocal 

people may dominate the discussion, while others, less vocal, 

prefer to blend in the background even though they have 

profound views on things. Taking into account the above, we 

analyzed the description of each game and chose the most 

suitable ones. At the end of the day, we had a set of 4 games, 

which we present below. 

The Sailboat game [11] allows a team to think about their 

impediments, risks, good practices, and where they want to 

go. The game starts by drawing a sailboat, rocks, wind, and 

an island. The island represents the team’s objectives/vision. 
The rocks represent the risks the team might encounter along 

the way. The anchor is everything that slows them down on 

their journey. The wind represent everything that helps them 

to reach their objectives. Next, participants write ideas on 

sticky notes and then post the ideas into the different areas 

according to the picture. Then, they discuss how to continue 

the practices that are written on the clouds/wind area, how to 

mitigate the identified risks, and what actions can be taken to 

fix the problems [20]. 

Mad/Sad/Glad [4] helps release a heavy emotional steam 

and gather data about feelings during the Sprint. Before the 

game starts the facilitator divides a board into three areas or 

hangs three posters labeled: 

 Mad – frustrations, issues that have annoyed the 
team and/or have wasted a lot of time; 

 Sad – disappointments, issues that have not worked 
out as well as was hoped; 

 Glad – pleasures, issues that have made the team 
happy. 

The game starts with everyone writing on sticky notes the 

issues that made the mad, glad or sad during the Sprint. 

When the timebox expires, participants post their sticky 

notes on/under the appropriate poster/area. Then, the team 

groups related sticky notes into logical themes. In the end, 

each theme is discussed, a consensus is found, and corrective 

actions are proposed. 

The Starfish game [11] is an evolution of the typical 

retrospective questions. The game board comprises a circle 

divided into five equal areas: 

 Stop Doing – activities or practices that have not 
brought value, or even worse, have been hindrances 
to progress; 

 Less Of – activities or practices that have been done 
and have added value but have required more effort 
than really needed; 

 Keep Doing – activities or practices that the team is 
doing well and wants to keep;  

 More Of – activities or practices that are useful but 
not fully taken advantage of; and the team believes 
that they will bring more value if are done even 
more; 

 Start Doing – activities or practices that the team 
wants to bring to the table. 

To play the game, team members write their ideas on 

sticky notes, and then proceed in a manner analogous to that 

for Mad/Sad/Glad. 

The 5Ls game [17] handles both the positive and negative 

aspects of the Sprint but also brings forth the continuous 

improvement. Before the game starts, the facilitator divides a 

board into five columns or hangs five posters labeled: 

 Liked – what did the team really appreciate about the 
Sprint? 

 Learned – what new things did the team learn during 
the Sprint? 

 Lacked – what things could the team have done 
better in the Sprint? 

 Longed For – what things did the team wish for but 
were not present during the Sprint?  
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 Loathed – what things did the team dislike in the 
Sprint? 

Again, the next steps are analogous to those of 

Mad/Sad/Glad.  

C. Adoption of collaborative games 

We collaborated with the Scrum Master to properly adopt 

the games into the teams. Before a game was run for the first 

time, it was explained to the team. Table III shows an 

overview of the deployment process. The bottom entry in 

each cell indicates the game that was deployed, the top entry 

identifies the Sprint number when the deployment took 

place, while the time devoted to the retrospective session is 

presented in the middle. After each retrospective session, we 

used a questionnaire to collect feedback from the 

participants. Then, the results were analyzed and discussed 

with the team. In particular, we tried to track down the 

sources of both satisfying and dissatisfying experiences. 

After two iterations, we reflected that our question set 

needed to be refined, since it did not captured all essential 

aspects of the conducted games (readers interested in the 

original questions and received feedback are referred to 

[17]). The work that had been done so far was considered as 

Phase I. 

After revising the questions (the new question set is 

presented in Table IV), we started Phase II in which we 

followed the same research procedures as in Phase I. In the 

meantime, our preliminary results were appreciated by the 

senior management and we got a permission to coach a new 

team (T3) in adopting collaborative games. Unfortunately, 

we had to stop coaching team T1 after its 36th Sprint due to 

internal reorganization. 

After the second implementation of Mad/Sad/Glad, we 

reflected that this game did not have a potential to improve 

retrospective meetings, because it was too similar to the 

standard approach. Therefore, together with team T2, we 

attempted to enhance this game by adding two new 

categories, named “flowers” and “ideas”. Flowers express 

appreciation to colleagues who have done something 

magnificent for the team or a particular team member. In 

turn, ideas are suggestions how to improve the teamwork or 

the process. We named the new version “Mood++”. Figure 1 

shows a photo of the whiteboard taken during the game. 

 

Figure 1.  Mood++  

V. RESULTS 

Table IV summarizes the survey results. Participants 

reported their level of agreement or disagreement with each 

statement on a scale of 1 to 5, where 1 was “Strongly 

Disagree”, 2 was “Somewhat Disagree”, 3 was “Neither 

Agree nor Disagree”, 4 was “Somewhat Agree”, and 5 was 

“Strongly Agree”. For each question, we first took the 

average per retrospective session, then based on these 

averages we took the average per team, and finally per game. 

All games except Mad/Sad/Glad were evaluated positively 

with respect to all categories. Even if they hardly scored 

above 3 for one category, they scored around 4 for other 

categories. They also generated very tangible output that was 

found to be valuable by most of the participants and the 

Scrum Master. Nevertheless, those who hated Scrum and 

perceived the meetings as a waste of time, also did not like 

our games. 

TABLE III.  

OVERVIEW OF THE DEPLOYMENT PROCESS (M/S/G = MAD/SAD/GLAD) 

 Phase I Phase II 

Team T1 

31st, 

90 min, 

32nd, 

105 min, 

33rd, 

80 min, 
34th, 

35th, 

70 min, 

36th, 

105 min, N/A N/A N/A 

Sailboat Starfish Sailboat N/A Sailboat Starfish 

Team T2 

1st, 

45 min, 

2nd, 

70 min, 

3rd, 

45 min, 

4th, 

45 min, 

5th, 

40 min, 

6th, 

35 min, 

7th, 

55 min, 

8th, 

45 min, 

9th, 

55 min, 

Sailboat Starfish Sailboat Starfish M/S/G Mood++ 5L's 5L's Mood++ 

Team T3 N/A N/A 

19th, 

50 min, 

20th, 

50 min, 

21st, 

70 min, 

22nd, 

50 min, 

23rd, 

50 min, 

24th, 

50 min, 

25th, 

80 min, 

Sailboat M/S/G Starfish Mood++ Sailboat 5L's 5L's 
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TABLE IV.  

SUMMARY RESULTS 

Rating scale: 

1 – Strongly disagree, 2 – Disagree, 3 – Neutral, 4 – Agree, 5 – Strongly Agree 
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The game: 

– produces better results than the standard approach 4.0 4.0 3.0 3.7 4.0 

– should be implemented permanently instead of the standard approach 3.0 4.3 3.2 3.4 4.0 

– may be considered as complementary to the standard approach 3.5 3.6 4.2 4.0 4.2 

– fosters participants’ creativity 3.3 3.7 3.7 3.9 4.0 

– fosters participants’ involvement 3.8 4.1 3.2 3.9 4.4 

– improves participants’ communication 3.5 3.1 2.3 3.7 4.2 

– is easy to understand and play 3.2 4.0 4.2 4.1 4.0 

 

A. The sailboat game 

Although the participants agreed that Sailboat produces 

better results than the standard approach, they believed it 

should not be used too often due to three reasons. First, it 

would be boring to consider the vision and risks every time 

because they rarely change through the project. Second, 

using a sailboat as a metaphor for the team was too abstract 

for some participants, so the game was not perceived to be 

easy to play. Finally, the participants missed a good 

discussion on how to improve the teamwork and the process. 

On the other hand, they appreciated that the game fostered 

their involvement and created a friendly environment where 

they were able to express and discuss their frustrations in a 

constructive manner.  

B. The starfish game 

Starfish performed well in all categories except one (i.e. 

“communication among team members”) that was not 

affected. Since the game covers all topics of classical 

retrospective and fosters participants’ involvement at the 
same time, the participants advocated the substitution of the 

game for the standard approach. They also appreciated that 

the game helped them to understand each other perceived 

value on the way they worked. 

C. Mad/Sad/Glad and Mood++ 

Although Mad/Sad/Glad was considered the easiest to 

understand and play, overall it performed the worst due to 

the reasons mentioned in Section IV-C. In particular, its 

impact on communication between team members was rated 

negatively. The reason for this was probably that the game is 

too simple and does not cover all topics that are usually 

addressed during a retrospective. Nevertheless, after 

enriching the game with two new categories, the 

communication aspect was significantly improved, while the 

new version performed overall as well as the Starfish game. 

D. The 5L's game 

Generally, 5L's received high marks in each category and 

outperformed all other games. When compared to Starfish 

and Mood++, it also covers all aspects of the Retrospective, 

but was considered superior especially in improving 

participants’ communication. The other strong point of the 
game is that the participants’ involvement was fostered. 
While playing this game, the participants even started to 

compete against one another to post the highest number of 

sticky notes.  

VI. CONCLUSIONS 

This paper reports on an Action Research project in which 

we freshened retrospectives to be more engaging and 

insightful and to avoid monotony. In particular, we adopted 

five collaborative games and examined the ways in which 

these games could benefit retrospectives. The received 

feedback indicates that the adopted games improved 

participants’ creativity, involvement, and communication. 
Besides, playing together created a type of glue that bonded 

a team together and made team members more comfortable 

to participate in the discussion. 

We found out that there is no single collaborative game 

that would give the best result in all cases. Since the issues 

that a team deals with can be different in each Sprint and 

project, the Scrum Master should have a set of possible 

games to be able to pick the most effective one depending on 

the situation at hand. Moreover, playing the same game over 

and over would be boring. Furthermore, we observed 

differences in performance on particular aspects between the 

games. 

The adopted games had proved so successful that not only 

did the participated teams continue to run them after the 

project finished, but they also spread their knowledge about 

the proposed approach and collaborative games started to be 

implemented in other teams that had not participated in the 

research. Accordingly, we believe that the usage of 

collaborative games in Agile Software Development is an 
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emerging area of research, while our work represents only 

the beginning of the road. We thus call for further studies to 

examine other collaborative games and evaluate how 

collaborative games may support other Scrum ceremonies. 

We also hope that our research will inspire practitioners to 

adapt collaborative games and make their retrospective 

meetings more awesome. 
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Abstract—Knowledge is seen as one of the main resources for 

organizations providing knowledge-intensive services. 

Therefore, sharing and reusing are the main goals of the 

modern knowledge management (KM) approach, driven by 

information and communication technologies (ICT). However, 

one must ask for the details in order to provide the means and 

tools to design and deploy an environment able to fulfil these 

two goals. We observed that the interactions occurring on 

knowledge resources can be reduced to a directional flow, and 

further described by distinguished internal phases. In our 

research we put forward two research questions: (1) what are 

the main entities in the knowledge flow supported by ICT? and 

(2) what are the main phases of the knowledge flow? In this 

paper we introduce the generic lemniscate knowledge flow 

model, which, grounded on recognized theory, learned 

principles and gathered practices, provides foundations to solve 

the above problem. 

I. INTRODUCTION 

NOWLEDGE is a wide and abstract term, which has 

been the subject of epistemological discussion among 

western philosophers since times of ancient Greece. Since 

the second half of XX century, it has been widely studied in 

numerous research papers, reaching many definitions, 

contexts and phenomena and in the end, leading to a 

legitimate new scientific discipline, defined as knowledge 

management. 

These days, people and machines produce countless 

volumes of data and information, consciously and 

intentionally transformed into knowledge. All of the 

aforementioned are important assets in knowledge-driven 

environments and the last is by far the most labour- and time-

consuming. In consequence, some employees spend the 

majority of their working hours in manual and high-

demanding intellectual work, supported by computers 

processing and manipulating large amounts of data as an 

input, and producing information or even knowledge as an 

output [1, 2]. As a result, a new concept of an employee was 

coined: a knowledge worker, whose job primarily involves 

the creation, distribution or application of knowledge [3]. By 

many, Peter Drucker is credited to be the first to use this 

term in his 1959 book, “Landmarks of Tomorrow”. 

Data sets encoded in a computer memory differ in format, 

size and type. In general use, there are two primary data 

formats: binary and text, and four primary data types: text, 

drawing, movie and voice. Ordered sequences of characters, 

images and spoken words are perceived as explicit and 

unique information objects. Here, we can point out objects 

that are in everyday use such as documents, presentations 

and spreadsheets, email-, voice- and video- messages, web- 

blogs, forums, and pages. Each object processed and 

interpreted by an individual human mind, applicable and 

legitimate in a specified environment, where the 

consequences of an application are known or can be 

predicted, is considered to be a knowledge object. All of 

them, gathered and redacted, cleaned and re-processed, 

organized and integrated in one consistent repository, along 

with a user interface that facilitates SCRUD operations (an 

acronym for search, create, read and delete), constitute a 

unified system for knowledge workers. In present times, the 

most popular adjective in the research area “big” is naturally 

added when “big data” is involved and to underline the scale 

of the discussed problem (e.g. big management [4]). The 

ability to process massive data volumes entails other 

mandatory requirements against the system, such as efficient, 

fault-free and cost-effective. If we also take into account the 

human factor, the notion of the system is replaced by the 

environment to indicate additional performers and actions 

involved.  

Now, we consider the problem of the design of an 

environment that will not only serve as pure technology but 

also provide interaction with other humans and available 

knowledge resources. We observed that the occurring 

interactions can be reduced to a directional flow, and further 

described by distinguished internal phases. In this context, 

we put forward two research questions: (1) what are the 

main entities? and (2) what are the main phases? Answers to 

these questions are embodied in the form of the generic 

lemniscate knowledge flow model and its detailed 

description, which, grounded on recognized theory, learned 

principles and gathered practices, provides foundations to 

solve the above problem. 

The rest of the paper is organized as follows. The related 

work is presented in Section 2. In Section 3 we introduce the 

knowledge flow model. The research background is 

presented and referred to in Section 4. Final conclusions are 

included in Section 5. 
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II. RELATED WORK 

The recent interest in knowledge management, observed 

both in business and science, is nothing new. However, it is 

not a secret that nowadays, information and communication 

technologies are the basic means to efficiently support every 

phase of the KM process. For this reason, we only present 

the state of the art directly concerning knowledge 

management embedded in the context of ICT, as well as a 

general retrospection of its existence in the research areas of 

computer science and management. 

Thinking in terms of computer science, our knowledge is 

materialized in so-called knowledge bases (KB) [5]. Bearing 

in mind the natural attributes of knowledge (e.g. aging, 

context, source) in order to fully illustrate the constraints and 

obstacles in the process of codifying, sharing and refining its 

resources, we should also point out other cons like: 

subjective burdens, mistakes, false assumptions, unreliable 

data mining techniques and methods or incomplete and 

imprecise data. Therefore, the necessity and urgency of 

knowledge verification and evaluation appear in the 

foreground in order to ensure its correctness, timeliness and 

objectiveness. This has been a subject of our previous and 

current research interests, generally focused on the area of 

knowledge management, where varied experiments have 

been performed on acquired resources from experts [6] or 

discovered frequent sets from web server log files [7]. 

In  another work [8], we introduced the first multi-

dimensional knowledge space model (including entity–
relationship schema), implemented as a part of the 

developing system, designed to efficiently distribute and 

manage knowledge resources. We view our model as the 

foundation of a knowledge grid platform, where two 

significant aspects are considered: education- and research-

driven. Some aspects of applying an ontology in 

transforming and processing knowledge were widely 

discussed in [9], along with the related standards, 

terminology and languages; based on theoretical 

developments [10, 11, 12], and managerial and 

organizational practice [13, 14, 15]; we also referred to the 

generic model of the knowledge life cycle and its internal 

phases, revisiting conditions, constraints and obstacles in the 

context of the knowledge grid assumptions. 

Knowledge may be represented by a variety of forms. In 

[16] Kapłański et al. used a novel feature of the Ontorion 

system [17], that allows for describing knowledge and 

interacting with the user in semi-natural language [18], 

expressive enough to describe rich and complex things, 

groups of things, and relations between them. To present 

such capabilities, a stand-alone experiment was designed and 

executed. A software process simulation based on the multi-

agent approach was performed in order to imitate social 

behaviours in the software testing phase. 

From the management panorama of the knowledge-based 

organization, Zack [19] distinguished four characteristics, 

summarized as a process, a place, a purpose and a 

perspective. A process consists of intra-organization 

activities engaged in the production of goods and delivery of 

services. A place includes the organization of boundaries in 

which knowledge is created, shared and refined. A purpose is 

defined by a mission and strategy which are considered in 

the frame of customer satisfaction. Finally, a perspective is 

related to beliefs, culture and religion, which may have an 

influence on decisions-makers. This abstract view of such an 

organization may be considered as a starting point for the 

analysis, design and organization of actors, tasks and 

resources, engaged in knowledge creation, sharing and 

evaluation [20]. 

The pure nature of the knowledge management process 

undoubtedly describes such values as: sincerity, impartiality 

and veracity. Mercier-Laurent et al. [21] classified socio-

cultural aspects as the most important in KM, which allow 

and empower knowledge creation and sharing. Besides this, 

the authors emphasize the role of the technical environment 

in the deliberate development and maintenance of key 

knowledge management processes and its influence on 

strategic management. In a similar way, Fazlagić et al. 

indicated the role of corporate portals (so-called intranets) 

in developing the processes of knowledge management, 

realized through a set of functions such as: internal services 

(concerning administration, finance and human resources), 

digital workspaces, unified communication facilities and 

document repositories [22]. 

To sum up and close this section, in the long-term, 

effective knowledge management may constitute a 

competitive advantage. Dominiak and Leja rhetorically ask 

“Does university need a strategy?” [23], and after an 

affirmative answer, later claim that in order to build, unfold 

and deploy a strategy, university ought to begin with a 

vision. To create a successful projection of the future, 

organization members should also directly embody all 

processes engaged in knowledge management in agreement 

and cooperation with all stakeholders. Generally speaking, 

the three main functions of management i.e. planning, 

organizing and controlling (the action-decision function will 

not be considered because it is commonly known) are intra- 

and inter-related, penetrating and utilizing the available 

resources, where the most important are intellectual capital 

assets. Likewise, for business organizations, Teece [24] also 

argues that superior profits stem from intangible assets such 

as customer relationships, know-how and superior business 

processes. 

III. KNOWLEDGE FLOW MODEL 

Some believe in the sense of knowledge management and 

some do not. However, each organization to some extent, be 

it smaller or greater, utilizes knowledge in some way, 

intentionally or not. Nonetheless, we all must agree that the 

human memory, by nature, is imperfect because over time 

we unconsciously tend to rewrite some of its parts 

irrevocably or we are simply unable to retrieve them again. 
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To bypass those limitations, nowadays knowledge is 

explicitly codified in a computer mass-storage memory, 

which lets us create solid backups and, what is the most 

important, retrieve and share knowledge on request at any 

time and in any place. On the other hand, the present-day 

environment is highly dynamic and productive, and as a 

consequence, knowledge ages rapidly. As an example, let us 

consider emerging financial and stock markets, legal 

regulations or even the solar system – indubitably, today we 

know something about them that may not be true anymore 

tomorrow.  

In our methodical approach, firstly we specify the main 

goals, and secondly we design the process by determining 

particular phases in such a way that the sequence of their 

execution ultimately leads to satisfying each goal. 

The main goals of knowledge management are to share 

knowledge with others, and to reuse it when necessary. From 

our point of view, the process itself consists of seven 

chronological phases where knowledge is (1) gathered, (2) 

codified, (3) shared, (4) verified, (5) enhanced (from the 

knowledge sender perspective), and (6) understood, (7) 

evaluated and shared again (from the knowledge recipient 

perspective). Such a directional knowledge flow occurs 

between three entities: knowledge sender (KS), machine and 

knowledge recipient (KR), where each of them plays a 

distinct role; however, direct or indirect interactions 

frequently occur between them. While KS and KR are both 

humans, the machine is an abstract term representing a set of 

information and communication technologies (ICT), 

generally referring to operating hardware (computers, 

networks and other physical devices) and software 

(applications, tools and systems). In this case, knowledge is a 

set of intangible assets, stored in a computer memory, 

represented by non-trivial plain-text or binary data 

structures. The underlying assumption, however, is not one 

based on viewing data as the raw material from which 

knowledge is created. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 A lemniscate knowledge flow model 

 

The knowledge sender gathers, processes and combines 

relevant resources at some point in time. If the composed 

resources of knowledge are complete and consistent for a 

given discourse of the universe, then they are codified 

(articulated), which in turn leads to the creation of the real-

world meaning of concepts and relations explicitly and 

precisely. On the other hand, knowledge codification can be 

a source of value creation, “reused” either by the knowledge 

recipient or other knowledge creators. Undoubtedly, an 

efficient IT system plays a decisive role in the application of 

the codification strategy. Knowledge sharing is an activity 

that aims to exchange particular resources among the 

knowledge sender and their recipients. An efficient and 

useful technology should support contexts like localization 

and the knowledge form, hardware capabilities and 

requirements, language skills, on-the-fly content 

recommendation and the recipient’s learning predisposition. 

Simultaneous verification of knowledge takes place during 

its exchange by both a sender and a recipient. The 

perception and understanding of knowledge incorporates 

cognitive processes, beliefs and human intelligence, as well 

as the tacit knowledge currently possessed by the involved 

individual. At the same time, the knowledge is evaluated, 

which means that each consistent part is checked to fulfil 

such criteria as reliability, applicability and significance 

[25]. Feedback given from a knowledge recipient may reveal 

some errors, inaccuracies or gaps in shared knowledge 

resources. On the other hand, which seems to be even more 

important, it may spontaneously trigger valuable expertise, 

up to that point deeply concealed in a recipient’s mind. Such 
reactions might indicate and advocate possible changes, 

supplements or withdrawals of particular knowledge 

resources. In this case, knowledge refinement may lead to its 

higher quality, described by attributes such as adequacy, 

effectiveness and productiveness [26].  
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Generally speaking, in regard to knowledge “visibility”, 
classically, knowledge resources are divided into two types: 

explicit or tacit [27], while the former by assumption is not 

cognitively biased. For this reason people naturally tend to 

share knowledge with others to evaluate its veracity, based 

on given feedback, and afterwards to consolidate and codify 

it. On the other hand, any body of knowledge might be 

codified to a certain extent, where skills and competence are 

hardly transferable. 

IV. RESEARCH BACKGROUND 

Among the numerous tasks given to students to perform, 

were those where they needed to actively collaborate in 

separate groups in the classroom or at home, and exhibit the 

means and tools to exchange data, information and 

knowledge. In this manner, we provided the preliminary 

results of our observations and conducted short interviews, 

which, synthesised together, allowed us to formulate a set of 

facts, specified below. Obviously, the elementary means of 

close communication was oral dialogue or open discussion. 

However, a few members reported obstacles in effective 

group work, such as the “sucker effect”, or intrapersonal 

factors (also recognized and described in [28]). At a 

distance, instant messaging tools over the Internet (e.g. 

Skype) were preferred to the phone. Group members used a 

variety of other software tools to explicit and codify 

gathered or possessed information. In peer-to-peer 

communication, Facebook Messenger was the most 

preferable tool. In the store-and-forward model, emails were 

sent occasionally to announce some general assumptions, 

share documents (via attached files) or one asked others to 

evaluate or accept changed settings. 

V. CONCLUSIONS 

The elaborated knowledge flow model (fig. 1) is an 

abstract view of the process of knowledge management. To 

our best belief, it seems to be complete (definite starting and 

ending points), computer-aided (various ICT are employed) 

and generic (not biased by any domain); the indicated 

sequential iterations, where the bi-directional, spoken or 

written exchange of observations takes place, demonstrate 

its unfolded nature. 

“We have a conviction to learn during our whole life” – 

this straightforward sentence reflects the nature of a human 

life in present times. 
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Abstract—Enterprise  architecture  supports  a  holistic  approach

used  to  optimize  various  activities  of  a  company.  Software

development companies frequently use a popular agile approach,

and  the  most  popular  agile  methodology  is  Scrum.  A  sprint

retrospective is a Scrum process which is supposed to enable self-

development and improve communication among team members.

Unfortunately,  the  reality  is  usually  different.  The  aim of  the

paper  is  to  identify  problems  with  retrospectives  and  to  use

enterprise architecture models to help different stakeholders to

understand the problems of agile approach and to find reasons

why sometimes it does not meet its goals. Next, the authors try to

find  solutions  for  the  identified  problems  on  the  basis  of  a

persona concept.

Index Terms—Scrum; agile; retrospective; team work; enter-

prise architecture; ArchiMate

I.  INTRODUCTION 

NTERPRISE architecture may be used for an efficient de-
velopment of a company. To optimize the  structure and

behavior of a company, a holistic approach should be used in
which the company architecture should be modelled in a uni-
form way. One of the reasons why it is worth pursuing this ap-
proach is the fact that it offers different company stakeholders
a clear understanding of what is going on. In the literature these
problems are closely related to integration and interoperability
of enterprise architecture  [1]. Other important ideas regarding
enterprise architecture evolution are standardization and har-
monization [2]. 

E

 There are many examples of processes that do not work so
efficiently as expected. A clear understanding is useful not only
to  people  taking  part  in  the  process,  but  also  to  people
observing  the  process.  So,  there  is  a  need  to  describe  the
behavior of a company in a uniform way. The structure and
behavior  of  a  company  can  be  modelled  in  ArchiMate  [3]
language,  which   supports  strategy,  motivation,  business,
technology  and   physical  layers  concepts.  Developing  such
models  is  especially  valuable  for  companies  developing
software (software houses). 

Software  houses  usually  apply  a  mix  of  different
methodologies, e.g. agile or classic. In these companies service

orientation  and  continuous  improvement  seem  an  important
goal. To obtain a full picture of the company, it is important to
distinguish services  in the software  production, and to show
how these services are supported by processes. 

In the paper an ArchiMate model is proposed for iterative
software development based on Scrum. The model is based on
a more general model of the Scrum framework for teams and a
more detailed one for a sprint retrospective. Scrum Guide [4] is
a widely accepted reference publication for Scrum.

A sprint retrospective is a meeting that takes place during
the last stage of the sprint. During the meeting the participants
discuss  the  finished  sprint,  focusing  on  the  team  and  its
problems.  The  main  topics  of  the  conversations  during  a
retrospective  focus  on  what  went  well,  what  difficulties
occurred during the sprint, and how to take corrective actions
to  avoid  similar  problems  in  the  future.  In  Scrum,  a  sprint
retrospective  is  an  integral  part  of   control  and  adaptation
processes, without which the team cannot develop and improve
the efficiency of its work. 

In many Scrum team members’ opinion, a retrospective is a
fragile process. To check this view, a survey was conducted by
the authors of the paper in which they collected information on
the  most  common  problems  raised  up  during  a  sprint
retrospective.  Unfortunately,  its  results  do  not  lead  to
optimistic conclusions. The main research question was why
most  teams  using  an  agile  approach  do  not  conduct  such
meetings at all or end them with negative results. Answering
this question can be followed by additional questions: Are the
authors  of  Scrum  and  the  authors  of  books  praising  the
advantages  of  retrospectives  incurable  optimists?  Are  they
misled in their assertions? Or maybe the way of conducting a
retrospective leads to mistakes? 

There  are  many books,  papers  and blogs which describe
how to conduct a retrospective in a proper way. Usually their
authors  are  experts  in  coaching  agile  teams.  However,  it  is
difficult  to  find  a  common and uniform understanding  of  a
retrospective process. That is why a more general approach is
proposed  based  on  an  enterprise  architecture  model.  To
understand its idea better, a retrospective motivation model and
a concept of UX (user experience) are proposed. 
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The structure of the paper is as follows. After the 
introduction in the first chapter, an enterprise architecture view 
of Scrum is proposed in the second chapter, and selected 
literature concerning a retrospective is analyzed in the third 
chapter. In the fourth chapter a base motivation model of a 
retrospective is proposed, while in chapter five common 
problems of a retrospective are investigated based on a survey, 
whose results are discussed in the next chapter. The success of 
a retrospective depends on people taking part in it, and that is 
why personas and retrospective roles are discussed respectively 
in chapters seven and eight, which are followed by chapter 9 
discussing ways of improving a retrospective. Conclusions are 
devoted to future research concerning the integration of 
enterprise architecture and models of agile methodologies.  

II. ENTERPRISE ARCHITECTURE APPROACH TO SCRUM 

Enterprise architecture is used to obtain a holistic view of 
the company. From this point of view, the most suitable  
enterprise architecture definition is the one given by Lankhorst 
[5]  as “a coherent  whole of principles, methods, and models 
that are used in the design and realization of an enterprise’s 
organizational structure, business processes, information 
systems, and infrastructure”. The second important point is 
competitive development of a company, which is best defined 
by Gartner Group [6] “Enterprise architecture (EA) is the 
process of translating business vision and strategy into 
effective enterprise change by creating, communicating, and 
improving the key principles and models that describe the 
enterprise’s future state and enable its evolution.” In the paper 
both definitions of enterprise architecture are important: the 
one regarding the company’s holistic view and the one 
regarding its competitive evolution.  

The developers of agile methods try to differentiate them 
from other methods by different means. There is no essential 
reason why integrating Scrum into enterprise architecture could  
not be possible. Literature offers some examples of such 
proposals, e.g. [7], [8]. The development of enterprise 
architecture can be proposed for different fields [9]. IT 
enterprises  running projects  in  different  heterogeneous  
environments integrate classical and agile project management 
methodologies. Paper [10] discusses  the  problem  of  
alignment  of  two project  management methodologies based 
on two ontologies: a classical one represented by PMBOK [11] 
and an agile one represented by Scrum [4]. In [12] the problem 
of  selecting a suitable agility framework is discussed, and the 
analysis ends with the conclusion that the investigated 
methodologies were inconsistent. 

To describe project management methodologies or agile 
frameworks, a common meta-model may be proposed. In the 
area of software engineering, different meta-models for 
harmonizing different standards and solutions are offered. In 
the domain of software development, harmonization is 
proposed for ISO standards based on the Software Engineering 
Metamodel for Development Methodologies (SEMDM) 
described in ISO/IEC 24744 standard. For example, in [13] a 
proposal of such harmonization is based on Ontology Pattern 
Language. 

 

 

Figure 1.  Meta-model of project management metodologies 

The paper proposes an approach which harmonizes the 
project and product development methodologies using 
enterprise architecture concepts. The proposed meta-model is 
simple and distinguishes the following areas (Fig. 1): dynamic 
(describing activities), operation (describing active elements, 
like roles and principles governing the methodology), quality 
(depending artifacts, i.e. inputs and outputs of processes) and 
workshop functions (e.g. the application of selected tools, 
techniques, and practices).  

 

Figure 2.  General Scrum process model 

In building a Scrum model, Scrum processes should be 
considered at first. ArchiMate is one of the best known 
languages used for describing enterprise models. A simple 
example of a model of processes in Scrum with triggering and 
composition relations is given in Fig. 2. Sprint, the Scrum 
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iteration, contains planning, execution, review and 
retrospective processes. The sprint execution process consists 
of composite sub-processes: product development, sprint 
control, monitoring and adaptation. These sub-processes are 
running parallel during sprint execution. 

The full Scrum model based on the meta-model is 
presented in [14] from two viewpoints: the team’s viewpoint 
and the business owner’s viewpoint. 

III. STATE OF THE ART ON A SPRINT RETROSPECTIVE 

A sprint retrospective is the last meeting during the sprint. 
Its main objective is to facilitate the development and self-
improvement of the team. During a retrospective its 
participants discuss the events that have taken place, their 
impact on their work and how they may be able to deal with 
problems in the future. The retrospective process is discussed 
and described in detail in different publications. The 
Retrospective Handbook [15] shows ways of running more 
effective retrospectives by addressing certain practical 
challenges. 

A retrospective should not be conducted in a chaotic way. It 
is very important to prepare, conduct and close a retrospective  
properly. It is assumed [7] that for a one month sprint, a 
retrospective should last up to 3 hours. The authors of [16] 
suggest dividing a sprint retrospective into five phases of 
varying lengths: 

1) Setting the stage. The first phase involves familiarizing 
the group with the timetable and retrospective goals, and, 
additionally, doing exercises that will make it easier for 
shy people to express their opinions later. 

2) Gather data. The data collection is intended to remind the 
group of events taking place during a sprint. During this 
phase the team should recall all events that occurred 
during a sprint, such as meetings, decisions, milestones, 
integration meetings, rotation of team members as well as 
adaptation of new technologies. The Timeline [17] 
exercise  may be proposed here.  

3) Generate Insights. Through brainstorming the team 
members try to notice the correlation between the events 
and the quality and effectiveness of their work. Through 
this analysis, it will be possible to identify which events 
help and which make it more difficult for the team to 
achieve the goal. Exercise that can help during 
brainstorming is  called 5 Whys method, which  may be 
used in software development to prevent recurrence of the 
same problems  [18]. 

4) Decide what to do. During this phase, while working in 
groups, team members create a detailed list of actions to 
be performed during the next sprint. The most important 
element of this stage is the selection of 2-3 most 
important factors that affected the last sprint issues, in 
which the "Planning Game" [19] exercise may be helpful.  

5) Close the retrospective. In the end, the leader will gather 
feedback on the meeting. It is important to collect the 

results of the analysis, the list of decisions made and to 
create a common picture in the form of a poster. 

On the basis of this proposal, phases and their goals can be 
described in ArchiMate model as shown in Fig. 3. The sprint 
retrospective process consists of sub-processes realizing 
different goals. The person preparing the meeting is obliged to 
prepare the place where a retrospective will take place. A good 
choice will be a location in which the team usually works or an 
isolated room allowing participants to arrange chairs in a 
semicircle so that everyone can see one another. The room 
should offer a possibility to post posters or draw graphs and 
timelines. This will create a proper atmosphere for the 
discussion. 

Sometimes a retrospective always performed in the same 
way becomes boring for some team members or for the whole 
team, however, it is possible to revitalize retrospective 
meetings. In [20] seven principles serving this purpose are 
defined: (1) Rotate leadership. It seems natural that the Scrum 
Master should take leadership of a retrospective, but rotating  
leadership among team members can bring good results. (2) 
Change the question. By asking standard questions, we usually 
obtain the same answers. (3) Vary the process. Some tools may 
be proposed to structure the process. (4) Include different 
perspectives. Take into consideration the viewpoints of 
different stakeholders. (5) Change the focus. Change the focus 
to e.g. social communication, organization or engineering 
issues. (6) Try appreciative inquiry. Consider good results 
obtained in the past to explore how to use them in the future. 
(7) Analyze recurrent themes. If the same themes occur, try to 
influence the situation or change the plans. 

 

Figure 3.  Retrospective phases and their main goals 

There are some works offering  exercises facilitating a 
retrospective. Book [21] contains many practical exercises 
aimed at becoming more proficient in performing 
retrospectives. Similarly, [22] provides a tool set of activities to 
transform a group of people into an effective team by keeping 
the participants amused and providing a setting where they can 
reflect, discuss and have fun. Another issue is team 
networking, which is performed outside a retrospective, and for 
which collaborative games may be proposed, e.g. [23]. 

Identify applicable sponsor/s here. (sponsors) 
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IV. ENTERPRISE ARCHITECTURE APPROACH TO A SPRINT 

RETROSPECTIVE 

A case of a retrospective process will be investigated here 
in more detail. A sprint retrospective takes into account (Fig. 4) 
such inputs as: work progress during the sprint (represented by 
sprint burn down charts), delivered product at the end of the 
sprint, product development recommendation made during a 
sprint review, team capability and retrospective 
recommendations from previous sprints. A burn down chart, 
product development and retrospective recommendations are 
Archimate business objects. A sprint retrospective triggers a 
process of retrospective recommendation realization. 

 

Figure 4.  Model of a sprint retrospective 

In building an enterprise model a motivation layer should 
be developed in the first place. Fig. 5 presents retrospective 
motivation using the following ArchiMate concepts: 
stakeholder, driver, assessment, principle, requirement, 
constraint, goal and value. The motivation model for this 
simplified detail level may be used  for a quick check of what 
the reasons to perform a retrospective are. 

 

Figure 5.  Motivation model of a sprint retrospective 

In a full Scrum model the motivation elements are tied to 
other kinds of motivation, a business layer, and strategy 
elements. 

V. COMMON ISSUES DURING A SPRINT RETROSPECTIVE  

Obtaining and maintaining a holistic view is an important 
issue in developing enterprise architecture, but in architecture 
evolution harmonization and efficiency become the most 
important goals. The problem can be defined as follow: is a 
retrospective the best way to develop and improve efficiency of 
team work? 

In order to determine the problems related to a sprint 
retrospective, a written questionnaire was distributed among  
people working in Scrum projects. The survey was conducted 
between May and June 2016 in Cracow and its neighboring 
areas, which are the largest outsourcing center in Europe [24]. 
32 survey participants selected for the survey were members of 
different Scrum teams from different companies. Their job 
positions were as follow: 59% were software developers, 38% 
quality assurance engineers and 3% business analysts. Their 
work experience ranged  between 0-5 years (66%), 6-10 years 
(21%), 11-15 years (105) and 16-20 years (3 %). 

The first part of the survey concerned the position and the 
work experience of the respondents. In the second part general 
questions regarding retrospective were as follow: Does the 
team in which you are working conduct sprint retrospectives? 
How long does  an average sprint take in your project? What is 
the average duration of a retrospective in your project? Do you 
prepare for a retrospective? How many exercises does your 
team perform during a retrospective?  

Then, in the third part of the survey the respondents were 
asked to what extent they agreed with the following statements: 
(1) I know why a retrospective is carried out. (2) I understand 
the meaning of a retrospective. (3) A retrospective is a 
necessary meeting during the sprint. (4) During a retrospective 
we discuss important things from the team's and project’s 
points of view. (5) A retrospective brings a lot of changes to 
the team. (6) During a retrospective I make many observations. 
(7) I want to share my observations during a sprint 
retrospective. (8) I feel that my participation in a retrospective 
is important. (9) A retrospective takes the appropriate length of 
time. (10) A  retrospective is interesting. (11) A retrospective 
drives the team to action. (12) A retrospective is not used to 
indicate the person responsible for the success / failure of the 
sprint. (13) A retrospective improves communication between 
team members. (14) A retrospective improves the team's work 
organization. (15) A retrospective motivates for better work. 
(16) A retrospective improves team efficiency. (17) A 
retrospective reveals strengths and weaknesses of the team. 
(18) A retrospective reveals the problems that occur in the 
project. (19) A retrospective allows for the development of 
team members. (20) A retrospective is carried out correctly. 

The survey participants chose a decimal value assigned to 
each answer ranging from 1 (strongly disagree) to 5 (strongly 
agree). Finally, the respondents were asked for other 
suggestions or opinions related to a retrospective, which were 
not included in the questionnaire. 
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VI. SURVEY RESULTS  

 The survey revealed that only 67% of surveyed people 
working in Scrum projects participate in a retrospective. Thus, 
only the answers of the respondents who have actually taken 
part in retrospectives are analysed. 

Most people declared that sprints in their projects last for 2 
weeks (55%), 3 weeks (30%) or 4 weeks (15%). Regarding the 
duration of a retrospective, it takes up to 1 hour in 40% of 
cases, 2 hours in 55% of cases and 3 hours in 5% of cases. 
During a retrospective, one exercise (75% cases) is performed 
as a standard, and its goal is to determine the problems that 
Scrum teams face. It is regrettable to say that only 35% of the 
respondents prepare for a sprint retrospective. 

 

Figure 6.  Average points for 20 questions of the survey 

Twenty questions from the third part of the questionnaire 
make it possible to determine the satisfaction index of a sprint 
retrospective. For the purpose of this study, satisfaction was 
measured by assigning points between 1 (strongly disagree) to 
5 (strongly agree) as the answers to the questions. The average 
values are presented in Fig. 6. 

The article presents in detail only some of the most surprising 
answers to the questions. Only 26% of the respondents (Fig. 7) 
agreed or partially agreed with the assertion that a retrospective 
leads to many changes in the team's work. At the same time, 
only 45% (Fig. 8) of them thought that a retrospective 
motivates them to work better. In addition, only 30% said (Fig. 
9) that a retrospective drives the team to action. Even worse, 
only 20% partially agreed (Fig. 10) that a retrospective leads to 
the development of the team members. No one was completely 
convinced of the validity of this statement. When it comes to 
identifying the problems faced by the  participants of the 
meeting themselves, it was not better, either. Only 40% of the 
respondents (Fig. 11) made some observations during the 
meeting. A better situation occurred with sharing ones insights 
with others - 85% of the respondents (Fig. 12) declared such a 
desire. 

 

Figure 7.  A retrospective introduces many changes to team work  

 

Figure 8.  A retrospective motivates for better work 

 

Figure 9.  A retrospective drives the team to action 
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Figure 10.  A retrospection enables the development of team members 

 

Figure 11.  During a retrospective I have many insights 

 

Figure 12.  I want to share my observations during a retrospective 

These responses indicate that a retrospective created to give the 
team the opportunity to develop, motivate and make changes to 
the process, in most cases does not fulfill its core functions.  

Nevertheless, the respondents also noticed a more positive 
side of a retrospective. They claimed that such meetings verify 
the team's integration and enable the exchange of experiences 
between the participants. In addition, a retrospective reveals the 
problems that have not been noticed during the sprint. 

VII. APPLYING A PERSONA CONCEPT TO RETROSPECTIVE 

ROLES 

An important concept in enterprise architecture modelling  
is service realized by processes. In the area of service 
development many solutions are proposed, such as service 
design thinking or user and customer experience. The question 
is why not use these solutions to improve agile processes. In 
the service design a persona is an important concept. The idea 
of understanding customer segments was proposed by Angus 
Jenkinson [25] based on creating imagined or fictional 
characters with certain behaviors and attitudes which represent 
customer segments or communities. Success of a retrospective 
depends on the retrospective leader and team members. For 
that reasons it would be interesting to develop a persona model 
for the retrospective leader and team members. Fig. 9 presents 
the persona model expressed in ArchiMate language. 

 

Figure 13.  Persona concept 

In building a persona model of a team member, at the 
beginning his profile should be determined, which can be 
characterized by: experience, job seniority, age, education, 
family background, and so on. An important issue is to uncover 
his personality, e.g. motivation, attitude, feelings and the way 
of thinking. The definition of a persona for a retrospective 
should be followed by customer journey canvas designed for 
each persona. An important task while developing a persona 
and customer journey canvas is to build an empathy map.  

The same considerations are valid for the retrospective 
leader. This role is of great importance for realizing goals of a 
retrospective. That is why the feelings of the surveyed persons 
regarding this role seem interesting. 

VIII. SPRINT RETROSPECTIVE LEADER ROLES 

Success of a retrospective depends on the retrospective 
leader and team members. The behavior of the retrospective 
leader and team members depends on the retrospective phase. 
A retrospective consists of three phases: preparing for a 
retrospective, conducting a retrospective, and post-
retrospective actions. 
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Preparing for a retrospective. Survey results confirmed 
that most participants of a retrospective are not prepared for it. 
The leader should investigate what occurred during the last 
sprint, exceptional events that took place, the feelings of the 
team members, the artifacts and the attractors. These should 
help to outline and understand the problems the team was 
facing, and, ultimately, to set a retrospective goal. Outlining the 
purpose of a retrospective makes the team members see the 
reason why they are going to spend their time attending the 
meeting. Retrospective duration depends on many factors, 
including, e.g. the sprint length, the complexity of the project, 
technologies used,  the size of the team, the level of conflict in 
the team and the issues that arouse controversy. The next step 
in the preparation of a retrospective is setting up a schedule. 
The meeting should be typically divided into phases. For each 
of these phases, special activities must be prepared that allow 
the group to mobilize to work together. These activities are 
designed to encourage team members to actively participate in 
the meeting, increase their creativity  and focus on the topic.  It 
is important not to use only one exercise during retrospective 
meetings, because doing it repeatedly becomes boring and does 
not promote creative thinking. 

Conducting a retrospective. The leader should focus on 
the process and the structure of a retrospective. Adapting to the 
needs and dynamics of the team should help the team members 
to reach the goal while staying neutral in a discussion, even if 
they have their own insights. In addition, the leader, as the 
person who knows the schedule of a retrospective, has to 
present each activity before starting it. This will make the team 
aware of what they can learn from exercises. Every activity 
should end with a discussion on the obtained effects and 
conclusions drawn from it. An important task of the leader is to 
observe the activities of the participants of a retrospective. The 
leader should draw attention to these who do not participate at 
all, encouraging them to take part in the discussion and express 
their opinions, as well as to these who dominate the 
conversation. During a retrospective, the retrospective leader 
listens attentively to participants' speeches, trying to capture the 
signals of the blame or clutter of the team members. Seeing 
what the conversation is about, the leader should try to change 
its course. Moreover, it may happen that during a meeting the 
team loses the sense of time and here emerges another role of 
the leader connected with managing the time. The leader 
should give signals so that the meeting proceeds according to 
the schedule. 

Post-retrospective actions. The basic principle of a 
retrospective is - after inspecting - making adaptations in the 
next sprints. If only a small part of the proposed changes are 
implemented, the team may become frustrated and not willing 
to take part in retrospectives in the future. 

IX. SPRINT RETROSPECTIVE IMPROVEMENT 

CONSIDERATIONS 

A retrospective is a part of  Scrum, which, unfortunately, is 
often ignored, depreciated and neglected. As a result, the team 
cannot obtain desired results from such meetings. But it is 
assumed that a retrospective influences team development, 
improves the efficiency of its work and communication 

between team members. Without a good retrospective, it is not 
possible for the team to improve their performance.  

Unfortunately, the results of the survey reveal that in most 
cases retrospectives do not meet the assumptions. A large 
group of the survey participants failed to notice whether such 
meetings make proper changes to the team and, in particular, 
whether they allow them to develop. Does this mean that the 
belief in the power of a retrospective is only a myth? 

In the survey several people noticed certain additional 
issues during a sprint retrospective. It happened that, despite 
the improvement resolutions, the team members lacked the 
consistency in implementing them. In addition, during the 
meeting itself, the participants often lacked the discipline, 
which was often the leader’s fault. 

At the same time, the survey showed that satisfaction with 
retrospectives was strongly linked with the number of exercises 
done during meetings and almost did not depend on earlier 
preparation for them. The more activities were done during the 
meeting, the more positive effects of the action were noticed by 
the team members. In addition, a retrospective was better 
assessed by people who prepared for it. 

The analysis of the survey results allowed us to formulate 
tips helping to fix a retrospective and make it work as 
expected. One of the most important factors influencing 
success of a retrospective is the choice of the leader. The leader 
should be a good observer who can encourage shy people to 
actively participate in the meeting, while diminishing the 
behavior of those overactive. In addition, the leader should be a 
person who knows the schedule of the meeting best and 
possesses thorough knowledge of how each exercise should be 
performed during the meeting.  

This is directly related to the preparation of a person to lead 
a retrospective, which consists not only of the preparation of a 
proper place together with the needed materials, but also of 
learning about the course of the sprint and the situation in the 
project, and to determine the purpose of a retrospective. It is 
also a good habit to divide the meeting into five phases of 
varying lengths, each with different duration and aim. The 
direct result of this division is the activity performed during 
each of the phases aimed at achieving the goal of each phase. 
Taking these tips into account when preparing for the next 
retrospective will certainly make the team’s attitude to a 
retrospective meeting more positive and will enable them to 
notice its positive impact on their work.  

Sometimes the reasons why a sprint retrospective does not 
work well are known, and the time needed for solving 
problems is much longer then the sprint length. In this case 
alternative measures should be considered, like e.g. forwarding 
problems to an issue log system to solve impediments and 
perform team networking exercises to enhance cooperation. 

X. CONCLUSIONS 

Enterprise architecture is a means of improving and 
understanding activities in a company in a uniform and holistic 
way. Such an approach  may be proposed for agile and classic 
software products development processes. The presented 
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enterprise architecture models may be suitable for different 
stakeholders, because, as shown above, they can model 
different methodologies with sufficient details and in a way 
that is understandable to different stakeholders. 

Enterprise architecture models are good measures of the 
improvement of company processes. The main driver of the 
paper were survey results concerning a sprint retrospective, 
which showed numerous weaknesses of a retrospective. The 
main aim was to look at a retrospective from the perspective of 
enterprise architecture and to find suitable solutions from the 
company’s perspective. The proposed model may be used to 
compare different approaches. Developing a detailed model of 
a retrospective will make it possible to asses it from the 
outside.  

The obtained results are a good starting point for 
developing a more comprehensive and consistent model with 
sub-models related to project and product management in 
software houses. 
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Abstract—This  paper  presents  an  outline  of  novel

approaches and emerging trends related to Human-Computer

Interaction (HCI). These trends have been present in the MIDI

2017 conference organized within FedCSIS series. In particular

on-line services and mobile applications, often operated by

voice-based interfaces and voice-driven assistants,  are special

areas of interest as to their prospective developments. Also the

use  of  Artificial  Intelligence  (AI)  in user  interfaces  seems to

offer a breakthrough towards more intuitive and error-tolerant

interaction  needed  especially  in  the  most  common,  mobile

context of use. 

Index  Terms—Human-Computer  Interaction,  Interaction

Design, Usability & User Interface, User Experience.

ECENT developments in Information Technology (IT)

create new opportunities for creating new user-system

interaction  techniques.  As  a  result,  nowadays  we  are

witnessing  a  remarkable  shift  in  research  and  practice  of

Human-Computer Interaction (HCI). 

R

Traditionally,  the  domain  of  HCI  has  dealt  with

optimizing  user  interfaces  and  developing  new interaction

styles. Historically, the humans were first placed as trained

operators  of  computer  systems  dedicated  to  serving

narrowly-defined  domains  like  accounting,  manufacturing

or  process  control.  With  the  introduction  of  Personal

Computers (PCs) in the 1980s, the human has become not

only a software user, but also an important stakeholder in IT

projects.  This  shift  has  led  to  developing  User-Centered

Design (UCD) approach, very popular in contemporary IT

projects.  Most  recently,  availability  of  wireless  networks

and handheld devices (especially smartphones) caused that

mobile  applications  and  on-line  services  have  become  a

natural part of everyday life. Ultimately, in IT projects today

the human is not only a target user, but also a consumer who

decides for instance which payment plan to choose or when

to terminate the subscription (often caused by switching to

more attractive offer from another vendor). 

From a technical viewpoint, developing and launching a

mobile app or website is relatively easy, but the competition

is usually strong and users  have a wide choice of  similar

solutions on-line. In such conditions the real problem is how

to attract attention of potential customers and how to gain

their  loyalty.  These  are  the  central  questions  of  on-line

relationship  marketing  and  on-line  branding  –  areas  not

present in IT development until very recently. 

As a result, currently e-customers often treat IT systems

(especially  mobile  applications  and  on-line  services)  as

service  solutions,  which  help  to  solve  practical  problems

(like shopping, reservations, navigation etc.) or to improve

individual lifestyle (for instance in areas related to fitness,

wellbeing,  ecology,  safety,  health,  child  care  etc.).  E-

customers remain loyal to specific on-line services as long

they  satisfy  their  expectations,  resulting  from  everyday

context of use (related to specific  problem to be solved –

what,  when  and  where)  as  well  as  from  their  current

lifestyle, or even fashion. E-customers’ loyalty to a specific

service  or  app  no  longer  results  merely  from  adequate

functionality, decent usability and aesthetic look of an app

[11];  now it  primarily  results  from  cumulated,  constantly

positive User Experience (Customer Experience), making a

given app or service someone’s preferred choice.  

Nowadays user interface still remains an essential part of

an  IT  product,  but  now it  is  less  a  technical  component,

instead more addressing emotional, behavioral, economical,

or lifestyle-related needs. However, the contents of recent IT

projects has also changed a lot: now the focus is no longer a

computer  system, but a specific  service aimed to generate

revenues.  In  addition  to  the  technical  part  (now  often

outsourced  to  subcontractors),  today’s  IT  projects  often

address  issues  such  as  on-line  relationship  marketing

strategy, appropriate business model, ethnographical studies,

creative  design  and  innovation  development.  The  term

“creative projects” is now often related to IT projects, and

teamwork creativity (often stimulated by Design Thinking

techniques [9, 10]) is expected to produce solutions which

will not only attract a customer, but will make him/her loyal

to a specific service brand or vendor for a long time. 

In  the  timespan  of  a  recent  decade,  these  trends  have

changed  the  role  of  HCI  in  IT  projects,  while  new

interaction  technologies  have  open  new  opportunities  to

deliver on-line services and solutions not even imagined in

the past. Also the popularity of IT design paradigms such as

SOA (Software Oriented Architecture) or SaaS (Software as

a Service), especially attractive among business users, made
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IT applications generally perceived  as services, while ease

of  use  and  positive  User  Experience  remain  critical

requirements enabling their practical use.     

As a result of these developments, regarding the current

role of interaction design in IT projects we are now facing

some novel research problems, for instance:

 developing  new methods  for  providing  not  only  high

usability  of  interactive  systems,  but  also  valuable

User/Customer Experience over a long time;

 delivering  consistency  among  mobile  websites  and

mobile  applications,  because  users  often  use  several

handheld  devices  to  access  their  favorite  on-line

services;

 developing  effective  methods  for  designing  interfaces

for  small  screens,  because  mobile  context  of  use

becomes  prevalent  for  users  in  everyday  life  and  in

business activity;

 rapid development of low-cost Augmented- and Virtual

Reality (AR/VR) interfaces  soon will  change the way

how users will be interacting with reality-based objects;

 balancing rapid prototyping techniques, widely used in

agile  design,  with  standardization  and  patterns  which

enabled  easy  operation  of  multiple  devices  because

users  were  able  to  utilize  previously  acquired

knowledge and skills;

 fast  proliferation  of  social  interfaces,  often  used  in

mobile  context,  changing  what  used  to  be  Human-

Computer-Interaction  (HCI)  more  towards  computer-

mediated Human-Human Interaction (HHI), with all its

benefits but also with quickly emerging serious risks;

 building safety,  security and trust, as preconditions of

positive  User  Experience,  how  they  should  be

developed in design of an IT product/service and how

they should be communicated to users/consumers.

These issues – and many others – have been in the focus

of MIDI (Multimedia,  Interaction,  Design and Innovation)

Conferences,  organized  since  2013.  Last  year’s  MIDI  [2]

held  for  the  first  time  within  the  FedCSIS  series  also

highlights a number of  topics related to a main stream as

well  as  to  niche  research  agendas  as  follows.  User

experience  issues,  accessibility  and  user  interface  design

were presented by [12][13][14][16][17][18][20][21][23][24]

yet different papers put those issues in different context of

programming,  game  design,  crowdsourcing  or  visually

impaired people just to name a few. On the other hand some

other  paper  stated  questions  about  affective  design,

applications fro supporting the ongoing therapy or pervasive

robot assistants [15][19][22][25].

The MIDI 2017 Conference aims to cover at least some of

issues  shaping  current  trends  in  designing  interactions

between users/customers and interactive content or services.

As usually, also papers included in this MIDI 2017 volume

are  expected  to  spark  stimulating  discussions  on  the

crossroads of multimedia, interaction, design and innovation

- as the conference name tells. 

Submissions collected in this volume have been divided

into following sections, roughly covering:

 Education  Systems  -  interaction  design  for

educational applications [26][27];

 General  HCI  –  various  interaction  design  aspects,

from technical to aesthetic ones [28][29][30][31][32]

[33][34];

 Graphics/Speech  –  including  multimodal  user

interfaces,  present  in  everyday  use,  gaming,

entertainment or teamwork applications [35][37]. 

Among  latest  trends  and  developments  listed  above,

especially  distinct  is  the  advent  of  digital  voice-driven

assistants,  especially  in  home  and  mobile  environments.

They allow for natural, spoken communication between the

user  and  a  computer  system,  thus  providing  much  more

natural  interaction style than user  interfaces  that  had been

used so far.

As mentioned  by many recent  references (eg.  [3],  [4],

[5])  one of the latest HCI challenges is the application of

Artificial  Intelligence  (AI),  especially  voice  driven

assistants.  There  are  a  lot  of  new  advancements  here  –

ranging from enabling technologies up to entire ecosystems

of applications. In July 2017 Amazon’s Alexa passes 15000

skills  (applications  defining  dialog  domains)  growing

rapidly in one year and its competitors like Google Home or

Siri are not far behind. Smart home assistants may control

home  appliances  and  are  useful  in  everyday  duties.

However,  preparation of voice interface isn’t simple, even

with supporting tools [6] and mixed-initiative dialog needs a

lot of preparatory work and good knowledge of voice dialog

rules. Here HCI specialist may help easing the task of dialog

preparation.

We may expect, that definitions and models created for

voice  interaction  with  assistants  like  Alexa  or  Siri  will

influence the shape of interaction in a future. Standards for

how we  interact  with  voice  assistants  will  emerge  in  the

same way as it happened with web browsing and common

icons,  forms,  and  gesture  styles  used  across  the  app

market [7]. 

Nowadays yet another challenge emerges: as shown also

at MIDI conference there are clear trends in computer vision

and AI: image classification, scene and object recognition,

game play learning,  image and  video question  answering.

Visual Dialog is a novel task that requires an AI agent to

hold a meaningful dialog with humans in natural language

about visual content. Specifically, given an image, a dialog

history, and a follow-up question the agent has to answer the

question in natural language [8]. This opened new potential

applications  to  support  visually  impaired  users  and  social

human-computer interactions.  However,  how shape such a

dialog  is  still  unclear,  but  first  attempts  are  already

underway.

In comparison  to previous  editions of  MIDI [1,  2]  this

year,  in addition to voice  interfaces  and  speech  synthesis,

some  novel  topics  have  been  reflected  in  submitted

contributions, to name a few:

 deep learning for style search engine, which combines

state-of-the-art  visual  object  recognition  and  text

queries to find furniture in suitable style and aesthetics,
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 rapid VR, graphics, pose and location estimation, which

allows for  realistic cloth simulation on mobile devices,

precise head pose estimation, use of VR in fire safety

education,  multimodal  multi-device  ecologies

exploration;

 digital heritage,  thanatosensitivity,  for  interaction with

digital memorials.

A  wide  spectrum  of  other  papers  presented  at  the

conference indicates how vital is the extended understanding

of HCI for the modern IT. MIDI proceedings also address

the timely challenges produced by the emergence of mobile

computing  as  the  most  common  interaction  paradigm.  In

many  papers  interaction  design  is  now  considered  as  an

important factor facilitating users' attitude to the interactive

product,  and  shaping  its  attractiveness.  This  extended

perspective  opens  an  interesting  research  agenda,  for

reaching  beyond  traditional  understanding  of  human-

computer  interaction,  and  also  for  treating  interactive

systems  not  only  as  engineering  solutions,  but  also  as

services  aimed  to  solve  a  specific  user’s  problem.  We

believe  that  contributions  in  this  area  are  particularly

relevant as making sure that the abundance of data generated

by  computational  artifacts  around  us  used  effectively  is

bound to be crucial in deterring how our lives will look in

the near future.

We hope that these proceedings present a good record of

the MIDI 2017 conference and will be a valuable resource

for  researchers  in  the  vibrant  interdisciplinary  field  of

interaction design.
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Abstract—The subject of this paper is to com-
pare two different modality multi-touch interactive
surfaces based on both: user experience and re-
sults of measurements in order to examine how
different properties influence usefulness, in specific,
their fitness to act as a "coffee table". Tests were
conducted on the Microsoft PixelSense (AKA Surface)
and a Samsung touch screen overlay both 40+ inches
diagonally. The study covers analysis of obtained mea-
surements and summary of user experience collected
over a number of summits and experiments. While
tests for both devices returned very similar results,
with the overlay more favorable, neither device could
truly fit the tested use case due to their inconvenience,
form factor and other issues.

I. INTRODUCTION

Touch enabled devices offer their users a fast and
intuitive interface, and those properties skyrocketed
the popularity of and demand for such solutions.
Traditional control methods of electronic devices
— in majority various buttons and switches —
have started to become less popular while touch
solutions have become cheaper, more accurate and
efficient [1]. To best facilitate people with this type
of interface, it is crucial to well define human
tendencies, perception, behavioral patterns, as well
as what constitutes as "common sense", or intuition,
while using them [2], [3].

II. TECHNOLOGY AND METHODS

A. Technology

There are 3 devices of importance in this pa-
per. The Microsoft PixelSense (AKA. Microsoft
Surface, SUR40), Samsung Touch Overlay (both
being under tests) and Basler camera (for test-
ing). SUR40 is a touchscreen table with a built
in desktop computer. It uses infrared transmitters
and sensors mounted underneath the 40" screen
itself to complement a more conventional capacitive
touchscreen. Such a system can detect many inputs
and differ their shapes.

The Samsung Touch overlay is a frame that can
be mounted on a 40" TV screen to turn it into a
touch screen. The sides of the frame contain built in
infrared transmitters and on opposite sides receivers
are mounted. This system can detect up to 6 inputs
but will not distinguish their shapes.

For testing purposes a Basler ACE Camera
ACA2040 180KC was used to measure time be-
tween relevant events. The camera itself is capable
of capturing 180 frames per second with a reso-
lution of 2046 pixels by 2046 pixels, although in
these tests the camera was set to capture only 100
frames per second, due to the screens’ 60 hertz
refresh rate. The lens that was used for the Basler
camera was the Computar M2518-MPW2 with a
focal length equal to 16mm, an iris range of F2.0,
and a 2/3” format.

B. Input lag and multi-touch capability test

The test involved a Basler high-speed camera
which was used to measure the interval between in-
teraction with the screen and the device’s reaction.
A Google testing tool called cross touch latency
was used. Two test were conducted. First using
the click mode of the tool where a time stamp of
the moment of the finger breaking contact with the
touch area and a time stamp of the reaction (the
screen going black) were captured via the high-
speed camera. In the second test the reaction to a
dragging action was assessed in a similar manner
with the scroll mode. In both parts the camera was
set to the side of a table looking at it in an angle to
adequately distinguish the movement of the testing
instrument while still being able to note the reaction
of the testing tool.

In multi-touch capability test, the devices’ ability
to deal with multiple inputs was tested. This was
done in three ways. First, using the Microsoft
Paint application, which has multi-touch capabil-
ity out of the box. During the test an increasing
number of parallel lines was drawn at the same
time. When one of the lines failed to be drawn,
the test was considered as failed. The tests were
repeated and accuracy changes noted. The second
way involved devices such as phones. They were
placed on the touch surface in random locations
and the device’s reaction was noted. The third
way was a combination of the first and second,
where a few phones were placed on the display and
concurrently, parallel lines were drawn. With this,
the device’s ability to act as a "table" was tested.
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Figure 1. Examplary image to be recreated by the user.

C. User study protocol

There were n=18 participants. The group con-
sisted mostly of students who attend technical
studies. At the beginning, users were introduced
to both of the devices on which they were asked
to perform 4 prepared tasks. Participants were only
told that the devices are controlled by touch. All of
them had the same tasks in the same order.
In the first task users were asked to find a weather
forecast on the Internet and then shortly report the
weather for today and tomorrow. This task made
the user use the device in a way that one would
use on a daily basis and allowed us to gather
their first impressions. Second task required the
users to use MS Paint in order to reproduce simple
picture of a human, a house and a cat. The third
task invited the user into the touch enabled game
called "Angry Birds". This task gave users the
opportunity to gather opinions about the accuracy
or the response time of the touch screen. During the
fourth task users had to rewrite first four lines from
famous Polish novel. This task allowed user for
comparison of speed and accuracy of input during
relatively simple task of tapping proper keyboard
buttons manifested on the screen via the on-screen
keyboard. Picture that was presented to recreate can
be viewed as Figure 1.

For each task, the participant was asked to per-
form it on one device and then again on the other
device. After each try, the user would rate, in a
scale from one to ten, how comfortable with the
device they felt executing specified task. The next
two questions asked if the task would have been
easier or more comfortable if they had access to a
mouse and keyboard, or if they were performing it
on a regular smartphone.

III. RESULTS

Firstly, the input lag test provided information
about time between user touching and e reaction
visible for the user. During whole test twenty
measures were performed from which it can be said
that theirs response times are very close to each
other because for the PixelSense it was 146.0 ms
(std: 8.6 and median: 145) and for Touch Overlay
it was 148.1 ms (std: 11.8 and median: 140).

Secondly, multi-touch capability test were per-
formed for both PixelSense as well as for Touch
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Figure 2. Users level of comfort while searching for informa-
tion.

Overlay devices. For the first test, the PixelSense
supported drawing up to 10 lines in Paint. Af-
ter seven lines a noticeable loss of accuracy was
recorded. As Paint only uses 10 touch points, the
built-in Surface Shell was used for further testing.
Up to 35 touch points were recorded as working
before the size of the display made distinguishing
any more difficult. Only objects with conductive
surfaces could be used to interact with the screen.
The screen would often recognize the palm of the
hand as a touch point. For the second test, the
PixelSense recognized the phones as touch points
in the middle of their center of mass fairly well.
Some devices, however, would not be recognized
by the device, and some would cause glitches when
put too close together. For the third test, the phones
placed on PixelSense would correctly register as a
touch point and would not otherwise interfere from
drawing other parallel lines.

Next, Samsung Touch Overlay was tested. For
the first test, the overlay supported up to six con-
current lines in Paint. Drawing them too close to
each other caused accuracy problems. Items such as
pens could be used to interact with the screen. For
the second test, the overlay would not recognize
the phone as a touch point, unless only a single
corner of it was close to the screen at a time. For
the third test, a placed phone or other obstruction
would prevent any touch near it in a cross formation
from registering.

A. User study

Results from the user study are presented in Fig.
2 - 5. Fig. 2 shows information about level of
comfort during first task was presented. Moreover
in this task the Touch Overlay got the better ending
score because the average level of comfort was at
7.6 (std: 1.8, median: 8) than the PixelSense which
got 5.3 (std: 1.4, median: 5).

During second test users were asked to replicate
a simple drawing. The average level of comfort on
Touch Overlay was at 6.3 (std: 2.0, median: 7) and
on the PixelSense at 6.1 (std: 2.1, median: 7).

Additionally in this test users were asked to
provide level of satisfaction after performing the
drawing test. The results can be found in Figure 4.
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Figure 3. Users level of comfort while drawing in paint.
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Figure 4. Users level of satisfaction on completing drawing in
paint.

The summarized results are as follows. On Touch
Overlay average score was at 6.3 (std: 2.5, median:
7) and o n PixelSense at 5.0 (std: 2.5, median: 7).

The following test was focused on performance
during the game "Angry Birds". Once more users
graded their comfort during the test (the results can
be seen on Figure 5), the following results were
obtained. On the Touch Overlay average level of
comfort was at 5.5 (std: 2.3, median: 6) and on
PixelSense 5.1 (std: 2.0, median: 5)

Last part involved potential users in typing part
of a text. The total results can be viewed in Figure
6. On Touch Overlay average was at 6.2 (std: 1.5,
median: 6) and on PixelSense at 6.0 (std: 1.9,
median: 6).

IV. DISCUSSION

Tests on Input lag for both devices suggest a
response time of around 150 milliseconds, while
average response time of a human lands between
200 and 250 milliseconds. During user tests the lag
did not however raise any complaints. Nonetheless,
it is high enough to influence activities requiring
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Figure 5. Users level of comfort while playing game (Angry
Birds).
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Figure 6. Users level of comfort while typing.

quick reaction times and this issue should be
further investigated.

Multi-touch capability test was conducted in
order to ascertain the viability of use by multiple
users or with obstructions in form of phones or
cups at the surface. While results indicate over-
performance of PixelSense over Touch Overlay
in handling objects placed on the surface, many
people are already accustomed to using no more
than 2 fingers to operate an interface. Hence, the
overlay could be used by 3 people at once without
issues, and as long as it is clear of any obstructions,
could function as a coffee table. The biggest issues
with such a configuration may in fact be the form
factor of the overlay (no space to place hands)
and the small viewing angle of the screen. On the
other hand, the PixelSense, with a dedicated area
for elbows and a great viewing angle, fails in a
practical sense. The infrared touch supplement is
extremely sensitive and frequently turns everything
from the user’s palm to a sleeve into a touch,
resulting in less accuracy.

The first task of searching for the weather went
well on both devices. Participants generally claimed
that working with the Touch Overlay was easier
than the PixelSense. Only a few judged the Touch
Overlay as less accurate, in part because of the
attachment of the device a few millimeters above
the screen. Another issue that was brought up was
the roughness of the digitizer not being fit for a
touch device.

The painting exercise on PixelSense often re-
quired to inform participants about the infrared
sensor position. After adjusting by moving the
arm higher, the task could be completed, but not
without comments that such a position is unnatu-
ral. The results of the task on both devices were
satisfactory for most participants, who also noted
that the device is more fit to it than a mouse or
a phone. On the other hand users reported video
game experience as much less satisfactory. Large
number of participants could not reliably make
’hold and drag’ motion and felt that whatever they
succeed or not is random. During typing task many
participants noted that the hand position required
to use the touch keyboard was unusual and slowed
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them  down.  Standing  up  or  adjusting  the  device’s  angle

helped some of them.

Additionally, results from User study was applied to stu-

dent T test from which it can be stated that the averages of

results  from  both  devices  are  significant  different  (t  =

2.496945, p < 0.014848)

V. FUTURE WORK

There exists a large swath of work that has to be done in

the future to truly find out about themviability of large size

touch screen devices in consumer situations. If they are to be

installed as coffee tables, for example, a big amount of at-

tention must be paid to the device’s ability to deal with mul-

tiple users at the same time and to deal with objects placed

on it in an intelligent way.  However,  even the best  touch

screen means nothing if users do not feel like they are enjoy-

ing an experience which is worth the money they spent, or at

least  one that is  meaningfully different  from the one they

could have simply using a regular computer or smart-phone

[4]. Thus, apart from research aimed to improve the hard-

ware,  research  to  find  better  use  cases  and  create  better

suited applications is also needed. Also more devices should

be tested [5] possibly with more than one person [6].

Also the field of persuasive systems could benefit from

incorporating  disputed  technology  [7].  It  is  interesting  if

multitouch devices  of large screen,  when widely available

could support specific mundane tasks such as scientific im-

age annotation by ordinary users, as proposed through on-

line crowdsourcing systems recently [8] [9]. In fact there is a

need of users of a process tomography domain for construct-

ing a specialized system for presenting and visualising the

raw and reconstructed measurement data such as available

here [9] [8] [10] [11].

VI. CONCLUSIONS

This  paper  shows  a  comparative  study  for  two  can  be

used with success  for  educational purposes  [12].  modality

interactive  multitouch  surfaces  in terms of  multi-user  use.

Both tested devices are clearly fit for the task of becoming a

table in the living room, with the Samsung Overlay seem-

ingly being the more convenient choice, yet generally users

are less than eager to use these kind of devices because of

their inconsistent touch experience. In order for them to be

more  popular,  performance  and  usability  should  be  im-

proved in order for the users willing to switch from ordinary

devices  to multi-modal touch interactive surfaces.  The de-

vices were not versatile enough, with users quickly becom-

ing  disinterested  after  learning  their  flaws.  Additionally,

software  support  for  multiple users  is  currently  low,  with

few applications capable of handling more than one person

(even  two  fingers  only  each).  Another  thing  that  prevent

both devices from becoming a table is their inherent fragility

and reluctancy of users to place objects on them. This tech-

nology, however, can be used with success for educational

purposes [12].
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Abstract — This research intends to analyze how users that 

are also HCI designers relate to the interaction with digital 

memorials linked to graves through QRcodes. To do so, we have 

carried out an immersive practice in the Consolação Cemetery 

(São Paulo, Brazil), where that technology is used to tag the 

graves of famous deceased people and to guide the visitors in the 

site. Those QR code tags link the graves to an online application 

for digital memorials called MemoriAll. To address the 

problem, this paper analyzes the data collected from the surveys 

answered by the research subjects before and after the 

immersive practice, along with data from a semiotic inspection 

of MemoriAll. 

I.INTRODUCTION 

N the last years, cemeteries have undergone several 

changes, from the architecture of graves (which are now 

considerably smaller and cheaper) to the reasons why people 

visit those sites. Besides visitors who want to remember or 

pay homage to deceased relatives or friends in front of their 

graves, there is now a growing number of tourists going to 

cemeteries. They are mainly interested in funerary art or 

graves of famous people, which help preserving the 

collective memory of a social group. Some cemeteries are 

considered landmarks for sightseeing, such as Père-Lachaise, 

in Paris (France), and La Recoleta, in Buenos Aires 

(Argentina). Therefore, there is also a growing use of digital 

technologies in the visits to those places, similar to what 

happens in museums other cultural sites [28]. 

Technology-mediated visits to these spaces may permit 

experiences beyond the immediate interaction with physical 

objects. With a simple mobile device, a visitor in a cemetery 

can access information about the deceased or about works of 

funerary art by means of a QR Code1. According to Cann 

[4], “QR codes transfer the dead from the cemetery to the 

realm of the living by giving the living a connection to the 

deceased that can be accessed anywhere.” 

In general, QR codes in cemeteries permit the access to 

digital memorials, where different kinds of data about the 

deceased (photos, videos, textual information etc.) can be 

found. This technology creates a connection between the 

physical place where the deceased’s remains are buried and 
some virtual representations of what that person had been in 

life. Some digital memorials on the web permit paying 

homage to the dead [1] or even performing some religious 

                                                           
 
1 Quick Response Code, a machine-readable optical tag usually linked to 

extra information about the object to which it is attached 

rites. They comprise a very specific kind of system, which 

can be modeled with social network elements [9], but the 

solutions designers can come up with are still limited by their 

beliefs and taboos on death [13]. 

Facing this context, the following questions arise: do these 

systems meet users’ expectations? How do HCI designers 
see these systems? This research intends to analyze how 

users that are also HCI designers relate to the interaction 

with digital memorials linked to graves through QR codes. 

To do so, we have carried out an immersive practice in the 

Consolação Cemetery (São Paulo, Brazil), where that 

technology is used to tag the graves of famous deceased 

people and to guide the visitors in the site. Those QR code 

tags link the graves to an online application for digital 

memorials called “Memoriall2”. The profiles of the dead in 
Memoriall include different data, such as biography, family 

tree, photos, messages, videos, obituary etc.  

The use of digital technologies like QRCodes in Brazilian 

cemeteries is still very recent, which reinforces the need to 

carry out studies about them in that country. More generally 

speaking, many other cultures and countries do not use 

automated technologies in cemeteries, so there is a gap to 

develop, innovate and experiment on this area. 

In order to address the aforementioned problem, this paper 

analyzes the data collected from the surveys answered before 

and after the immersive practice, along with data from a 

general semiotic analysis of Memoriall. 

II.METHODOLOGY 

To carry out this exploratory field study, we opted for a 

participant observation [13] to collect data. Considering the 

characteristics of the immersive practice, its planning and 

preparation demanded great effort from the researchers. 

The immersive practice in the Consolação Cemetery 

herein described was carried out during the 7th edition of the 

Workshop on Human-Computer Interaction Aspects in the 

Social Web, within the Brazilian Symposium on Human 

Factors in Computer Systems, in São Paulo. The workshop 

promoted the debate about opportunities and challenges that 

Social Web poses to the Brazilian community of researchers 

on HCI regarding digital legacy. Among other activities, the 

organizers of the workshop proposed the qualitative research 

herein reported, in order to articulate theoretical discussions 

and practical activities within the domain of digital legacy.  

In the workshop’s morning shift, participants discussed 
digital legacy and digital memorial issues. In the afternoon, 

                                                           
2 http://Memoriall.com.br/ 
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those who accepted to participate in the immersive practice 

followed the 4 researchers to the Consolação Cemetery. 21 

workshop participants agreed to be research subjects. They 

were all informed that they should bring the conference 

badge and charged cell phones with QR code readers to the 

cemetery. As this was our first immersive practice in 

cemeteries, a place that can evoke memories of different 

kinds of intensities (including very passionate ones), we 

decided to recruit only HCI experts, which we believed 

would be more capable of separating private concerns about 

cemeteries and the experience of using QR code 

technologies in that setting. 

Because the study was intrinsically complex, requiring 

perceptions and understanding of not only usability and 

accessibility issues, but also of communicability, emotion 

and human values, we recruited only HCI experts interested 

in social applications as they tend to be sensitive to a wide 

range of technical and social issues. 

At the entry of the cemetery, the researchers made a brief 

explanation about the activity, its goals and instruments (the 

scenario, the survey, the QR code reader etc.). Participants 

were asked to sign a consent term, whereby they agreed to be 

research subjects and allowed researchers to publish data 

from this study. The consent term said that “The field study 

is intended to permit that workshop participants have an 

immersive experience in the context of digital legacy, by 

carrying out stages of a qualitative research on Social Web, 

in order to reflect upon issues such as ethics, privacy, digital 

legacy and human issues”. 
During the visit, users were photographed and recorded 

while interacting with memorials. They also answered two 

surveys: one before and the other after the visit. The pre-visit 

survey contained 7 questions about general data and 

experience in HCI, 11 questions about religion, 2 questions 

about representations of death, 7 questions about cemeteries 

and 2 questions about expectations about the immersive 

practice. The post-visit survey contained 2 questions about 

how the users felt after the practice, 10 questions about the 

Memoriall application, 1 question about their cell phones 

and 2 questions about the immersive practice. To guide the 

visit to the cemetery, the participants should follow a 

scenario, which is presented below.  
 

“You are a tourist sightseeing in São Paulo with your 

friends. You decided to visit the Consolação Cemetery, 

which is famous for works of funerary art and for the graves 

of famous Brazilian people, such as Tarsila do Amaral, 

Monteiro Lobato, Mário de Andrade and de Santos 

Marchise. You heard that in this cemetery visitors can use 

technology to access QR codes on totems and on the graves 

of famous people. 

When you got to the cemetery, you checked the printed 

map available next to the front gate and decided to take a 

look at the following graves: 1. de Santos Marquise’s; 2. 

Cícero Pompeu de Toledo’s; and 3. Mário de Andrade’s. 
Then, you chose the graves you would like to visit, copied 

their addresses from the map and entered the cemetery. 

When you turned onto the street where 1. de Santos 

Marquise’s grave is located, you saw a totem with a QR 

code tag on your right and you decided to explore it. Then, 

you went to de Santos Marquise’s grave, accessed her 
memorial through the QR code and: 1.1. Observed the 

possibilities on the webpage of her memorial; 1.2. Read her 

obituary; and 1.3. Read her messages. 

Then you moved to 2. Cícero Pompeu de Toledo’s grave 

and accessed his memorial, where you looked for the 

following information: 2.1. Causa mortis; 2.2. Date of 

death; 2.3. Why he was famous; 2.4. Messages to him. 

Then you crossed the cemetery to visit 3. Mário de 

Andrade’s grave, accessed his profile and: 3.1. Read his 

biography; 3.2. Read the available links; and 3.3. Shared 

with your friends that you were there. 

Finally, you walked to the exit of the cemetery, while 

observing other interesting things you found on the way”. 
 

The immersive practice ran as proposed in the scenario. 

Throughout the visit, participants exchanged impressions 

about the place and the experience of being there in a 

research activity. The visit took about 3 hours and finished 

when the participants answered the post-visit survey. 

The data from the surveys were tabulated in an Excel 

spreadsheet following the numbers of the questions in the 

survey, and graphs were created with the aid of the software 

program Google Sheets3. As there is no information about 

the population size, the statistical significance of the 

responses could not be calculated. In this paper, all questions 

are referred to by using the letter Q and their respective 

number in the survey. Some multiple-choice questions were 

correlated in the analysis for promoting deeper results. In the 

analysis of the open questions, participants were identified 

by the letter U followed by a number to preserve their 

anonymousness and to permit the comparison of each 

respondent’s pre-visit and post-visit surveys. 

The answers from the surveys were also contrasted with a 

semiotic analysis of the application Memoriall considering 

the sign categories proposed by Peirce [21] and adopted to 

describe computer interfaces by de Souza et al. [8] and 

Lopes et al. [11], among other practitioners of Semiotic 

Engineering. However, as the main objective of the study 

was not the reconstruction of the designer’s metamessages, 
we did not follow a specific semiotic method; instead, we 

read the screens from Memoriall scaffolded by the sign 

categories adopted in Semiotic Engineering to describe 

computer interfaces. 

The software interfaces inspected were the same the 

participants dealt with when performing the activities 

suggested in the scenario for the immersive practice. 

The qualitative analysis based on the semiotic analysis and 

on the answers to the surveys permit to identify relevant 

elements and information in this domain. It is also enriched 

by quantitative data regarding the impressions participants 

had during the immersive practice. 

III.RELATED WORKS 

In the last years, researches have been carried out on 

thanatosensitivity, an approach that actively integrates 

                                                           
3 https://www.google.com/sheets/about/ 
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mortality, grieving and death into design and HCI research 

[17]. In 2011, Massimi et al. [18] defended that HCI studies 

must address death in a lifespan-oriented approach. 

According to the authors, there are four main concepts in this 

area: life, death, the dead and the bereaved; and there are 

four main research topics on the end of life: materiality, 

identity, temporality and methods. 

Nalini [20] explains that the two main approaches to death 

are the scientific and the religious one. Technology itself 

does not promote a new approach. Instead, it is a new 

transversal lens through which death can be seen. 

When it comes to the dead and the bereaved, different 

technologies have been designed and adapted to allow users 

to pay homage to the deceased. For instance, Oliveira et al. 

[7] pointed out four different categories of functionalities for 

Digital Legacy Management Platforms (1. sending 

previously configured messages; 2. creating online 

memorials; 3. storing and managing digital legacy; and 4. 

creating bots/avatars that simulate users’ behavior.  
Riechers [26], mentioned that websites for digital 

memorials have been there since 1996, when the platform 

Virtual Memorials4 was created. Therefore, another relevant 

system design issue is the development or transformation of 

social network profiles into digital or online memorials. The 

concept of digital memorials comes from the idea of 

memorials in the physical world, where concrete monuments 

are used to honor the memory of a person or an event. 

According to Riechers [26], all personal memorials come 

from a common human need: honoring death, so as to evoke 

memories of happiness and pain, and to comfort the 

bereaved. That social practice has now been transposed to 

web environments, where users can pay homage to the dead 

by offering them virtual flowers, lighting virtual candles or 

sending them digital verbal messages. Some systems even 

allow users to make virtual prayers for the deceased. 

According to Carroll and Romano [5], online memorials are 

unique because they transcend space and time. For example, 

one can take part in a virtual wake or visit a virtual grave in 

the web, regardless of space and time constraints. 

The development of platforms for both the living and the 

dead leads Brubaker et al. [2] to consider dead users not as a 

special subgroup of users, but as a case of extreme users, 

whose particular technological needs require special 

attention from software. In a research on digital memorials, 

Lopes, Maciel and Pereira [10] analyzed the systems 

iHeaven5 and Saudade Eterna6 in the light of social network 

characteristics and experiments with users. The authors 

created some practical recommendations for the design of 

digital memorial systems [9]. The recommendations and the 

prototypes are aimed at designers working on solutions in 

that area, so they can meet users’ expectations, protect dead 

users’ reputation, and project multicultural applications. 

Funeral companies have also entered the market for 

memorial services. For example, the Memorial Necrópole 

Ecumênica (Ecumenical Necropolis Memorial, in a free 

                                                           
4 http://www.virtual-memorials.com 
5 http://www.iheaven.me/ (Last access:May2014; not available in Jan 2017) 
6 http://www.saudadeeterna.com.br/ (Last access: May 2014; not available 

in Janu 2017) 

translation), in São Paulo, Brazil, offers not only the physical 

cemeterial structure, but also virtual and online services7, 

which offer profiles of deceased people, allow mourners to 

interact among themselves, post sympathetic messages or 

participate in funereal rites online.  

Digital Memorial8 is described by its owners as an 

application that “create[s] and implement[s] Digital 

Memorial solutions to improve family and friends’ 
bereavement processes”. Its services include QR code 
products and solutions, NFC (Near Field Communication) 

software and tags, the “Keeping their memory alive” 
campaign, GPS solutions and gitfboxes to express sympathy.  

Facebook gives the option to transform a common profile 

into a digital memorial after a form proving the user’s death 
is filled in. According to Facebook, “Memorialized accounts 

are a place for friends and family to gather and share 

memories after a person has passed away. Memorializing an 

account also helps keep it secure by preventing anyone from 

logging into it. If Facebook is made aware that a person has 

passed away, it's our policy to memorialize the account”. In 
Facebook, it is also possible to name a legacy contact for the 

account9, somehow similar to an heir with enough privileges 

to share a final message on the person’s behalf, respond to 

new friend requests, update your profile picture and cover 

photo, download everything that was shared on Facebook 

and so on. Changing dead users’ profiles into memorials is 
innovative, but it considers neither multicultural approaches 

to death and legacy nor other functionalities a digital 

memorial can have. 

Pereira, Maciel and Leitão [24] have carried out studies 

on the design of real-world artifacts such as graves, 

tombstones and physical memorials in order to analyze the 

diverse messages these objects convey through different 

semiotic systems. They identified design elements and built 

speculative and theoretical knowledge on that domain, 

offering: i) a description of the design space of digital 

memorials in terms of agents involved and their objectives 

for interacting with the application; and b) scaffolds for 

reflecting about the process of designing them. 

When it comes to the impact of digital technologies in the 

experience of visiting physical cemeteries, QR codes on 

tombstones and smartphone technology have a great impact 

on the funeral industry in Asia, the UK and the USA [4]. For 

the author, QR codes are effective in presenting 

supplementary information within a limited space (which is 

the case of physical memorials in cemeteries, where QR 

codes expand not only geographical space, but also life 

itself). QR codes were created in Asia, where they have been 

most largely and diversely used in industry and marketing. In 

Japan, QR codes are used in tombstones to allow the family 

and friends of the deceased to see photos, videos and 

information about the dead. It also permits that users click on 

buttons to offer Buddhist chants or prayers, as well as gifts, 

such as incenses or food. That shows the service is not 

anymore restricted to marketing: it entered the realm of 

                                                           
7 http://www.vidaperpetua.com.br/Defaultvida.aspx 
8 http://www.digital-memorial.com/ (Last access: Oct 2016) 
9 https://www.facebook.com/help/1568013990080948? 

helpref=search&sr=21&query=memorial (Last access: Oct  2016) 
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religion. Besides, the Japanese government has put QR codes 

in the first 500 tombstones of people killed by the Tsunami 

in March, 2011, so visitors can access governmental 

messages about what to do in case a tsunami happens. In 

turn, the Chinese government is stimulating the use of QR 

codes in deathscapes, as it reduces the huge foot traffic to 

clean the gravesite and to make offerings to the dead in 

special dates and religious festivals. Besides, due to the land 

shortage for the burial of the deceased, Chinese government 

now buries the dead in individual graves for 7 years, and 

then moves the remains to mass graves. Internet memorials 

allow the living to make offerings and honor the dead even 

after they are no longer in individual graves. 

Cann [4] also shows that, whereas in Asian countries the 

government stimulates the use of QR codes in tombstones 

and cemeteries for practical reasons, in the UK and in USA 

that remains mostly a personal choice. Part of that is driven 

by the fact that, different from China or Japan, most 

cemeteries in the West are privately run. In the UK and the 

USA, QR codes have been little used in cemeteries, due to: 

(i) a lack of awareness of how to use QR codes; (ii) a lack of 

accessibility, because QR code technology in these countries 

tends to require multi-step processes; (iii) a more timid use 

of QR codes in marketing in these countries. However, 

cemeteries are employing this technology to spur funeral 

tourism in an inexpensive manner. The author also says that 

in the UK and the US QR codes are used to give more 

information about the deceased, through texts, photos or 

videos, but they are very little employed to allow religious 

interactions, such as praying or making offerings. In Brazil, 

this market is even more under-explored. 

Also regarding the impact of technology in visiting 

cemeteries, Van der Linden et al. [27] carried out a research 

that consisted on having 2 groups of users visiting an old 

Victorian cemetery in the UK with the mediation 

of interactive displays and mobile devices (including 

smartphones, tablets, video links and a shared multi-touch 

surface). These were placed indoors and outdoors for users 

to interact with them. The results showed that visitors went 

beyond reading inscriptions and looking at graves, delving 

deeper and making connections among data about the dead, 

but also relating to their own personal histories. They had 

pleasure in seeing the photos they took integrated into the 

digital map, in serendipitously discovering new information 

about famous people buried in the cemetery and also in 

relating their own family histories to that of people whose 

tombstone inscriptions they read. One of the main questions 

raised by the paper is how memories created through the 

evocative computing approach differ from those arising from 

visiting a cemetery without technological mediations. 

Another perspective for the study of post-mortem digital 

legacy consists on posthumous interaction, which includes 

writing messages of mourning, creating profiles or 

communities about a deceased person, or visiting digital 

memorials. The concept of posthumous interaction was 

coined by Maciel and Pereira [15] to refer to “system 

interactions with dead users’ data, or to interactions 
between living users and dead users’ data through digital 

systems”. Such interactive patterns must be considered in the 

design of digital memorials, so as to allow diverse rapports 

to death, the dead and their legacy. The domain has also 

been analyzed under different theoretical and methodological 

semiotic lenses, such as in [22], [12] and [8].  

IV.DATA ANALYSIS 

In this section, data from our immersive study are 

analyzed and dis-cussed. First, we present the results from 

the semiotic analysis of the interfaces from Memoriall. Next, 

we analyze the data from the pre-visit and post-visit surveys. 

In the analysis of the data from the surveys, the answers to 

multiple choice questions where respondents could choose a 

single option are expressed in percentage values, whereas, 

when more than one option could be chosen, answers are 

expressed in absolute values.  

A. Semiotic analysis 

As reported in the methodology section, the semiotic 

analysis of the application interface followed the same 

navigation path proposed in the scenario. The three 

memorials (de Santos Marquise’s, Cícero Pompeu de 
Toledo’s and Mário de Andrade’s) participants were 
supposed to visit have the same general structure, as 

described in this section. They are also mostly composed of 

static signs, that is, signs that depict the state of the system 

through non-causal and non-temporal relations [8]. 

In all profiles, at the top center of the interface, there is the 

icon for the Memoriall enterprise, which is a stylized tree 

whose leaves are different shades of grey and have the shape 

of squares, possibly alluding to QR code tags. The name 

“Memoriall” is an explicit pun between the noun “memory” 
and the pronoun “all”, suggesting all people can have digital 
memorials when they pass away. 

As can be seen in Figure 1, there is a box where the 

deceased’s full name, birth date and death date can be found. 
Interestingly, in de Santos Marquise’s and Mário de 
Andrade’s profiles, this box shows both their full civil names 
(Maria Domitila de Castro e Melo and Mario Raul de 

Moraes Andrade, respectively) and the names under which 

they became famous in Brazilian history. The display of 

pseudonyms or artistic names together with civil names is 

common in famous people’s tombstones, as reported by 
Pereira, Maciel and Leitão [23].  However, maybe because 

of the non-official status of a digital memorial, in de Santos 

Marquise’s and Mário de Andrade’s profiles their artistic 
names come first, highlighted by quotation marks. 

As to the birth date and the death date, they are both 

accompanied by metalinguistic signs, which point to other 

signs in the interface in order to explain or clarify their 

meanings [8]. In this case, the metalinguistic signs are a five-

pointed star and a cross, which are placed at the left of the 

birth date and the death date, respectively. As discussed by 

Pereira, Maciel and Leitao [23], the cross is a highly-

conventionalized symbol for death in Brazilian culture, 

where Christianity is by far the predominant religion. On the 

other hand, stars are not necessarily associated to birth out of 

the funerary domain, but they are frequently placed beside 

birth dates in tombstones in Brazil. By scrolling down the 

interface, one sees another important static sign for digital 
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memorials: the photo (or portrait) of the dead.  

Figure 2 shows six iconic buttons that lead to different 

areas in the profile: biography, genealogic tree, photos, links, 

messages, obituary and videos. Some of those icons convey 

important aspects of the designer’s assumptions regarding 

death. For example, the illustration for the link to the 

biography section shows a pair of glasses and an open book, 

which suggests an understanding of someone’s biography as 
something bookish or merely documental, rather than human 

or living. 

  
Fig.  1 MemoriALL’s profile Fig.  2 MemoriALL’s buttons 

 

The illustration for the link to the messages section is also 

worthy of attention, as it shows a bottled message on a desert 

beach. Bottled messages are usually associated to 

communication in situations of despair and loneliness. 

Besides, bottled messages are unlikely to be answered, like 

those sent to the dead in a digital memorial. 

By scrolling down the interface a bit more, one sees an 

advertisement for the “Memory and Life” program of the 
Consolação Cemetery (a social program to attract visitors to 

cemeteries), a link for the admin area and, at the bottom, a 

button with the sentence “Send a message to the family”. 
Throughout the whole navigation path, three buttons are 

constantly present in the interface. They connect the user to 

his/her profile in social networks (Facebook, Twitter and 

Google+) so he/she can share with others where he/she is. By 

clicking the “obituary” button in de Santos Marquise’s 
memorial, the user is taken to a new page, where, once again, 

static signs are dominant. 

In the top left corner, a “home” button takes the user back 
to the main page of the memorial. Below, the user reads data 

divided into the following fields: name, address, 

neighborhood, zip code, city, state, block and causa mortis. 

But for the causa mortis, all the other fields are not related to 

the person honored by that digital memorial. Instead, they 

simply define the location where her remains are buried (for 

example, in the “name” field, the information presented is 
“Consolação Cemetery”, not de Santos Marquise’s civil 
name). Evidently, in Memoriall the obituary does not play 

the same role as in real-world institutions, where an obituary 

is a notice of a person's death usually including a short 

biographical account. Obituaries in the application mainly 

serve the purpose of locating the remains of the deceased in 

the physical world. Therefore, they can be considered deictic 

signs [11], similarly to the link to the Google Maps image of 

the location of the grave (at the bottom of the interface). 

By returning to the main page of de Santos Marquise’s 
memorial profile and clicking on the “messages” button, the 
user is led to a page where there are six messages — four of 

which were written by the participants of this research during 

the immersive practice. The date of the sending and the 

author’s name are informed before each message. 
Interestingly, none of those six messages was addressed to de 

Santos Marquise. Three of them praise her (as a third person, 

like in “she was a great woman”), two express sympathy 
through phrases in Portuguese typically addressed to the 

deceased’s family, and one just says “like it”, possibly 
referring to the application. 

Moving on, to find the pieces of information about Cícero 

Pompeu de Toledo required in the scenario (causa mortis, 

date of death and why he was famous), a natural choice for 

the user would be to access the “obituary” and “biography” 
sections. However, in the “obituary” section, the user only 
finds the fields name, address, neighborhood, zip code, city, 

state and block, as well as the link to the Google Maps image 

of the location of the grave. There is no field for the causa 

mortis in this obituary, which reinforces the suggestion that 

in this application the role of an obituary is mainly deictic, 

defining the location of the deceased’s remains in the 
physical world. 

In turn, the “biography section” repeats some of the static 
signs from the main page of the memorial. But there, below 

Cícero Pompeu de Toledo’s name and photo, the user finds a 
paragraph (extracted from the Wikipedia) about his 

achievements as the president of a Brazilian soccer team.  

In the “messages” section, the user finds three messages: 

the first one, with no name or text (just a blank space 

preceded by the date of the sending); the second one with the 

chant of the soccer team of which Cícero Pompeu de Toledo 

was a president; the third one addressing him, with the 

sentence “rest in peace”. 
Following the scenario, the user finally gets to Mário de 

Andrade’s memorial. In the “biography” section, the user 
finds a text extracted from a biographies website, followed 

by a list of the main books written by him. The fact that 

exhaustive lists of literary works are not common in 

biographies suggests that users might interpret the 

“biography” section in Memoriall as an “about the deceased” 
section, where all sorts of information would fit. 

By clicking the “Links” button, the user is led to a page 

where he/she finds links to external sites with school 

projects, news and events about Mário de Andrade. Finally, 

if the user decided to share with his friends in Twitter that he 

was by Mário de Andrade’s grave, he would click the 
respective button in the interface. That would lead him/her to 

his/her profile on Twitter, where the following post would be 

automatically written: “Memoriall 0074A – “Mario de 
Andrade” Mário Raul de Moraes Andrade 
http://Memoriall.com.br/0074A”. That message indicates the 
number of the Memoriall tag, the deceased’s artistic name, 
his civil name, and the URL for his digital memorial. 

However, the meaning of those pieces of information is very 
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unlikely to be understood by friends in the social network 

who had never used the application. The automatic message 

is the same in case the user decides to share his/her status 

with his/her friends in Facebook or Google+. 

B. Immersive practice 

This section analyzes data from the surveys answered by 

21 respondents before and after the immersive practice. The 

data are analyzed in the following order: demographic data, 

data about habitual practices in cemeteries, and data about 

the interaction with the Memoriall. 

Demographic data 

In Q1, 52.4% of the participants in the immersive practice 

answered they are between 20 and 29 years old; 28.6% are 

between 30 and 39 years old; 9.5% are between 40 and 49 

years old; and 9.5% are older than 50. According to their 

answers to Q2, 71.4% are men and 28.6% are women. 

According to the answers to Q3, our sample was 

composed of people from all Brazilian regions: 42.9% from 

the South East (5 participants from the state of São Paulo, 3 

from Rio de Janeiro, 1 from Minas Gerais); 28.6% from the 

South (3 participants from Paraná, 2 from Rio Grande do 

Sul, 1 from Santa Catarina); 9.5% from the North (2 

participants from Amazonas); 14.3% from the North East (1 

participant from Bahia, 1 from Rio Grande do Norte, 1 from 

Maranhão); and 4.8% from the Middle West (1 from the 

state of Mato Grosso). 

In relation to their academic/professional profile (question 

Q4), 3 participants answered they are undergraduate 

students, 10 are graduate students, 10 are professors and 12 

are researchers. It is important to notice that, in this question, 

respondents were allowed to choose one or more options. 

None of them claimed to be an industry professional. 

The participants have a significant experience in HCI, as 

shown in their answers to Q5. 33.3% have been in the field 

for 5 or more years; 4.9%, for about 4 years; 19%, for about 

3 years; 23.8%, for about 2 years; and 19%, for 1 year or 

less. As to the experience in interface evaluation (question 

p6), 58.2% claim to have carried out evaluations in the past; 

31.8% answered they often evaluate interfaces; and only 

9.1% had never done it. Such experienced profile is due to 

the fact that all participants were recruited from an academic 

conference on HCI. 

Q9 asked about participants’ religion, an important 

cultural element in the context of death, cemeteries and 

memorials. 32.75% answered they are Catholics; 23.8%, 

Protestants; and 12.5%, Spiritualists. 25% claimed to have 

no religion, and 4.2% did not answer Q9. In Q8, 57.14% 

answered they believed in God; 30.10% are atheists and 

4.76% are agnostics. 

However, in Q10, when asked whether they often attend 

rituals of their religions, 66.7% answered that they rarely do 

it; 23.3% never do it; and 9.5% often do it. As to life after 

death (P11), 57.1% believe it, whereas 42.9% don’t.   
Q13 asked if the respondents used social networks. The 

consensual answer was “yes”. The most popular social 
networks among them are Facebook, WhatsApp and 

Instagram. In Q40, respondents had to answer what 

operational systems they had used in their cellphone when 

visiting the cemetery. 66.67% used Android; 28.57%, iOS; 

and 4.76%, Windows. 

Data about habitual practices in cemeteries 

Q21 asked how often and why respondents went to 

cemeteries. Allowed to choose more than one option, 

participants answered that they go to cemeteries (Table 1): 

TABLE I:  HOW OFTEN RESPONDENTS WENT TO CEMETERIES  

Frequently, to pay homage to deceased people 4.8% 

Sometimes, to pay homage to deceased people 19.0% 

To attend funerals of closely related people 47.6% 

To attend funerals of not closely related people 38.1% 

In touristic activities 9.5% 

Never 9.5% 

U16 chose the option “other”, and wrote that he goes in 
“All Souls’ Day and death anniversaries”. His answer, along 
with the two most frequently chosen options in Q21 (“to 
attend funerals of closely related people” and “to attend 
funerals of not closely related people”), shows that 
respondents had somehow a relationship to cemeteries ruled 

by social norms, thus visiting them only in dates when they 

were expected to according to Brazilian etiquette rules. 

The social nature of those visits, rather than a more 

personal one, is confirmed by the answers to Q22, when 

respondents were asked whether they visited cemeteries 

alone or accompanied, and by whom. Allowed to choose 

more than one option, 19 out of the 21 respondents said they 

go accompanied by family, and 10 said they go accompanied 

by friends. Only 4 said they go alone. 

In Q23, respondents could choose more than one option 

regarding how they usually feel upon going to cemeteries. 

The options “uneasiness” (10 respondents) and “nostalgia” 
(7 respondents) were the most frequent ones. 3 research 

subjects chose the option “other” and expressed “sadness”, 
“reflectiveness” and “introspectiveness”. 

On the other hand, Q30 asked them what they felt after 

participating in the immersive practice in the Consolação 

Cemetery. The two most frequent options were 

“indifference” and “peace”. Respondents that chose the 
option “other” added nouns as “surprise”, “experience”, 
“wisdom”, “wonder” and “curiosity”.  

In another research, Lopes et al. [10] carried out an 

empirical observation of digital memorials in Brazil by 

investigating if they had characteristics of the social web. 

Through an interaction test and a survey, they analyzed how 

users felt when interacting with digital memorials and how 

they evaluated the functionalities of those applications. By 

comparing the answers we got about users’ feelings after 
interacting with digital memorials in an immersive practice 

and the answers [10] got regarding users’ feelings after 
interacting with digital memorials in a controlled 

environment, one sees that “uneasiness” and “peace” are 
common answers.  

Q24 asked what users normally do when going to 

cemeteries. The participants could to select more than one 
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option. Table 2 summarizes what participants answered that 

they go to cemeteries for. 

TABLE II: WHY PARTICIPANTS GO TO CEMETERIES 

To enjoy funerary art 47.6% 

To pray 19.0% 

To look for memories of the deceased 28.6% 

To talk to the deceased 14.3% 

To leave objects on graves 14.3% 

To wander through graves 42.9% 

To read information on tombstones  61.9% 

Other 9.5% 
 

Two respondents answered “other” and added “to keep 
graves tidy” and “to photograph funerals”. The most 
common answers (“to enjoy funerary art” and “to read 

information on tombstones”) suggest that a great share of the 
experience of visiting cemeteries consists of semiotic 

processes, where the reception and interpretation of verbal 

and non verbal messages play a central role. The interaction 

with the deceased or with the place is thus greatly mediated 

by linguistic artifacts, which cannot be dissociated from the 

role any memorial (digital or physical ones) play. 

The 3 respondents who answered in Q24 that they “leave 
objects on graves” were asked in Q25 what kind objects they 

leave. Among the eight options (“flowers”, “funeral 
wreaths”, “candles”, “religious symbols”, “photos”, 
“notices”, “the deceased’s belongings”, “other”), only 4 were 
chosen: “flowers” (1 respondent), “funeral wreaths” (1 
respondent) and “candles” (2 respondents). Those choices 
are possibly due to Brazilian culture, where those elements 

are more frequently used to pay homage to the dead. 

However, in other countries, as reported by Pereira et al. 

[23], religious symbols and personal belongings of the 

deceased are often left on graves. Q26 asked what resources 

respondents had ever used when visiting cemeteries. 

Allowed to choose more than one option, respondents 

answered what they had already used (see Table 3). 

TABLE III: RESOURCES USED WHEN VISITING CEMETERIES 

Item Yes No 

Used a map 23.8% 71.4% 

Followed a guide 28.6% 66.7% 

Used an audioguide 9.5% 85.7% 

Read print material about the deceased 4.8% 90.5% 

Asked for information at the reception desk 28.6% 66.7% 

Looked for information with a web browser 28.6% 66.7% 

Used QR Codes 0.0% 95.2% 
 

One of the research subjects chose not to answer that 

question. The answers from those who answered it show that 

digital resources are very infrequent in visits to cemeteries, 

especially QR codes, which nobody chose as an answer. 

Besides, the answers show that visitors rarely read print 

material with information about the deceased, which might 

result different in case the information about the dead were 

displayed in digital interfaces, as digital memorials do. 

Data about the interaction with memoriall 

In the post-visit survey, all participants answered Q35 

informing they would like to use Memoriall in other visits to 

cemeteries to learn about the deceased. 

Q31 asked how easy to use Memoriall is. 80,95% of the 

respondents said it is easy to use, whereas 19,04% 

considered it hard. However, when asked in Q32 about the 

design of the application, only 23,80% of the respondents 

said they were satisfied with it. By correlating the data from 

those questions with the answers to Q40 (about the 

operational system in the respondents’ cell phones), results 
show that Android users were more likely to find Memoriall 

hard to use, but some iOS users reported dissatisfaction too. 

When asked in Q34 about what the exploratory use of 

Memoriall promotes, participants could choose more than 

one option. Table 4 presents their answers: 

TABLE IV:  WHAT THE EXPLORARY USE OF MEMORIALL PROMOTES 

Curiosity  81.0% 

Exploration of the physical space  33.3% 

Interaction in the cemetery  81.0% 

Interaction with other people  23.8% 

Access to the deceased’s memories  52.4% 

Other  4.8% 
 

U8, who chose the option “other”, added that the use of 
the system promotes “limited information”, which suggests 
dissatisfaction with the system. The fact that the information 

available in the system is indeed quite limited is confirmed 

by the semiotic analysis of Memoriall we carried out. The 

only piece of information all memorials presented in full was 

the location of the grave. 

The two other least frequent answers to Q34 (“interaction 
with other people” and “exploration of the physical space”) 
show that the experience promoted by the digital memorial 

was not perceived by most respondents as necessarily social 

or anchored in a particular physical space. The fact that 

interaction through a digital memorial with information 

about deceased people took place in a cemetery was 

considered relevant by respondents, but few felt interacting 

with the cemetery, by exploring its physical space. In our 

semiotic analysis of the digital memorials we found no 

photos of the cemetery or the grave. The only image that 

differs from one memorial to another is the deceased’s photo 
(or portrait).  

In Q41, participants were asked to write freely about the 

main problems in the system. The fact that the application 

did not follow responsive design principles, i.e. the fact it did 

not meet some design principles for mobile applications, was 

reported by two participants (U14 and U18). Other three 

participants (U2, U9, U15) said they had problems with the 

quality of the QR Code. In the development of applications, 

designers must be careful with different non-functional 

requirements, which impact on the user’s experience. 
As to the “send messages” functionality, U5 answered that 

“some functions are hidden”, and U7 complained that “it was 
a messy process to send messages”. 

Other problems were also pointed out: unclear menu (U3), 
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navigation problems (U7, U10, U20), lack of consistency 

and patterns (U4), unreliability (U8), usability problems 

(U12, U17), and accessibility problems (U17). 

As to visual aspects, U16 considered the interface 

outdated, U19 said that “some missing elements could make 
the system more interactive”, and U20 answered that the 
system lacks “an interface with adequate colors and images”. 

The missing or incomplete information was a concern of 

for five other participants. U1 said there is “missing 
information; some deceased are not represented in the 

system; only the famous ones”. This respondent referred to a 
celebrity’s family’s grave, where different relatives were 
buried, but the QR code tag on the grave led only to the 

famous family member’s digital memorial. U17 also said 
“the information presented in the memorials follows no 
pattern”. That confirms our semiotic analysis of the obituary 
and biography sections in de Santos Marquise’s, Cícero 
Pompeu de Toledo’s and Mário de Andrade’s memorials, 
which showed different sorts of information. 

In Q42, users were asked to write freely and give 

suggestions to improve the system. The main suggestions 

include: enhancing usability (U2, U3, U9, U10 and U14), 

following responsive design principles (U18), a full redesign 

(U4, U14, U17, U21), showing the cemetery map (U1), 

improving the quality of the information (U1, U3), filling in 

the information for all graves (U2, U8, U11 and U16), 

integration with Wikipedia (U1), a module for approving the 

messages left by visitors (U1), allowing the deceased’s 
family to moderate the messages (U5), making it easier to 

send messages (U5), moving the button “write a message” to 
the same screen where messages are read (U15), improving 

the navigation (U7, U12), making the interface more visual 

(U7), warranting the reliability of information about the 

deceased (U8), allowing visitors to insert data about the 

deceased (U16), showing the deceased’s photos (U19), 
adding links to the interface so as to improve the access to 

the system (U19), and changing Memoriall into a 

collaborative system (U7). 

Q37 asked if the respondents would like to add 

information to the memorial profiles if Memoriall were a 

collaborative system. 61,90% answered they would add data 

about the deceased. Q38 asked them to justify their answers. 

U5 stated that he “would add information only if the 
deceased were a person he admired”. In turn, U12 and U16 
said they would add information about friends or relatives. 

U1 said “that possibility [adding information to profiles] is 

interesting for historians”. 
Some respondents also defined what kind of information 

they would like to add: “information about graves and 
funerary art” (U14), “related links” (U20), and “the 
relationship between deceased people buried in the same 

grave” (U3). According to U10, “the users should be allowed 
to edit content”. For U9, a more collaborative system would 
“enrich the memorials with relevant information”. Likewise, 
U15 showed concern with the quality of information; for 

him, “there should be an administrator to avoid defamation”. 
On the other hand, U7 answered the system “is somehow 

collaborative, as I [she] was able to send messages to the 

memorial”. 

In Q39, respondents could choose more than one option to 

say what they found more interesting in the system. Their 

answers are summarized in Table 5. 

TABLE V:  PARTICIPANTS’ PREFERRED ASPECTS OF THE APPLICATION 

Finding graves in the cemetery 57.1% 

Getting information about the deceased 95.2% 

Getting information about the deceased's family 23.8% 

Using technology in a cemetery 66.7% 

Sharing experience with other people 33.3% 
 

Their answers suggest a good reception of the use of 

digital technologies in cemeteries and confirm the main role 

of the application: presenting information about the 

deceased. As to the kind of information about a dead person 

to be presented in a cemetery, respondents have different 

opinions depending on the medium where the data would be 

available: either a tombstone or a digital memorial.  

In the pre-visit survey, Q27 asked what kind of data a 

tombstone should contain. The five elements most frequently 

chosen by participants were: full name (20 respondents), 

birth date (17), death date (17), photo (13) and epitaph (10). 

Such choices are in accordance with popular tombstone 

formats in Brazil [23]. Interestingly, no respondent chose the 

option “religion”, although religious symbols, such as 

crosses, are commonly found in Brazilian tombstones beside 

death dates. Our semiotic analysis showed that Memoriall 

uses a cross by default as a symbol for death, which suggests 

a disregard for different religions and visual representations 

of death.  

Q36, in turn, asked what kind of data about deceased 

people a digital memorial should contain. The most frequent 

answers were almost consensual: full name (20 respondents), 

biographic information (20), birth date (18), death date (18), 

photos (19) and causa mortis (17). Possibly due to less space 

constraints, digital memorials are expected by users to show 

more information about the deceased. In the option “other”, 
for example, users suggested adding to digital profiles 

information like the deceased’s “favorite films”, “funny 
facts”, “likes” and “media articles”. In contrast to the 
information available in the digital memorials we analyzed in 

a semiotic perspective, the respondents’ answers show they 
what more personal information about the deceased, rather 

than public data like the location of the grave or the obituary. 

The graph (Figure 3) compares the answers to Q27 and Q36. 

 

Fig.  3 Comparison between Q27 and Q36. 
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Causa mortis is a delicate subject, though: whereas it 

interests users, it also affects dead users’ privacy 
requirements, so that a greater care must be taken. 

     Q20 asked what symbols best represent death. 36% of 

the respondents chose tombstones; 16% coffins; 12% light; 

8% skulls; 8% sky; 8% graves; 4% crosses; 4% black 

ribbons; 4% the option “other”, but did not add a new 

symbol. 

Maciel and Pereira [16] posed the same question in a 

study with teenagers from the Z generation. The researchers 

report that the three most frequent answers were “cross”, 
“coffin” and “tombstone”. Our sample is too small for 
generalizations, but the difference between the answers in the 

study herein described and in that by [16] suggests that 

visual representations of death change not only when 

different nationalities are compared, but even when different 

ages or social classes are at stake. According to Maciel and 

Pereira [16], discussing symbols that can represent death 

might provide valuable input for the design of digital 

memorials, especially when it comes to warranting 

multicultural representations in graphic interfaces. 

From the most frequent answers to Q20, Memoriall only 

presents crosses, in a very small size, beside the deceased’s 
death date. In turn, the application has a tree as its logo, 

which might suggest a connotation of life and death as part 

of a natural cycle.  

Finally, in Q43, participants were asked to give their 

opinions about the immersive practice. 95.24% considered it 

interesting, and only 1 participant (4.76%) was indifferent 

about it. When asked in Q44 to freely comment about the 

practice, U8 suggested “there should be a first moment of the 

experience without smartphones”. 

V.FINAL CONSIDERATIONS 

The study presented and discussed in this paper allowed to 

analyze users’ perception — experienced in interaction 

design — regarding the under-standing and use of digital 

memorials linked to graves via QR Code technology in a 

cemetery space. More than informing about the satisfaction 

of these users with the analyzed system and the possible 

improvements for its redesign, the results offer interesting 

insights and contributions for the research area. 

Because thanatosensitivity applications are a new, 

different and challenging domain, a user-centered approach 

for requirements understanding, identification and analysis is 

essential. Immersive practices, such as the one reported in 

this paper, allow a situated identification and understanding 

of requirements supported by ubiquitous computing 

solutions. This kind of practice tends to produce rich 

information and allows more in-depth analysis, favoring, for 

instance, the consideration of cultural facets (e.g., space, arts, 

materials) of the usage situation as well as patterns of 

behavior when people use these applications in the wild. 

Such practices can be combined with specific requirements 

elicitation techniques (e.g., the Semiotic Analysis) in order to 

obtain better results. 

From the lessons learned from this research, we highlight 

the need for a careful planning of the entire study. Because 

the practice is conducted in the external environment (i.e., in 

the wild), many factors can trigger interference and influence 

both the activities and their results, thus requiring a risk 

identification and management strategy. Furthermore, 

conducting a pilot test is fundamental to anticipate and avoid 

possible problems. The study and the methodology presented 

in this paper may serve as inspiration for other similar 

studies, contributing to exploratory and in-the-wild 

thanatosensitivity studies in HCI. 

On the one hand, the analysis presented in this paper 

offers useful insights for digital memory application 

designers regarding requirements understanding and 

elicitation. On the other, it draws attention to the need of 

reflecting on the possible impact of such applications. In this 

sense, the study of users' perceptions, as well as their 

practices and customs in cemeterial spaces, favors a better 

understanding of this domain and a user-focused modeling 

for these solutions. 

One of the problems evidenced by this study was the lack 

of information in deceased profiles. Because the information 

is not collaboratively inserted, depending on specific 

stakeholders to be available (e.g., the family, or the company 

that manages the software), the lack of information is 

commonly noticed. Additionally, the information 

architecture interfered negatively in the navigability and 

accessibility of information on mobile devices — usability 

and/or communicability tests could help identifying and 

fixing such kind of problems. Additionally, the possibility of 

integrating these systems with other social tools could add 

value to the memorials, promoting its adoption and usage. 

Cemeteries can be a useful space for educational practices. 

Activities with young people have been held in cemeteries 

and the use of digital memorials can be very helpful to 

promote teaching-learning activities. Indeed, users in these 

scenarios could also collaborate inserting information into 

these systems, adding value to them. 

Related to this research is the concern of professionals and 

researchers [6][19] with the preservation of cemeteries. For 

Araujo [6], "tombs should be considered historical heritage, 

as well as a source for the past, because they make sense in 

our daily lives". Indeed, in addition to the information about 

he deceased, as evidenced by the users in this research, the 

cemetery design and its exploration by people can be 

studied. For technology-enthusiastic researchers, an 

interesting market appears in the automation of these spaces, 

which requires attention to ethical and cultural issues, mainly 

related to human values. Finally, with the possibilities of 

cremation and / or guarding the physical body for limited 

time in certain cemeteries, digital memories can be a 

possible way of immortalizing the deceased ones. 

As future research, there is the possibility of analyzing 

more sources of data collection, such as photos and audios 

captured during the practice, as well as a Semiotic Inspection 

of the tool used. These data can be compared with the 

analysis of the immersive practice presented in this paper in 

order to formulate a set of useful guidelines or requirements 

in this area. Finally, the Web interface for the system, which 

allows someone to hire company’s services, buying a Tag 

Memoriall, and also paying tribute to a deceased (e.g., 
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lighting a candle,  leaving a message) is  another  space for

future research.
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Abstract—Experiential attributes are a possible way of explaining 

user’s experiences during interaction. Recently presented set 

of 23 aesthetic categories of interaction was established with 

a purpose to explain users’ aesthetic experiences. This recent 

work focused on touch devices, such as smartphones and tablets, 

and concluded with the need to study further the goodness of 

established categories. The study, reported in this paper, continues 

to explore the consistency and aesthetic relations of these 

categories by comparing their goodness in explaining aesthetic 

perceptions on different devices: a smartphone and a laptop 
computer. Experimental research design with 2x2 conditions 

was used. Two of the conditions consisted of completing the 

same interaction episode on two different devices. The other two 
conditions consisted of passive watching the screen recordings 

of previous interactions on the same two devices. In conclusion, 

the aesthetic categories of interaction were found capable of 

explaining users perceptions across devices, but further study 

was suggested.

I. Introduction

A RECENT study by Mõttus et al. explored users’ aesthetic 

perceptions during interaction [20]. This study used 

repertory grid technique (RGT) to elicit total number of 134 

personal constructs, which were then sorted into 23 aesthetic 

categories of interaction (ACI). Quantitative data from RGT 

allowed to assess inner consistency and aesthetic correlation 

of established categories. Not all of these categories were 

proved consistent and neither did all of them show significant 
aesthetic correlations. Low inner consistency and aesthetic 

correlation in case of some categories may occur due to 

a low number of evaluations per category (ranging from 1 

to 10) during the RGT study. This study reported numerous 

overlappings, which were found between experiential 

attributes, established earlier by other similar studies e.g., 

[12], [13], [14], [6], [19], and the newly established categories. 

Recurrence of similar items in various occasions suggests not 

to reject inconsistent categories but test them again in various 

context. In conclusion, further studies were proposed with 

different stimuli, different sample of participants and different 
situation of use. Following general research questions were 

posed to find out more about the goodness of aesthetic 
categories of interaction.

1. How consistently do users perceive aesthetic 

categories of interaction?

2. How capable are given categories of explaining 

users aesthetic perceptions during the interaction?

• Whether the categories are capable of explaining 

users’ aesthetic perceptions?

• Whether the categories are capable of distinguishing 

aesthetics of interaction and aesthetics of appearance?

Current study deploys the data, collected during a user 

testing of the Estonian Tourist Information website, 

http://visitestonia.com with two different types of devices, 
computer and smart phone [9]. 

II. Relevant Works
This study is focused on aesthetics of interaction, defined 
through the products that feel beautiful in use [1]. The 

beauty of use is often obscured by the beauty of appearance, 

a phenomenon that still earns researchers’ major attention 

on field of HCI [17], [24], [15], [18], [25]. However, 
the beauty of use begins to gain more attention in light of 

gradual changes towards novel ways of interaction. Daily-use 

interfaces have become more multimodal when compared 

to traditional PC setups with mouse, keyboard and monitor. 

Modern interactions require at least three of our senses (sight, 

hearing and touch) for perceiving system reactions as well as 

completing user actions. The extremely popular mobile and 

tablet devices are accompanied by solutions of distributed 

interfaces (e.g., public displays, accessible from personal 

devices), smart home technology (e.g., smart TV, smart 

car), wearable physiological equipment (e.g., medical health 

monitors, sports trackers) and more. There has opened much 

wider scope of user experiences (UX), suggesting a good 

reason to study the aesthetics of interaction more closely.

A. Aesthetics of interaction

Aesthetics of interaction was first mentioned in design-
related studies and theoretical discussions in the beginning 

of 2000’s. Hallnäs and Redström describe aesthetics of 

interaction as a phenomenon to be considered in pleasure-

oriented design approach called slow technology [2]. The 

authors of this study believed that certain dynamics, both 

physical and mental, afford additional perception of pleasure 
in otherwise pragmatic interactions. Further, Djajadiningrat et 
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Mati Mõttus
Tallinn University

Narva mnt 29, Tallinn

Estonia

Email: matim@tlu.ee

David Lamas
Tallinn University

Narva mnt 29, Tallinn

Estonia

Email: drl@tlu.ee

Liina Kukk
Tallinn University

Narva mnt 29, Tallinn

Estonia

Email: liinaku@tlu.ee
 

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 1249–1256

DOI: 10.15439/2017F408
ISSN 2300-5963 ACSIS, Vol. 11

IEEE Catalog Number: CFP1785N-ART c©2017, PTI 1249



al. introduce the term beauty of use while analysing the design 

cases of tangible interactions [1]. During a discussion about 

the principles of pleasurable design, Hekkert argues whether 

our aesthetic experiences are limited only to the pleasure 

from sensory perception [7]. The discussion continues by 
narrowing down the notion of beauty to visual perception, 

as it may better correspond to laypersons’ understanding 

[5]. These thoughts are further developed in Löwgren’s five 
beliefs about aesthetics in interaction design [16]. Three of 

these beliefs seem to be more relevant for current study. First, 

genre determines the aesthetic qualities; second, it makes little 

sense to talk about visual aesthetics as an isolated modality; 

and third, aesthetic experience is connected with intellectual 

deliberation as much as with immediate, visceral response. 

Altogether these works contribute to the understanding 

of aesthetics in interaction, while also contradicting each 

other in some aspects. One of such aspects is multimodality 

of aesthetics. Current study will handle aesthetics as a 

multimodal experiences, i.e., perceived by all senses, and 

processed through intellectual deliberation. Multimodality of 

senses has been addressed by a relatively small number of 

previous studies in HCI. Those works concern senses of sight, 

hearing and touch. Aesthetics of sound has been mentioned in 

connection with sonic system reaction in interaction design 

by Rocchesso et al. [22]. Aesthetic framework of touch for 

tactile interactions has been proposed by Shiphorst et al. 

[23]. This last work refers to Laban effort theory [10] when 
explaining the aesthetics of gestures and interface dynamics. 

The design of graceful movements during the interaction is 

more thoroughly covered in series of works by Hashim et 

al. [26], [4], [3], [21]. Beauty of dynamics and grace of the 

movements has become more relevant in context of growing 

popularity of gesture-based interactive devices.

B. Aesthetics Categories of Interaction

A recent study was conducted to understand users aesthetic 

perceptions during interaction with touch devices, such as 

smart phones and tablets [20]. This study deployed RGT to 

elicit aesthetic constructs directly from users. The elicitation 

process used nine short interaction episodes as stimuli. These 

episodes were carefully selected to provide possibly diverse 

UX. Participants were asked to try out stimuli and provide 

the reasons why these stimuli were either beautiful or ugly. 

Participants were also instructed to focus on beauty of 

interactions and avoid the beauty of appearance. All together 

21 participants succeeded of eliciting 134 personal constructs. 

Finally, 23 aesthetic categories of interaction (ACI) (shown in 

TableI) were established as a result of grouping the personal 

constructs by similarity. Authors believed the use of lay people 

in elicitation process could add new aspects to the body of 

earlier work. The attributes, established in earlier similar 

studies were elicited using experts e.g., [13], or theories [19] 

of aesthetics or UX.

C. Attributes of UX

The context of previously established experiential attributes 

of interaction is different across these works. Following list 
of most distinct examples varies from the visual aesthetics of 

websites to the UX in industrial design: visual aesthetics of 

website’s graphical layout [19], visually perceived aesthetics 

of website interactions [12], aesthetic-related features of 

websites’ interactions [14], UX-related features of industrial 

interaction design [13] and general UX [6]. Yet,  many similar 

items appear across different sets of attributes from different 
studies in various context. After ACI were established within 

the context of touch devices (smart phones and tablets), 

authors found 15 out of 23 categories to be similar to the 
ones across earlier works: Hassenzahl et al. [6] (playfulness, 

fashion, personal relatedness, complexity and predictability), 

Lim et al. [14] (speed, delay, synaesthesia, smooth phrasing 

and range) and Lenz et al. [13] (precision, predictability, 

controllability, speed, delay, smooth mechanics, force, 

TABLE I.

AESTHETIC CATEGORIES OF INTERACTION WITH 

CORRESPONDING SEMANTIC DIFFERENTIALS.

Aesthetic Category of Interaction

1 Arousal: exciting / calm

2 Playfulness: playful / serious

3 Dynamics: dynamic / static

4 Fashion: modern / old fashioned

5 Natural realism: natural / unnatural

6 Precision: precise / imprecise

7 Congruence: appropriate / inappropriate

8 Informativeness: informative / arbitrary

9 Personal relatedness: fits me / doesn’t fit me
10 Closure: complete / incomplete

11 Complexity: complex / simple

12 Predictability: predictable / unpredictable

13 Controllability: controlled / uncontrolled

14 Time/Speed: fast / slow

15 Delay: immediate / delayed

16 Synaesthesia: synchronized / unsynchronized

17 Smooth mechanics: continuous / stepwise

18 Smooth phrasing: flowing / dripping
19 Force: powerful / gentle

20 Proximity: close / distant

21 Smooth texture: smooth / rough

22 Range: free / limited

23 Dimensionality: 3D / 2D
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proximity). Additionally, the category of dynamics is found 

among the aspects of visual aesthetics by Moshagen [19] and 

arousal is similar to fascination by Lavie and Tractinsky [12].

Not all of the discussed attributes are stricktly connected 

to the aesthetics of interaction, however, they all express 

various users’ experiences through the features of design. 

For example Hassenzahl et al. describe experiential attributes 

in 4 groups, each related to a certain type of user needs: 

pragmatic, hedonic stimulation, hedonic identification and 
attractiveness. Some of the discussed attributes express the 

goodness of design, for example, symmetrical visual design 

is generally considered more pleasing [12] and visually 

complex interfaces are generally perceived less pleasing [19]. 

Other attributes may well describe the experiences, but do not 

necessarily express the goodness of design. For example, the 

attribute stepwise vs fluent [13] can not be explicitly related 
to either good or bad design. However, specific context may 
make users to prefer one or another end of the scale. For 

example users tended to be more pleased with predictable 

course of interactions in pragmatic situation (like sending an 

email), while predictable interactions during a situation of 

game were often felt less pleasurable and rather boring. In 

such a way, the context of use determines relations between 

the attributes and the quality of interactions. A sequence 

of studies by Karapanos et al. focuses on four sources of 

diversity in UX: individual, product, situation and time [8]. 
Awareness of these four sources would help to specify the 

conditions for more or less homogeneous UX. When looking 

at the analysis of  goodness of ACI [20], the diversity of UX 

was mainly accounted through the product, i.e., an interaction 

episode on a specific device. Individuals were chosen from 
lay people and the situation was not accounted, except the 

purpose of use, as the episodes could have been recognized 

either pragmatic or leisure-related. Time was determined by 

the duration of interaction episodes which were considerably 

short and more or less similar, e.g., tap to select a menu item 

or slide to scroll the page.

Unlike in elicitation study of ACI, the longer interaction 

episodes may not be as easy to analyse. Different actions and 
reactions in sequence may cause various aesthetic perceptions, 

resulting eventually in experiences that are difficult to attribute 
to any particular feature of design. Therefore authors seeked 

for a way of describing common elementary interactions. 

User actions for mobile and tablet devices could be described 

according to the list of touch efforts in a conceptual framework 
for understanding the aesthetic qualities of multi-touch and 

tactile interfaces, proposed by Schiphorst et al. [23] (e.g., tap, 

hold, glide). System reactions were described in two ways. 

First as a description of interaction mechanics according 

to attributes of interactivity by Lim et al. [14] (e.g., slowly, 

concurrently, instantly), and secondly through the user’s 

pragmatic intentions (e.g., to select menu items, to scroll 

the view). Authors believe the consideration of elementary 

descriptions of user actions and system reactions may help to 

attribute the aesthetic experience during a longer sequence of 

interactions.

III. Study

A. Method

The study used experimental design with four conditions. The 

conditions were applied through the stimuli — an interaction 

episode on tourist information website. Two of the conditions 

concerned interactive devices, a computer and a smart phone 

were used to test the completion of the same task. The other 

two conditions distinguished aesthetics of appearance from 

aesthetics of interaction: a short video of interface and a hands 

on interactive task were used on both types of devices. The 

participants were asked to test all 4 conditions and empirical 

data were collected immediately after each condition 

(stimulus).

Answering the research questions required the data about 

perceived aesthetics of interaction and perceptions on the 

scales, based on ACI. Corresponding semantic differentials, 
which were planned to use as scales are listed in the TableI. 

Two instruments were considered in order to evaluate 

aesthetics of interaction: the attractiveness facet in AttrakDiff 
questionnaire [6] and similar facet in User Experience 

Questionnaire (UEQ) [11]. The items of both questionnaires 

are listed in TableII. We identified 2 items in each instrument, 
which do not directly express aesthetic judgement: bad-good, 

discouraging-motivating and friendly-unfriendly (emphasized 

in TableII). Five relevant items in AttrakDiff questionnaire 

TABLE II.

COMPARISON OF ATTRACTIVENESS-RELATED ITEMS IN 

ATTRAKDIFF AND UEQ QUESTIONNAIRES.

AttrakDiff
1 unpleasant / pleasant

2 ugly / attractive

3 disagreeable / likeable

4 rejecting / inviting

5 bad / good

6 repelling / appealing

7 discouraging / motivating

UEQ

1 annoying / enjoyable

2 good / bad

3 unlikable / pleasing

4 unpleasant / pleasant

5 attractive / unattractive

6 friendly / unfriendly
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(vs 4 in UEQ) was considered to afford better description 
of users’ aesthetic judgement, therefore the attractiveness 

facet of AttrakDiff was used in current study. All data were 
collected on 7p Likert scales.

B. Stimuli

Fig.1 and Fig.2 show the website http://visitestonia.com view 

for a computer and smart phone. The website’s attractiveness 

was originally tested for design purposes [9]. Current study 

used the data from two episodes of interaction (with smart-

phone and computer). First, the participant was passive viewer 

of interactions happening on the screen, followed by hands on 

interaction episode. The conditions of the experiment were 

deployed as follows:

• 30-second video, featuring the essential aspects of 

website usage, played on smart phone.

• 30-second video, featuring the essential aspects of 

website usage, played on computer screen.

• Episode of hands on usage according to prepared user 

task on smart phone

• Episode of hands on usage according to prepared user 

task on computer

The episode of usage had a pragmatic nature and included 

information search (finding a restaurant), followed by an 
action of requesting the information (booking a table in 

a restaurant). Completion of this task represented well 

available user actions on given website. For a smart phone, 

the interactions included slide to scroll, flick to scroll and tap 
to select where system reaction was intended to be immediate 

and precise in case of slide and tap gestures, and delayed and 

approximate in case of flick gesture. For computer interactions, 
only the mouse was used to navigate the site (keyboard was 

not needed). All interactions on computer were precise and 

immediate, however, hovering the mouse over interactive 

objects induced soft and slightly delayed dynamics such as 

fade in-out, transparency change, zoom and slight pan.

C. Participants

The participants were recruited with respect to two relevant 

criteria. First, they needed to have sufficient experience 
(at least weekly use) in browsing the web on both types of 

devices, computer and smart phone, and second, they should 

not have been familiar with the website under testing. The 

number of participants was chosen to be sufficient for valid 
results.

D. Procedure

Participants were invited one by one. They were then briefed 

about upcoming session, informed consent was agreed and 

demographic data were collected during 5 minutes after 
arrival. The session took place in lab conditions. A Windows 10 

desktop computer with 24’’ monitor and iPhone 7 or Nexus 5 
smart phones were used in the study. Google Chrome browser 

for browsing the website on computer, and both smart phones’ 

native browsers were used in order to exclude the influence of 

browser differences. A more familiar smart phone was chosen 
according to user’s previous experience. Testing phase under 

all 4 conditions took maximum 30 minutes in total, including 

also the completion of questionnaires after each condition.

E. Analysis

Collected data were normalized for better comparison with 

other similar studies, e.g., for comparing the variability in UX 

related psychometric scales. Standard deviation was used to 

assess the consistency of users’ perceptions on all ACI-based 

scales in four different conditions. Further analysis intended 

Fig. 2 Screenshot of stimuli on a computer

Fig. 1 Screenshot of stimuli on a smartphone
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to reveal whether aesthetic categories are related to perceived 

aesthetics of interaction. The Pearson correlation coefficients 
were calculated between attractiveness and the ACI-based 

scales. We assumed the attractiveness measure of AttrakDiff 
questionnaire represents users’ perception on aesthetics of 

interaction. This assumption is based on the authors’ expert 

opinion that five (out of 7) items in attractiveness facet 
concern users’ aesthetic judgment. The significance and the 
value of correlations was expected to express the aesthetic 

relevance of different ACI’s in various context of use.

IV. Results and Discussion
All in all 27 users (11 male) with age ranging from 21 to 
59 (average 33.6), participated in an empirical study. The 
participants first watched 30 second screen videos of the 
use of http://visitestonia.com and then tested the short 

interaction episodes on the same website using two different 
devices: desktop computer and smart phone. Completing the 

interaction episode took 1:49 min in average. The values of 

attractiveness and ACI were collected after each of the four 

conditions (two interaction episodes and two screen videos). 

TableIII shows average values and standard deviations of all 

TABLE III.

NORMALIZED AVERAGE VALUES AND STANDARD DEVIATIONS OF ATTRAKDIFF ATTRACTIVENESS VALUE AND ACI SCALES. FIRST 

WORD OF SEMANTIC DIFFERENTIAL STANDS FOR LOWER END OF NORMALIZED SCALE (E.G. BAD=0 AND GOOD=1).

Interaction 

computer

Interaction 

phone

Video 

computer

Video phone Total

average st.dev average st.dev average st.dev average st.dev average st.dev

AttrakDiff
Attractiveness: unattractive / attractive 0.75 0.17 0.62 0.18 0.75 0.14 0.67 0.14 0.70 0.17

ACI

Arousal: exciting / calm 0.49 0.28 0.49 0.23 0.45 0.29 0.53 0.22 0.49 0.25

Playfulness: playful / serious 0.45 0.21 0.48 0.22 0.40 0.20 0.39 0.20 0.43 0.21

Dynamics: dynamic / static 0.36 0.24 0.43 0.23 0.29 0.18 0.38 0.25 0.37 0.23

Fashion: modern / old fashioned 0.34 0.21 0.37 0.21 0.28 0.22 0.32 0.20 0.33 0.21

Natural realism: natural / unnatural 0.32 0.21 0.43 0.20 0.32 0.25 0.41 0.21 0.37 0.22

Precision: precise / imprecise 0.34 0.24 0.48 0.25 0.41 0.20 0.49 0.19 0.43 0.23

Congruence: appropriate / inappropriate 0.28 0.24 0.37 0.20 0.23 0.14 0.34 0.20 0.30 0.20

Informativeness: informative / arbitrary 0.22 0.22 0.38 0.30 0.24 0.21 0.32 0.24 0.29 0.25

Personal relatedness: fits me / doesn’t fit me 0.29 0.28 0.41 0.27 0.32 0.27 0.37 0.23 0.35 0.26

Closure: complete / incomplete 0.36 0.23 0.50 0.25 0.36 0.22 0.51 0.20 0.43 0.24

Complexity: complex / simple 0.68 0.23 0.51 0.28 0.62 0.28 0.48 0.28 0.57 0.28

Predictability: predictable / unpredictable 0.37 0.25 0.49 0.23 0.41 0.24 0.47 0.22 0.44 0.24

Controllability: controlled / uncontrolled 0.35 0.19 0.43 0.22 0.33 0.21 0.41 0.24 0.38 0.22

Time/Speed: fast / slow 0.25 0.22 0.33 0.20 0.26 0.23 0.23 0.26 0.27 0.23

Delay: immediate / delayed 0.27 0.20 0.33 0.21 0.30 0.20 0.33 0.22 0.31 0.21

Synaesthesia: synchronized / unsynchronized 0.34 0.19 0.41 0.18 0.36 0.14 0.41 0.20 0.38 0.18
Smooth mechanics: continuous / stepwise 0.43 0.23 0.46 0.24 0.44 0.20 0.42 0.24 0.44 0.23

Smooth phrasing: flowing / dripping 0.33 0.20 0.43 0.22 0.31 0.22 0.33 0.22 0.35 0.22

Force: powerful / gentle 0.54 0.21 0.57 0.19 0.50 0.26 0.51 0.26 0.53 0.23

Proximity: close / distant 0.34 0.20 0.43 0.18 0.41 0.20 0.43 0.20 0.40 0.20

Smooth texture: smooth / rough 0.33 0.18 0.42 0.22 0.33 0.19 0.32 0.19 0.35 0.20

Range: free / limited 0.38 0.24 0.45 0.25 0.37 0.21 0.43 0.25 0.41 0.24

Dimensionality: 3D / 2D 0.66 0.27 0.70 0.23 0.72 0.23 0.77 0.22 0.71 0.24
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measures for all conditions separately and for a total of all 

conditions.

A. Diversity of Perceptions

The standard deviation (σ), of reported values of attractiveness 
across the conditions ranges from σ = 0.14 to σ = 0.18.   The 
same statistic across the scales of ACI ranges: 0.14 < σ < 0.3. 
The halfway value of latter range was used as a threshold  

(σ > 0.22) to indicate the categories where participants’ 
perceptions were more diverse (highlighted in TableIII). 

Most distinctive examples of such categories were arousal, 

personal relatedness, complexity, informativeness, range and 

dimensionality. We were interested whether the categories 

were perceived more or less homogeneously across different 
conditions. Count of more diversely perceived categories was 

used to analyse differences between conditions. As a result, 

hands on interactions resulted in more diverse perceptions 

than watching the videos. At the same time the conditions 

with interactions (computer and phone) had more or less 

the same diversity of perceptions. Must also be noted that 

stimuli were perceived more attractive on computer than on 

phone in all conditions. Further interest was focused on how 

differently were ACI perceived during the interactions with 
computer and phone. Most diverse perceptions were found 

on informativeness on phone (σ=0.3) while the same category 
had medium diversity (σ=0.22) for computer interactions. 
Congruence, in contrast, was perceived more diversely 

on computer than on phone. Evaluations on arousal and 

dimensionality were slightly more diverse on computer while 

complexity was more diversely perceived on phone.

TABLE IV. 

AESTHETIC CORRELATIONS OF 23 CATEGORIES IN DIFFERENT CONDITIONS. FIRST WORD OF SEMANTIC DIFFERENTIAL STANDS 

FOR LOWER END OF SCALE (E.G. EXCITING=0 AND CALM=1). ATTRACTIVENESS SCALE IS POSITIONED UNATTRACTIVE=0,AND 

ATTRACTIVE=1 (* p < 0.05; ** p < 0.01).

Aesthetic Category scale / Condition Interaction 

computer

Interaction 

phone

Video 

computer

Video phone

Arousal: exciting / calm -0.04 -0.20 -0.13 0.30

Playfulness: playful / serious -0.23 -0.08 -0.12 -0.16

Dynamics: dynamic / static -0.49** -0.16 -0.35 -0.12

Fashion: modern / old fashioned -0.64** -0.53** -0.39* -0.58**
Natural realism: natural / unnatural -0.85** -0.79** -0.66** -0.51**
Precision: precise / imprecise -0.41* -0.53** -0.63** -0.46*

Congruence: appropriate / inappropriate -0.70** -0.56** -0.64** -0.46*

Informativeness: informative / arbitrary -0.75** -0.68** -0.78** -0.69**

Personal relatedness: fits me / doesn’t fit me -0.80** -0.65** -0.72** -0.64**

Closure: complete / incomplete -0.57** -0.61** -0.65** -0.52**
Complexity: complex / simple 0.55** 0.64** 0.38* 0.32

Predictability: predictable / unpredictable -0.51** -0.57** -0.18 -0.21

Controllability: controlled / uncontrolled -0.62** -0.78** -0.43* -0.52**
Time/Speed: fast / slow -0.65** -0.59** -0.16 -0.34

Delay: immediate / delayed -0.34 -0.66** -0.58** -0.51**
Synaesthesia: synchronized / unsynchronized -0.47* -0.40* -0.30 -0.41*

Smooth mechanics: continuous / stepwise -0.43* -0.51** -0.22 -0.25
Smooth phrasing: flowing / dripping -0.51** -0.50** -0.52** -0.36

Force: powerful / gentle 0.26 -0.20 -0.10 0.17
Proximity: close / distant -0.53** -0.71** -0.42* -0.48*
Smooth texture: smooth / rough -0.46* -0.58** -0.19 -0.02

Range: free / limited -0.59** -0.71** -0.42* -0.24

Dimensionality: 3D / 2D -0.23 -0.14 -0.22 -0.30
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B. Aesthetic Correlations

Next step of the analysis intended to find out how much 
ACI are capable of explaining the aesthetics of interaction 

in current conditions. The correlation analysis was applied 

to reveal relations between ACI and attractiveness measure. 

Seventeen out of 23 ACI showed significant correlation 
with perceived attractiveness in both conditions of hands 

on interactions. The results are presented in TableIV. Four 

categories were not found correlated to the perceived 

attractiveness in any of the conditions. These categories were 

arousal, playfulness, force and dimensionality. Two of these 

categories (arousal and dimensionality) were perceived rather 

diversely (see TableIII), which could explain low correlations 

in corresponding cases. Must be noted that the category of 

range had high aesthetic correlation despite of higher diversity 

of perceptions (σ=0.24...0.25). Low aesthetic correlation 
of playfulness category, however, could be explained with 

the pragmatic nature of interactions in given stimuli. Two 

of the categories did not have significant correlation in 
both conditions of interaction. The category of dynamics 

had significant correlation in interactions with computer, 
while the category of delay had significant correlation only 
in case of interaction with the phone. Ten of the categories 

showed significant aesthetic correlations in both conditions 
of watching the video, which indicates the connection to 

aesthetics of appearance. According to the significance 
and value of correlation coefficient, seven of the categories 
seemed more explicitly related to aesthetics of interaction. 

These categories are: dynamics, complexity, predictability, 

speed/time, smooth mechanics, smooth texture and range.

V. Conclusion
The study addressed users’ aesthetic perceptions during 

interactions with computer and smartphone. This was a 

follow-up of previously conducted elicitation study of ACI 

(previous study). Goal of current study was to explore the 

goodness of ACI. Previous study concluded with uncertain 

goodness of 10 categories (arousal, dynamics, natural realism, 

informativeness, personal relatedness, closure, controllability, 

speed/time, delay and force), suggesting additional research. 

Previous study also requested for contribution to additional 

understanding of 6 newly established categories, which were 

not addressed by prior work (natural realism, congruence, 

informativeness, closure, smooth texture and dimensionality).

The goodness of categories was first assessed via consistency 
of users’ perceptions, expressed by standard deviation. Then 

the aesthetic relevance, expressed  correlation between ACI 

and attractiveness measure was used to assess the goodness. 

First we focused on 6 newly established categories. As a 

result, two out of 6 categories (natural realism, smooth 

texture) were considered both consistent and aesthetically 

relevant. Three categories (congruence, informativeness 

and closure) were partly consistent, but still aesthetically 

relevant; and one category (dimensionality) was found 

inconsistent and aesthetically not relevant in current context. 

Two other categories, found inconsistent in previous study 

(controllability and speed/time) appeared both consistent and 

aesthetically relevant, but the categories of force and arousal 

were found inconsistent and aesthetically not relevant. The 

categories of dynamics, personal relatedness and delay proved 

to be aesthetically relevant in some of the tested conditions. 

Similarly to the initial study, category of playfulness was 

perceived consistently, but did not show aesthetic correlations 

in any of tested conditions.

Most of the ACI (20 out of 23) proved to be relevant at least 

in some of given conditions. Authors suggest further study 

of all 23 ACI using various context. Further study of ACI 

is expected to have two main interests. One objective is to 

study the aesthetics in context of non-pragmatic, pleasure-

oriented interactions, such as games and interactive art. The 

other objective is to test ACI in broader selection of different 
interaction modalities. E. g., motorics of user effort, wider 
scope of touch and body gestures, interface dynamics, haptics 

and sound.

Another idea of further study is to explore the use of ACI 

for informing the design about aesthetically relevant features 

in interaction. The pattern of diversity of perceptions (similar 

to the TableIII) could be used to test the design against ACI. 

I.e., whether the category is distinct in given design. The 

pattern of aesthetic relevance (similar to the TableIV) could 

verify how  relevant are the categories in a given context. The 

question to find answer is: how to bind product features to 
those categories?
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Abstract—The article is devoted to user-centered design (UCD)
applied to the development process of the point of sale software.
The influence of UCD methodology on the whole project’s
progress and its results is described alongside with exemplary
user interface designs. In particular, there is a ribbon menu
elaborated with the results of the user experience evaluation.

I. INTRODUCTION

THE software supporting point of sale (POS) operations
is a common branch in computer industry. Although

there are many solutions on the market, the variable users’
requirements and changing law regulations still open the new
opportunities to develop dedicated POS applications.

The operations at the retail desk take place frequently
through all the working shift, therefore the human-computer
interaction (HCI) for the POS software should be optimized
to reduce time and guarantee the comfort of usage and
reliability during repetitive activities. This reason makes the
research in this area especially interesting and worth thorough
experiments, regardless of potential organizational difficulties.

II. STATE OF THE ART

There is a growing interest in human factors in contempo-
rary computing. User experience and human-computer inter-
action issues are vital parts of almost every software project.
Moreover, the agile methodologies focusing at the user are
becoming more and more popular, with user-centered design
in the lead.

The user interface of popular office applications has evolved
for a long time, from terminal mode, keyboard shortcuts, tex-
tual menu, dedicated graphical menus until pull-down menus
and adaptable toolbars [1], which became a part of modern
operating systems. The unified graphical user interface (GUI)
improved the user experience especially in terms of learn-
ability. Next GUI improvements introduced sets of standard
controls and consistent look-and-feel, especially when it comes
to mobile operating systems with touch screens.

Nowadays, the most progressive desktop user interface for
the set of options and controls is the ribbon menu, introduced
for the first time by Microsoft Corporation in Office 2007 suite.
Despite the legal controversies, this kind of interface proved
to be efficient and becomes common. It is a good example of

implementation of Fitts’s law [2] into computer GUI, giving
the comfort of usage even for the people with lesser computer
literacy.

There are continuous works on user interface design de-
scribed in literature [3][4][5][6]. The research in the field of
modern ribbon-based user interfaces is widely elaborated in
[7][8][9][10][11]. Authors of [12][13] discuss some interesting
applications of ribbon menus, while [14] gives a review
of sophisticated interfaces of medical devices. Examples for
alternative, adaptable interfaces and interactions designed to
support disabled persons are given in [15][16][17][18] and
[19]. Novel methods of interaction design for multimedia ap-
plications and computer games are discussed in [20] and [21].

The ribbon interface was strongly supported while its in-
troduction in the MS Office suite, even with the use of
gamification. Therefore Microsoft game ”Ribbon Hero” is
mentioned by many publications in that field [22][23][24].

The general philosophy behind the User-centered design
(UCD) term is involving users in the design process of the
computer system. Users’ participation level can vary. It can
be limited to consulting, observations and testing. On the
other hand, the users can be intensively involved throughout
every stage of the development as actual partners. UCD clearly
suites and complements the other agile methodologies, being
probably the most general framework incorporating human-
computer interface and user experience factors into the soft-
ware development process.

User-centered design is the subject of many research
projects, from theory [25][26], through formal [27], up to real
life examples [28][29]. The topics regarding evaluation of the
user experience are covered by [30], [31] and [32].

III. MOTIVATION AND METHODS

The presented research work is motivated by the author’s
observations during a real-world development process of the
point of sale (POS) software. While the POS applications are
quite common, there is a significant specialization in this kind
of software, and due to diversity in business operations, the
dedicated solutions happen very often. The incorporation of
the user-centered design paradigm is natural in this case, as
the users’ needs can vary strongly.
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This case study includes all the development stages of
the POS software and presents some valuable insights from
the software engineering point of view, because of the long
period of monitoring, internal author’s involvement in the
development team and wide commitment of the actual users.
It is worth noting, that the total timespan of the described
development cycles is wider than ten years, covers several
versions of the IDE tools and includes surveys from several
dozen of employees. This way it illustrated the changes in
the computer industry and human perception for one of the
common software categories.

In the initial stage of the development of POS software,
the general assumptions for the project were defined through
experts’ brainstorming and surveying potential users during
face-to-face interviews and panel discussions. The experts –
IT development team and customer’s management staff – drew
conclusions from the review of the out-of-the-box ready POS
software. Examined software packages were in general too
complex and did not cooperate well with external hardware,
especially fiscal printers (popular in Poland model Vento)
– there was no option to include salesman identification in
the receipt. The other inconvenience forced the operator to
close a shift and begin another with every change of person
at the desk, which did to fit into manner of work in the
customer’s retail network, taking too much time. In the end,
the stock operations were too complex for the small retail
shops, forcing to create shipping and delivery notes, as well
as queue priorities (LIFO/FIFO) and variable prices for the
articles.

Therefore the need of software targeting small and medium-
sized retail companies, with limited financial resources, oper-
ating by users with average computer skills was formulated.
Issues related to this category of family business often deter-
mine applicable technical solutions [33][34].

On the other hand, the potential users – salesmen – formu-
lated the following, comprehensive list of additional require-
ments and remarks:

• informative, simple graphical interface and set of opera-
tions,

• fast processing, especially while scrolling data in the grid,
containing a few thousands of articles,

• focus at article search and filtering, taking into account
many attributes,

• fast login and switching of users – there may be several
salesmen on one shift in the same time,

• easy operations helping to avoid errors, so only one open
receipt at the time, all discounts per receipt,

• fast access to the stock level for the article, editable at
any time without dedicated shipping/delivery notes,

• possibility to use negative stock levels, to support mid-
shift deliveries,

• adaptation to the formal Polish law regulations, fully
Polish interface,

• proper, fast and stable communication with fiscal printers,
• convenient reports, fiscal and statistical, giving informa-

tive results about the efforts of particular employees,

• barcodes printing on the ordinary printer and self-
adhesive paper sheets,

• browser of archive receipts with filtering,
• cash payments and withdrawals support,
• different payment methods: cash, credit/debit card, gift

cards.

It is clear, that partially the recommendations from the experts
were parallel to the users’ remarks.

These to sets of requirements were elaborated by the devel-
opment team with the usability in mind, taking into account
the main attributes of proper user experience, distinguished
in [35]: efficiency, satisfaction, learnability, memorizability
and faultlessness. Consequently almost all requirements were
incorporated in the very first version of the POS software,
which had to be prepared in the very short time – about two
weeks – due to deadlines set by the customer (small retail
network).

Fig. 1. The user interface of the first version of POS software with classic
pull-down menu. Expanded menu options are shown in the subpictures.

The POS software is based on a data grid, overlapping
almost the whole screen (see Fig. 1). For the fastest possible
operations it was designed as desktop Windows application
using local database. This way it matched requirements for
low budget (no need for server hardware and software) and
allowed easy integration with SDK for the fiscal printers. The
development IDE was Embarcadero RAD Studio, generating
pure win32 applications, with excellent database connectivity
components and known for solid backwards compatibility.
This choice profited in the future, when subsequent version
of POS software appeared without struggle for adapting
changed APIs. Nowadays, thanks to multiplatform capabilities
introduced meanwhile to RAD Studio compilers, there is a
possibility to port the software to different desktop operating
systems: macOS and Linux without great effort, or use it as a
base for mobile applications running at Android or iOS [36].

There were three main software versions developed during
the further development of the POS application basing on UCD
methodology. They are thoroughly elaborated in the following
section.
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IV. APPLICATION DEVELOPMENT CYCLE

The programmers team developed three main versions of
the POS application, having of course many subversions with
minor improvements. They were developed in subsequent
iterations and in general the system was immediately upgraded
to the newest version available. The first version had a classic
MS Windows pull-down menu and the set of functionality
needed to perform sale operations. This version has been used
for a long time on rather budget computers with small monitor
screens. There was no need to customize font sizes in the data
grid and only essential fiscal reports were available.

Fig. 2. POS application with a menu mimicking Office 2007 MS Ribbon, after
reorganization of options and introduction of icons. More important options
acquired bigger icons.

The second main version of the GUI for POS application,
shown in Fig. 2, had a MS Ribbon menu (introduced in MS
Office 2007) with three colour themes analogous to standard
settings in Microsoft Windows (Luna, Obsidian, Silver). This
ribbon had skeuomorphic look-and-feel with the characteristic
yellow focus. It also mimicked the most confusing behaviour
of genuine MS Ribbon: hiding the ribbons after double click
on the menu option. In this state the ribbon menu is losing
one of the main advantages in comparison to common pull-
down menu, as the controls are not visible without extra
click needed to unfold the ribbon. The introduction of the
ribbon interface was partially inspired by some of the surveyed
users, showing interest in a ”modern” look of the software.
The second reason was the management’s need to simplify
the software and reduction of the duration and costs of new
employee trainings.

The novel ribbon-based menu interface in this version of
POS software forced some refactorings in the internal structure
of the application. The TAction component was used to put the
event handlers in order, making the software somewhat more
compatible with MVC (model-view-controller) paradigm. Al-
though this improvement had nothing to do with users’ opin-
ions or influence, it significantly helped to support the ribbon
menu and modern look-and-feel in the next software version.

Microsoft Corporation decided to force developers to ”sign”
a special licence for the usage of MS Ribbon control. The

licence concerned not the internals of the software component
(actually included in the operating system since Vista version),
but the overall graphical design, look-and-feel and user expe-
rience. This way independent software vendors were put in
rather troublesome conditions, possibly violating Microsoft’s
licence even when providing their own implementation of the
ribbon control. In fact, the ribbon is of course very similar
to tabs, and moreover – analogous solutions were available
and used in many applications before Office 2007. The only
(but important) difference is the consistent GUI proposed and
promoted by Microsoft. Consequently, the usage of ribbon
interface became less common, than it could be without these
controversies. Eventually, to avoid legal issues, the support for
the ribbon interface in Embarcadero RAD Studio was ceased,
what had an impact on the development of our POS application
and its third version.

Fig. 3. GUI of the most modern looking version of the POS software,
following Office 2016 flat design. Two different ribbon tabs are shown with
the exemplary options and info labels.

The third, developed recently version of POS terminal soft-
ware introduced novel visual appearance based on MS Office
2016 GUI guidelines as a consequence of development accord-
ing to current trends. This time consulting users suggested to
stick to one colour scheme, so the blue one was chosen. In
this version for the first time the non-standard component from
third-party software vendor was used, as standard RAD Studio
development environment does not provide modern looking
ribbon components due to licensing problems described above.
An introduction of Almediadev BusinessSkinForm suite pro-
vided flat Office 2016 ribbon (Fig. 3) and the other controls,
but it also required another set of source code refactorings.

These circumstances indicate that legal issues can affect
software engineering development process: slow it down or
even enforce extra costs.

Here are some other improvements introduced according
to users’ suggestions and cooperation during the UCD-driven
development process:

• direct preview of daily income on the ribbon,
• coloured discount warning,
• simplified user logging – fast selection of the user,
• user logging from every ribbon tab,
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• font size customization and other HDPI screen improve-
ments,

• alternate row colours in the grid,
• planned availability for the article – ordering simplifica-

tion,
• inventory report.
There are somewhat complex improvements in the list, as

well as minor visual changes. Anyway, they help the users in
more efficient work and suite perfectly to their actual needs.

The ribbon interface was in fact introduced experimentally
only at the moment, when the appropriate components in
the development IDE became available. Because the users
signalled the interest in similar solutions before, there was a
positive reception of this novelty. Most of the users pointed out
the high visual compatibility with the other modern applica-
tions (i.e. Microsoft Office). Some more objective factors are
of course worth noting also, as for example better visibility
of controls, shorter learning path and better memorizability.
The standard ribbon interface is less adaptable than classic
pull-down menus, as the ribbon tabs are in general still in
the same sequence with exactly the same set of controls.
This approach can be inconvenient in very complex, huge
and multifunctional applications (which miss the place in
the ribbon for enormous count of options). Although, when
it comes to properly designed software with well defined
functionalities, this method meets users’ expectations.

This kind of unification becomes especially valuable, when
the user model for the software is variable, because of different
professional experience of the users. In this case the fixed GUI
is acceptable for power users and simultaneously easy to learn
for beginners.

V. EVALUATION OF THE USER EXPERIENCE

There were 25 users involved into the UCD process: full-
time employees, management staff and some interns. The level
of commitment clearly differed depending on the particular
job position. Computer skills of the users were in general
similar, as majority of them knew the basics of Windows
operating system and popular Office applications from the
school. For two senior employees computerized POS was a
complete novelty and they were significantly against it. We
observed classic difficulties, as for example tendency to learn
exact sequences of keystrokes without monitoring the system
response. Sometimes these less experienced users were just
ignoring the messages, and moreover – were not even able to
remember the general meaning of the messages.

Except these problems at the very beginning of the de-
velopment of POS system, all the users were successfully
using the application, the barcode reader and the fiscal printer.
Although not all users were employed for the whole time of
the development process, the remarks from them were valuable
and useful for the rest of the crew.

The first version of the application had just 5 users working
with very budget desktop computers (Pentium II class), next
the shops network increased, eventually reaching 20 users.
Nowadays, the application is utilized on very wide set of

Fig. 4. POS application during user experience tests at the complete work-
place, equipped with credit card terminal, Dell all-in-one computer running
Windows 10, barcode scanner and fiscal printer Vento.

computer systems, from common desktop ones, up to modern
all-in-one machines with touch screens (as Dell OptiPlex 3030
– see Fig. 4) or laptops (as hybrid Lenovo Flex). Direct
connection with fiscal printer forces usage of MS Windows
machines, but touch screens are sort of game changer here,
because younger salesmen are very familiar with this tech-
nology and use it intuitively. This way the user experience
gap between classic desktop applications and mobile world
narrows.

UCD was involved at every stage of the development,
from the first general project, upto the newest ribbon-based
application. The main methods of evaluation for the overall
user experience were face-to-face surveys and observations of
users’ behaviour in real world POS installations. This way
a very strong relation between development team and final
users was built, which is distinctive for agile methodologies.
While all these methods were rather informal, the resulting
software become a stable and reliable solution supporting POS
operations.

Fig. 5. The advantage of ribbon menu against ordinary pull-down one. For
some controls mouse track can be two times shorter and there is only one
click needed.
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The users of the final product were also surveyed by
more formal paper questionnaires. We asked about the overall
satisfaction from the usage of the system (Q1), does the ribbon
interface have a general advantage against common menu
(Q2), is the ribbon interface ”Office 2016”-alike more readable
than ”Office 2007” one (Q3), can the actions with ribbon
interface be performed faster (Q4), does the ribbon interface
help to memorize the recipes for common operations (Q5),
is the POS software more comfortable than the others you
know (Q6)? All the questions had the scale from 1 (strong
disagreement) to 5 (strong agreement).

Q1
Q2

Q3
Q4

Q5
Q6

4,7 

4,3 

4,2 

4,6 

4,8 

4,6 

4,0 

4,1 

4,2 

4,3 

4,4 

4,5 

4,6 

4,7 

4,8 

4,9 

5,0 

average score

Fig. 6. Average scores for particular questions from the questionnaire about
the latest version of the POS software with ribbon menu.

Average response rate about 4.5 (compare Fig. 6) confirms
that UCD approach was the right choice. It helped to develop
the software which fits very well to users’ preferences. There
were some users with a bit more conservative approach,
sceptical about the novelties and their opinions proved to be
decisive for slightly lower ratings in questions 2 and 3. People
accustomed to proven solutions are naturally less inclined to
accept and appreciate significant changes. On the other hand,
the results for the question about memorizability (Q5) point
out, that objective indicators for ribbon menu are much better
than superficial opinions about it.

Incremental development process took less resources than
classic waterfall model, although the time needed was prob-
ably longer. The usage of stable and backwards compatible
software toolset seems to be another essential factor in the
agile UCD. When the subsequent iterations were taking their
time, there was no pressure on extra effort involved with
the maintenance of the IDE, compiler and software libraries.
Instead of that, the novel possibilities, as for example ribbon
interface, appeared and were ready to implement. This way the
POS project went from the very basic menu driven application
to modern looking one. User experience of the project gained
much from that solution without extensive costs.

The initial experiments shown, that in general the ribbon
interface optimizes the effort of the user. The reduction of
mouse movement and number of clicks is significant, which
increases the reliability of actions and helps in faster work
(Fig. 5). The extra factor concluded from these experiments
is the size of controls and necessity of thorough project for

layout of every ribbon tab, in order to profit from Fitts’s law
as much as possible.

VI. CONCLUSIONS

UCD introduced into the development process of the POS
software was a key factor of success. It helped to design
an interface that users desired, suitable for the necessary
activities, but not complicated. This way the quality of user
experience increased with every novel version of the software,
eventually reaching the modern and effective ribbon menu
form.

All three versions of the software profited from the UCD ap-
proach, although the scope of the improvements was variable:
from the very tiny details to significant rearrangements of the
whole user interface. The cooperation between the developers
and the users of the system was fluent and agile, as UCD
model did not force any artificial restrictions and time frames.

The survey of users’ opinions about the software system
designed this way leads to interesting conclusions. First, the
users profit from easiness and memorizability of the ribbon
interface. On the other hand, some users have of course doubts
when it comes to fundamental changes in UX.

In general, the evaluation of the satisfaction and experiments
regarding some objective characteristics confirmed usefulness
of the user-centered design methodology. Further research
steps can be focused on statistical analysis of user behaviour
with the use of actiontracking [37] and optimization of the
controls’ placement and sizing.
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

Abstract— The main aim of this study was to prepare a new

speech  database  for  the  purpose  of  unit  selection  speech

synthesis. The object was to design a database with improved

parameters compared with the existing database  [1],  making

use of the theses proved in studies  [2]-[4]. The quality of the

corpus, a selection of the suitable speaker, and the quality of

the speech database are all crucially important for the quality

of  synthesized  speech.  The  considerably  larger  text  corpora

used in the study as well as the broader multiple balancing of

the database yielded a greater number of varied acoustic units.

For the purpose of the recording, one voice talent was selected

from among  a  group  of  30  professional  speakers.  The  next

stage involved database segmentation. The resultant database

was  then  verified  with  a  prototype  speech  synthesizer.  The

quality  of  the  synthetic  speech  was  compared  to  that  of

synthetic speech obtained in other Polish unit selection speech

synthesis  systems. Consequently,  the end result  proved to be

better  than the  one  obtained in  the  previous  study  [4].  The

database  had  been supplemented  and  extended,  significantly

enhancing the quality of synthesized speech.

I. INTRODUCTION

NIT  selection  speech  synthesis  remains  an  effective

and  popular  method  of  concatenative  synthesis,

yielding speech which is closest to natural sounding human

speech.  The  quality  of  synthesized  speech  depends  on  a

number of factors. First and foremost, it is essential to create

a comprehensive speech database which will form the core

of the system. The database  should comprise  a variety of

acoustic units (phonemes, diphones, syllables) produced in a

range  of  different  contexts,  of  different  occurrence  and

length. 

U

The first stage in the creation of speech database is the

construction of a balanced corpus. This process involves a

selection,  from  a  large  text  database,  of  a  number  of

sentences which best meet the input criteria. The larger the

database, the more likely it is that the selected sentences will

meet the set criteria. However, a larger corpus also means a

greater  computer  processing  capacity  necessary  to

synthesize  a  single  sentence.  What  is  crucial  is  a  proper

balancing  that  will  ensure  an  optimal  database  size while

maintaining  the  right  proportion  of  acoustic  units

This work was partially supported by the Research Centre of the Polish-
Japanese Academy of Information Technology, supported by the Ministry

of Science and Higher Education in Poland

characteristic of a particular language. The speech corpus is

built in a semi-automatic way and then corrected manually.

The manual part of the designing process is implemented in

restricted  domain  speech  synthesis  such  as  the  speaking

clock  and  train  departure  announcements,  and  restricted

speech recognition systems. The process is automated with

the use of tools based on a greedy algorithm [5].

Another important aspect involves a careful selection of

the  speaker  who  will  record  the  corpus.  The  speaker  is

usually voted on by experts, while an online questionnaire is

often used to speed up the selection process. The recordings

are made in a recording studio during a number of sessions,

each  several  hours  long.  Each  consecutive  session  is

preceded by a hearing of the previously recorded material in

order to establish a consistent volume, tone of voice, way of

speaking, etc. 

The  final  stage  in  the  construction  of  speech  database,

following  the  recordings,  is  the  appropriate  labeling  and

segmentation.  The segmentation of  the database is  carried

out  automatically  with  the  use  of  statistical  models,  or

heuristic methods, such as neural networks. Such a database

should then be verified for the accuracy of the alignment of

the defined boundaries of acoustic units. 

The  aim  of  this  study  was  to  design  a  new  speech

database  with  improved  parameters.  To  this  end,  theses

proved in  [2]-[4] were used. The quality of the corpus, the

selection of the right speaker and the quality of the database

have a considerable influence on the quality of synthesized

speech. The completed database was verified in a prototype

synthesis engine.

II.METHODS

A. Designing the speech database

The database  was  created  with three  corpora:  no.  1  -  a

normalized  collection  of  parliamentary  speeches,

stenographic  records  from  select  committee  sessions,  and

extracts from IT e-books of 600MB (equivalent to 5 million

sentences); no. 2 - subtitles for three feature films, i.e. Q.

Tarantino’s  1994  ‘Pulp  Fiction’,  S.  Kubrick’s  1987  ‘Full

Metal  Jacket’  and  K.  Smith’s  1994  ‘Clerks’,  containing

4300 utterances; no. 3 - a corpus of 2150 sentences which

served as a basis for the creation of the corpus-based speech

synthesis  [1],[4]. This corpus was based on a 300 MB text

file containing, among others, a selection of parliamentary
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speeches. It underwent multiple balancing (complying with

the criteria  outlined in section 2.3)  and was supplemented

with  low frequency  phonemes.  The  final  corpus  includes

1196 different diphones and 11524 triphones [1],[4]. 

Corpus  no.  1  was  subdivided  into  250  files,  each

containing 20,000 sentences, of which 16 sub-corpora were

randomly  selected  for  further  processing.  Such  a  division

makes data processing more efficient. In the final stage of

the balancing, corpora no. 2 and no. 3 were used to expand

the  newly  designed  corpus.  Findings  presented  in  [2]

indicate  that  multiple balancing  helps  to  make the corpus

more representative, thereby enhancing the quality of speech

synthesis.

B. Phonetic transcription

Phonetic  transcription  makes  it  possible  to  convert

orthographic text into phonetic script. This is done by means

of a special phonetic alphabet, such as PL-SAMPA [6]. 

The automatic phonetic transcription was generated with

the help of software available as part of the Clarin project

[7].  The  application  operates  within  a  rule-based  system.

The diphone and triphone transcriptions were generated in

Perl. 

C. Multiple balancing

The CorpusCrt program is an implementation of Greedy 

algorithm [8]. It was used as a balancing tool for sentence 

selection. Each of the 16 sub-corpora was balanced 

according to the following criteria: 

 Each sentence should contain a minimum of 16 

phonemes;

 Each sentence should contain a maximum of 80 

phonemes;

 Each phoneme should occur at least 40 times in the 

entire corpus;

 Each diphone should occur at least 4 times in the 

entire corpus;

 Each triphone should occur at least 3 times in the 

entire corpus (due to the large number of possible 

triphones, this particular criterion could only be 

met for 400 most frequently used triphones in the 

Polish language);

 The output corpus should contain 2500 sentences.

Table I shows a percent frequency distribution of lowest fre-

quency polish phonemes in a randomly selected sub-corpus 

before and after the initial balancing. 

The aim of the second balancing was to create one corpus

that would include the phonetically richest sentences from

the 16 already existent sub-corpora. The sub-corpora were

first  merged into a file  of  40,000 utterances which,  when

balanced,  yielded  a corpus  of  2,500 sentences.  The result

was  a  richer  coverage  of  acoustic  units  in  comparison  to

each of the separate sub-corpora. 

1) Merging with the corpus assigned for unit-selection 

speech synthesis

The resultant corpus was then merged with corpus no. 3

and  balanced  to  2,500  sentences.  The  number  of  low-

frequency  phonemes  (DZ,  z‘,  N,  o~,  e~)  increased  from

148 879 to 149 635.

It was essential that the corpus contained a wide range of

prosodic  contexts  for  the  different  phonetic  components.

Therefore, it was subsequently supplemented with prosodic

features  from  corpus  no.  2.  This  involved  using  all  the

interrogative  and  exclamatory  sentences.  The  corpus  was

then balanced  to  yield two corpora  of  50 sentences  each.

The first  one  contained  interrogative  sentences,  while  the

other contained exclamatory sentences. These corpora were

then  concatenated  with  the  main  corpus  (without  further

balancing). Previous findings indicate  [2] that it is possible

to reduce the size of  a  corpus.  In  the final  balancing,  the

corpus was reduced to 2,150 sentences, with the assumption

that a corpus must contain a minimum of 15,000 triphones

while the number of diphones must remain unchanged. The

average length of a sentence in the corpus is that of 63.93,

whereas  the  total  number  of  phonemes  is  128,169.  The

corpus  contains  1279  different  diphones  and  15,087

different  triphones.  Table  II  shows  data  concerning  the

number of acoustic units depending on the size of a corpus.

Fig. 1 shows a percent frequency distribution of phonemes

in the final corpus.

TABLE II. NUMBER OF ACOUSTIC UNITS AFTER CORPUS

SIZE REDUCTION WHICH SERVED AS A BASIS FOR THE
SELECTION OF THE FINAL CORPUS

No. of sentences 2600 2400 2200 2150 2100

No. of diphones 1279 1279 1279 1279 1279
No. of triphones 15869 15615 15218 15078 14979
No. of triphones < 
3

8379 8387 8285 8228 8189

No. of diphones < 5 165 184 199 199 203

D. Speaker selection and recordings

The speaker was selected on the basis of recorded voice

samples collected from 30 candidates. Each candidate was a

voice  talent.  The  objective  was  to  find  a  speaker  with  a

strong steady voice. The voice assessment was carried out

by eight voice analysis experts, who chose a female voice. 

The recordings were conducted in the recording studio of

the  Polish-Japanese  Institute  of  Information  Technology,

Warsaw  (now  Polish-Japanese  Academy  of  Information

TABLE I. PERCENT FREQUENCY DISTRIBUTION OF LOW-

EST-FREQUENCY POLISH PHONEMES IN A RANDOMLY

SELECTED SUB-CORPUS BEFORE AND AFTER THE

INITIAL BALANCING

Phoneme Before balancing After balancing
dZ 0.01% 0.02%
z’ 0.10% 0.16%
N 0.20% 0.17%
dz 0.31% 0.36%
o~ 0.59% 0.77%
dz’ 0.76% 0.78%
X 0.79% 0.87%
ts’ 0.83% 0.94%
e~ 0.78% 1.09%
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Technology), using an Audio-Technica AT2020 microphone

with  a  pop  filter.  The  signal  was  recorded  in  the  AIFF

format  with  a  48  kHz  sampling  frequency  and  a  24  bit

resolution, using the audio Focusrite Scarlett 2i4 interface.

The corpus  was  recorded  during  15  two-hour  sessions.

Each  prompt  was  recorded  as  a  separate  file.  After  each

session, the files were exported in the WAV format with file

names corresponding to the prompt numbers in the corpus.

The  recordings  were  then  checked  for  distortions  and

external noises as well as mistakes made by the speaker. 480

prompts were re-recorded.

E. Segmentation

The  automatic  segmentation  was  carried  out  with  a

program based on the Kaldi project  [9]. Kaldi is an open

source  speech  recognition  toolkit,  written  in  C++.  The

segmentation  was  based  on  the  ‘forced  alignment’

technique, which involves matching phoneme boundaries on

the basis of a file containing phonetic transcription. First, the

program creates an FST graph whose states correspond to

the consecutive segmental phonemes of the analyzed phrase.

Following that, a sequence of states with set boundaries is

assigned for recording, by means of the Viterbi algorithm.

The  phonetic  transcription  for  the  segmentation  was

performed  on  the  basis  of  an  orthographic  transcription

using  a  Polish  language  dictionary  with  SAMPA

transcriptions. The transcription of foreign words and proper

nouns was performed manually [10].

III. VERIFICATION OF THE SPEECH DATABASE

To examine  the  quality  of  the  speech  database  and  to

verify the quality of  the segmentation,  a prototype speech

synthesizer, written in Java, was used to conduct a series of

tests.  The program does  not  contain  the NLP module but

allows a preliminary evaluation of the quality of the corpus.

It facilitates unit selection using three different algorithms:

‘Random’,  ‘Forward’  and  ‘Viterbi’  (the  so-called  Viterbi

algorithm)  [11].  These  algorithms  are  responsible  for  the

way acoustic units are selected from the database. The main

criterion  that  is  taken  into  account  in  the  selection  of

acoustic units is their direct neighborhood in the database,

which reduces the likelihood of the occurrence of artifacts,

such  as  energy  discontinuity,  which  render  synthesized

speech  artificial.  The similarity  of  F0  at the boundaries  of

concatenated units is also taken into account.

The ‘Random’ algorithm randomly selects acoustic units

that match the phonetic transcription, without cost function.

Its  application  is  the  least  effective  of  all  the  three

algorithms. 

‘Forward’  and  ‘Viterbi’  are  more  advanced  algorithms

which  make  it  possible  to  use  cost  function  for  the

comparison  of  hypotheses.  In  unit  selection  speech

synthesis,  a  hypothesis  is  a  sequence  of  acoustic  units

selected from the database which, having been concatenated,

produce a phrase that is to be synthesized. The object is to

select  a  sequence  that  will  produce  the  most  natural

sounding speech. These two algorithms are similar and yield

similar  results.  The  Viterbi  algorithm was  chosen  for  the

testing process. The searching process is based on the trellis

of all the candidates which is formed by the paths between

them. The Viterbi algorithm searches the trellis from left to

right, calculating partial costs, which is the sum total of the

sequences of the cost function. The optimum path with the

lowest cost is then chosen. 

The  prototype  synthesizer  utilizes  MLF  files  (with

diphone boundaries in the corpus), WAV sound files (with

recorded  prompts),  and  files  containing  data  about  F0  for

each of the prompts. The text to be synthesized is provided

in the form of a phonetic transcription.

IV. RESULTS

A Mean Opinion Score (MOS) test was designed to check

the quality of the synthesizer. MOS is a subjective measure

for audio and video quality evaluation. In the test, subjects

are administered audio or video samples, after which they

give their subjective opinion using the following five-point

scale: 1 – bad, 2 – poor, 3 – fair, 4 – good, 5 – excellent. 

The  MOS is  expressed  as  the  arithmetic  mean  of  all  the

collected ratings. MOS is also recommended as a method for

evaluating the quality of synthesized speech [12]. To assess

the  quality  of  the  voice  a  special  website  with  an  online

questionnaire was designed, which served as an anonymous

tool for evaluating speech samples on the five-point scale.

The  test  involved  14  individuals  who  were  familiar  with

issues  related to speech  synthesis,  phonetics  of  the Polish

language  and  phonetic  transcription,  and  who  were  also

well-informed about  natural  language processing.  The test

was  divided  into  three  parts.  The  first  five  recorded

sentences were used to judge the quality of lector voice; the

samples  were  then  used  to  generate  another  five

resynthesized sentences;  the third part  of the test involved

sentences  synthesized  in the prototype speech synthesizer.

Long,  phonetically  rich  sentences  were  selected  to  this

end.The first part of the test received the average score of

4.3, which indicates that the speaker’s voice was rated high

by  the  experts.  The  speaker’s  voice  rating  reflects  the

respondents’ opinion concerning the potential effectiveness

of the future synthesizer. It is the maximum score that the

best  synthesizer  could  receive.  Resynthesis  of  sentences

Fig.1: Percent frequency distribution of phonemes in the final

corpus
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inevitably involves a decrease in their quality. In the test, the

quality of the synthesis received an average opinion score of

3.41,  which  is  a  good  result.  The  third  part  of  the  test

received an opinion score of 2.07. 

V.DISCUSSION

It would be worthwhile to compare the obtained results

with  the  commercial  and  non-commercial  systems

functioning in Poland, taking into account the evaluation of

the quality of the entire system and not merely the speech

database. 

The first Polish system for unit selection speech synthesis

was  BOSS,  which  was  created  as  part  of  a  collaborative

research  project  between  Adam  Mickiewicz  University,

Poznan and IKP (Institut für Kommunikationsforschung und

Phonetik) in Bonn  [13]-[15]. The speech database consists

of approximately 115 minutes of audio material read by a

professional  speaker,  recorded during several  sessions and

supervised  by  an  expert  phonetician.  The  database  is

subdivided into six parts. The first part consists of phrases

with  most  frequent  consonant  structures,  where  258

consonant  clusters  of  various  types  are  used.  The  second

part  consists  of  all  Polish  diphones  realised  in  92

grammatically  correct  but  semantically  nonsense  phrases.

The third part consists of 664 phrases with CVC triphones

(consonant-vowel-consonant,  in  non-sonorant  voiced

context  and  with  various  intonation  patterns).  The  fourth

part  consists  of  985  phrases,  each  made  up  of  6  to  14

syllables. The fifth part consists of 1109 sentences made up

of  6000  most  frequent  vocabulary  items.  The  sixth  part

consists  of  15-minute long prose  passages  and newspaper

articles  [16].  The database  was  implemented  in  the Bonn

Speech  Synthesis  System.  A  three-part  MOS  test  was

conducted for  the designed system: the first  part  involved

common  utterances  –  25  sentences  and  phrases  created

especially  for  the  purpose,  mostly  using  the  top  high

frequency  vocabulary  items  from  a  large  vocabulary

newspaper frequency list, and conversational utterances; the

second  part  comprised  25  typical  Polish  conversational

phrases,  dialogue  phrases,  short  expressions  and  natural

utterances; the third part comprised a reference set, i.e. 24

original recordings of the speaker reading short utterances.

The  speaker’s  voice  received  an  opinion  score  of  4.6,

whereas  the  speech  synthesis  system received  a  score  of

3.39.  Further  experiments,  which  involved  manual

correction of the speech database while focusing on duration

weighting, increased the MOS opinion score to 3.62 [17] for

the  speech  synthesis  system.  The  quality  of  synthesized

speech based on automatically segmented database received

an overall  score of 2.44. This result covers re-synthesized

sentences  from the corpus,  sentences  with high frequency

vocabulary  items  and  words  that  are  ‘difficult’  for  the

synthesizer, i.e. phonetically rich items.

However,  the  quality  rating  for  difficult  sentences,  i.e.

sentences  similar  to  those  used  for  testing  the  original

database,  was  1.70,  which  then  rose  to  1.71  following  a

manual  correction  of  the segmentation.  Unfortunately,  the

publication  [17],[18] does not present the tested sentences,

which could be used to evaluate the quality of the database.

IVONA, a commercial  system for  unit selection speech

synthesis, was created by IVOSOFTWARE (now Amazon).

In  the  Blizzard  Challenge  2006,  the  system  received  the

following opinion scores: 4.66 for the speaker, and 3.69 for

the quality of synthesis with an ATR database [19],[20]. In

2007, the scores were 4.70 and 3.90 respectively, using the

same  database.  In  the  2009  Blizzard  Challenge,  IVONA

received 4.90 for the speaker and 4.00 for the quality of the

synthesis,  with an EH1 database  [21].  The presented  data

concerns  speech  synthesis  for  the  English  language.

However,  no  publication  presenting  MOS  results  for  the

Polish language is available.

Tests  were  also  conducted  for  the  original  synthetic

speech  system  that  was  developed  in  the  Festival  meta

system  [22].  These were carried  out following work on a

speech synthesizer [4]. 28 experts were involved in the tests,

and  the  average  MOS result  for  the  speaker’s  voice  was

4.60. The experts assessed the quality of the resynthesis at

3.79,  which  is  a  good result.  Sentence  synthesis  with  the

best  cost  function,  optimized  with  an  evolutionary

algorithm, received an opinion score of 2.71, the worst cost

function  1.97,  and  the  default  cost  function  2.19.  These

results are worse than those obtained for  the other speech

synthesis systems. However, it must be noted that the basic

problem  stemmed  from  the  construction  of  a  database

recorded  by  a  non-professional  speaker.  The  utterances

exhibited considerable F0 fluctuations, which in turn affected

the right selection of appropriate acoustic units. Despite this,

the  synthesis  in  the  complete  speech  synthesizer  with  a

default  cost  function  received  a score  similar  to  that  of  a

new database  that  was  tested in  the prototype synthesizer

(2.11  vs.  2.07),  even  though the segmentation  quality  did

not undergo manual correction. Compared with the BOSS

system, this result is better for phonetically rich sentences.

When comparing the opinion scores of recorded samples

and  resynthesized  samples,  one  can  notice  a  significant

discrepancy  (0.88).  This  may  indicate  errors  in  the

functioning of the prototype synthesizer and/or an incorrect

phonetic transcription used in the selection of acoustic units

for  speech  synthesis.  Other  reasons  may  include  the

presence  of  elements  of  acoustic  units  which  appear  in

synthesized sentences as a result of automatic segmentation.

This problem can be eliminated by manual correction. One

of the methods is described in [23]. This kind of correction,

as  well  as  improvements  made  to  the  prototype  speech

synthesizer,  will  ensure  a  higher  opinion  score.  Criteria

applied in previous studies [23] will still be used in order to

detect  durational  outliers.  These  include  phonemes  of

abnormal duration, zero crossing errors,  plosive phonemes

and other distortions.

The  construction  of  the  new  speech  database  made  it

possible  to  eliminate  the  errors  which  the  author

encountered  when designing  the previous  database.  These

involved  the quality  of  the speaker’s  voice,  including  the
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excessively  fast  speech  delivery,  and  considerable  F0

fluctuations in sentences. What was also eliminated was the

errors that occurred at the corpus building stage. The corpus

was extended to include utterances from everyday speech,

which should improve the quality of synthesized sentences

in this area.

VI. CONCLUSIONS

When designing the speech database, the author drew on

the experience gained during the implementation of the unit

selection  speech  synthesis.  The  corpus  was  supplemented

and  extended,  and  the  recordings  were  made  by  a

professional  speaker  selected  by  means  of  tests,  which  is

crucial for the quality of synthetically generated speech. The

database  created  for  previous  studies  was  recorded  by  a

semi-professional speaker. 

Despite the fact that manual segmentation correction was

not  performed,  the  results  obtained  in  a  MOS  test  were

similar to those of a manually corrected database (2.07 vs.

2.18), and its opinion score for phonetically rich sentences

was higher than that for the BOSS database (2.07 vs. 1.70). 

What  it  means  is  that  the  elimination  of  other  errors

during  the  implementation  of  the  new  speech  synthesis

system will make it possible to achieve a higher quality of

synthesized  speech,  comparable  to  that  of  the  BOSS and

IVONA  synthetic  speech  systems.  The  next  stage  of  the

research will be to incorporate the database into the existent

multimodal  speech  synthesis.  We also  plan  to  verify  and

place the database in compliance with the ECESS standards

and  to  arrange  for  the  database  to  be  validated  by  an

independent institution, such as ELDA [24]. 
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

Abstract—Ubiquitous mobile technology makes m-learning a
popular method of education. Our goal was to use education
and  entertainment  (edutainment)  for  teaching  physics  on
mobile devices,  as the technology is available for most of the
students.  A  game  was  designed,  as  an  interactive  and
storytelling educational physics app based on user experience
and  edutainment  guidelines.  The  testers  in  usability  tests
considered the game useful; they also suggested improvements.
Learning through play can be broadly applied to teach physics,
educational apps can be created, and supplement education.

I. INTRODUCTION

-LEARNING is a teaching technique that requires the
use of portable devices (mobile phones, smartphones,

PDAs, tablets) [1]; it may take place outside of school [2]. It
is distance learning based on mobile phones, smartphones,

PDAs  and  tablets  with  wireless  Internet,  with
communication  replaced  with  various  communication

technologies.

M

“Edutainment”  (education  and  entertainment)  is  applied

in m-learning. It encourages the user to learn through games
and  interaction,  and  evokes  emotions,  so  it  is  easier  to

remember  the  content.  Entertainment  is  (9P):  Perennial,
Pervasive,  Popular,  Personal,  Pleasurable,  Persuasive,

Passionate, Profitable, and Practical [3]. Learning in the 21st

century  is:  Learner-centered,  Media-driven,  Personalized,

Transfer-by-Design,  Visibility  Relevant,  Data-Reach,
Adaptable, Interdependent, and Diverse (9 features) [4].

The  effectiveness  of  edutainment  has  been  proven  [5],
[6];  it  gives  the opportunity  to  interact,  for  example  in  a

game.
Edutainment has spread with the development of mobile

devices  (more  common now than  desktops).  Smartphones
sales  increase  by  70-80% per  year  [7].  Since  2013  more

smartphones  than  feature  phones  are  sold,  and  50%  of
people  own  a  mobile  phone.  Various  apps  increased  the

capabilities of smartphones, especially with Internet access.
The number of Internet surfers exceeds 3.6 billion [8].

Our app  Apollo is a form of edutainment. It combines a
game and a multimedia presentation, using the methodology

proposed by the authors,  including interaction, storytelling
and a 3D (3-dimensional) visualization. It presents physics

concepts, including satellite motions, geostationary orbit and
gravitational acceleration [9]. Our goal was to visualize the

This work was partially supported by the Research Centre of the Polish-
Japanese Academy of Information Technology, supported by the Ministry
of Science and Higher Education in Poland

phenomena of physics and present them in an entertaining
way. Physics is a difficult class; teachers indicate that young

people  lose  the  ability  to  imagine  abstract  concepts,  and
have difficulties  in understanding  the physics  laws.  There

are not many physics apps available on the market.
The app was prepared in Polish,  for  junior  high school

students, who spend a lot of time on their smartphones. We
researched  on  market  penetration  with  smartphones,  and

checked  which  operating  system  is  most  popular.  The
usability tests of the app are presented in this paper.

II.MOBILE MARKET ANALYSIS

A. World

More than 1.2 billion smartphones were sold worldwide
in 2014[10],  and  over  1.4  billion  in  2016.  Currently,  4.6

billion mobile devices are registered, and there will be more
active devices than people [11]. In 2016, mobile web usage

overtook  desktop  [12].  80%  of  internet  users  own  a
smartphone [13]. The interest in edutainment also grows.

The most  popular  brand of  mobile devices  is  Samsung
[14], with Android as the most popular operating system [7].

Young people  18-30,  often referred to as ‘Generation  Y’,
mostly use Apple or Samsung devices  [15]. They live with

phones in their hands.  60% permanently participate in the
life  of  social  networks,  and  browse  news.  70%  cannot

imagine their lives without mobile apps and use 1-9 apps
every day.  This brings an opportunity for  m-learning,  and

we  decided  to  create  the  app  for  Android-based
smartphones.

B. Predictions for the Future

Customizing  websites  for  mobile  devices  will  become
increasingly  important.  Mobile  devices  are  equipped  with

gyroscopes,  GPS,  multi-touch  technology,  accelerometers
and  cameras,  which  increases  their  potential  for

edutainment.
By  2020  mobile  devices  with  the  latest  technologies

available today will cost $10 [16]. Paper will be replaced by
mobile  devices  [17];  a  digital  notebook  that  allows

displaying content is currently sold for $100 [18].
Mobile devices are becoming thinner, of credit card size,

and flexible [19]. It will be possible to adjust mobile devices
to any shape  [20]; they are already produced as bracelets.

The devices will be multisensory, allowing for detection and
emission  of  smells.  Mobile  device  sensors  that  monitor

heartrate are already available. We will be able to monitor
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the body state in real time, with high-speed wireless access
to the cloud computing. Monitoring tools, wearable devices,

mobile User Experience (UX) design, and location sensing
are  already the most  significant  mobile technologies  [21].

Works on better batteries are also performed.
The  research  on  mobile  devices  continues.  Toyota’s

Windows to World based on AR (Augmented Reality) turns
the car window into an interactive multi-touch screen, which

can also be used as a drawing tool that references real world
objects; work is underway on future cars that communicate

with each other. The University of Washington is working
on transparent AR contact lenses powered by solar energy.

C. Poland

The number of mobile app users keeps growing; 44% of
mobile phone users owned a smartphone in 2014, but 1/3 of

them do not buy apps from app stores [22]. They use phones
for  Internet  browsing (mostly to use social  media),  watch

video,  play  mobile  games,  as  localizers,  and  for  banking.
But, 74% of 15-19 year-old teens own a smartphone [23].

Daily Internet usage rate in Poland in 2016 was 90% in
the age group 16-24 [10], with the average Internet speed 14

Mbps for download and 4.9 Mbps for upload [24]. 

D. Mobile apps market

Google Play has 2.8 million apps for Android, App Store

has 2 million apps for iOS. Every month 100,000 apps are
introduced.  In  2014,  179  billion  apps  were  downloaded.

11% of smartphone and tablet users have educational apps
installed  [15].  Entertainment  apps  are  most  often

downloaded. In Poland, most common are instant messaging
and social networking apps, games, radio and navigation.

III. PHYSICS APPS FOR SMARTPHONES

14 apps are listed at [25]; 6 are marked with 4 (out of 5)
stars:  VMS–Velocity  and  Acceleration  Animation,

Newtonium–Physics  Simulator, Bridge  Constructor

Playground, Thomas  Edison, Tory  Odyssey:  Motion

Commotion, and Physics One Gravity.

Figure 1. Physics Formulas Free app (screen from Google Play)

At  Google  Play,  there  are  several  hundred  apps  for
physics, with several dozen for learning, mostly in English:

• Physics Formulas Free, rated 4.5 (out of 5) stars, with
more than 500,000 downloads,

• Complete Physics, rated 4.1, over 500,000 downloads,
• Learn Physics, rated 4 stars, over 500,000 downloads,

• PhyWiz-Physics Solver, 4.6, over 100,000 downloads,
• Physics Notes, rated 4.2 stars, over 100,000 downloads.

Figure 2. Complete Physics app (screen from Google Play)

Physics Formulas Free (Figure 1) is for calculating physics
problems; it allows adding user-defined formulas. Complete

Physics (Figure 2) has tutorials, questions, and a quiz. Learn

Physics (Figure  3)  has  tutorials,  formulas  calculator  and

quizzes.  PhyWiz  –  Physics  Solver helps  doing  physics
homework;  it  solves  physics  questions.  Physics  Notes has

tutorials, step by step instructions, and allows learning in a
deep and intuitive way. It is praised  [25], but criticized: “I

would like to see (…) testing features and instant-feedback
in order to really put the theory into practice. (…) it would

be great if students could add their own notes (…)  it will
enhance the revision.”

Figure 3. Learn Physics app (screen from Google Play)

A. Physics Apps in Polish

There  are  few apps  for  learning  physics  in  Polish,  not
offering entertainment.  Fizyka na 5! (Figure 4),  rated 4.1,

with over 1,000,000 downloads is a a crib  with formulas.
Fizyka–Słownik, rated 4.4, 50,000-100,000 downloads, is a

physics dictionary, with quizzes.  Fizyka – kalkulator, rated
4.3, 10,000-50,000 downloads, calculates physical formulas.

Figure 4 Fizyka na 5! app (screen from Google Play)

IV. APOLLO APP

Based  on  the  analysis  of  physics  apps,  mobile  devices

market, and operating systems, we prepared an edutainment
physics  app  for  Android.  We  used  our experience  in

implementing  an  educational  platform  with  elements  of
puzzle learning  [26]. The app,  Apollo (Figure 5) is a RPG
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(role playing game), with storytelling and 3D world  [9] in
the  first  person  perspective -  rendered  from  the  player's

viewpoint.

A. Storytelling

In interactive storytelling, the user can control the course

of events in an app. It can be applied to physics education
[27], [28], but there are no such games on the Polish market.

The narrative of the Apollo app is based on space travel.
The  spaceship  Apollo  experiences  propulsion  breakdown

and loses contact with Earth. The computer must be fixed,
and to do  this,  it  is  necessary  to  contact  Earth.  The pilot

must help in determining the parameters necessary to send
the message, and the computer gives the user a physics task

to solve, and shows an explanatory video presentation.

B. Interactive 3D World

The most common engine for creating games is Unity 3D

[29]; also Unreal Engine [30] is popular. We used Unity 4.5.
Unity works with Direct  3D (for  Windows),  and OpenGL

ES for Android. It offers options for real time rendering, and
detects the best hardware settings of a device on which the

app  is  initialized,  and  automatically  adjusts  the  settings.
Functionality  tests  were  carried  out  in  Unity  3D Remote;

simulating the game on the target device.

Figure 5 Start screen of the Apollo app

C.  User Interface and Interaction

The  app  should  be  easy  to  use  for  junior  high  school

students,  so we followed UX guidelines  [6].  The game is
controlled through gestures, 2 virtual joysticks displayed on

the screen, and a touch-activated interface of high usability.
Our app is engaging, and uses simple communication.

The  user  of  the  Apollo app  moves  in  a  space  station
(Figure 6) using virtual joysticks in the lower corners of the

screen. Consequent steps encourage the user to learn.  The
user  explores  the spaceship,  to find  hints  and  educational

materials  on  the  guidance  computers.  The  interaction  is
through  touching  or  approaching  an  interactive  object

(Figure  7),  which  have  charts  with  formulas  (Figure  8),
movies, etc.

D. Implementation

The app is for Android 2.3.1 or higher, GPU supporting
OpenGLES 2.0 or higher, Internet, and 1 GB of RAM.

The planet and spaceship were modelled in 3ds Max [31].
Animation was rendered using V-Ray 2.0, and 3D objects

exported to FBX format. Textures, texts and graphics (1024
x1024)  were  made in  Adobe Photoshop  [32],  and normal

maps in Quixel Suite [33]. 25 colliders with an active trigger
function were designed to activate sliding doors animations,

move consoles, and to activate video clips and sounds.

Figure 6 The interior of the space ship in Apollo, with lights shown

Figure 7 Interactive element in Apollo: the screen

Figure 8 A chart with physical formulas in Apollo

We used  speech  synthesis  [34] to  get  the  voice  of  the

computer. Adobe Audition [32] was used to edit audio files.
Intro was created in Adobe After Effects [32].

V.USABILITY TESTS OF APOLLO

The usability tests were performed using Samsung Galaxy
Tab 4 (10” screen),  to observe how the users navigate the
game environment and accomplish simple tasks in their first
contact with the app. We also wanted to study the users’ first
impression of educational storytelling on a mobile device.

11 IT students  (Information  technology,  college seniors
from Poland, age: 22-46, M=29.9, SD=7.6) took part in the

experiments;  5 participants is sufficient in such tests  [35].
All  testers  used  tablets  and  smartphones  before.  Each

student owned a smartphone and 8 of them also a tablet. All
except 1 person had already used educational apps:

• 7 persons used educational applications on laptops,
• 6 used educational apps on smartphones,

• 5 used educational applications on desktop computers,
• 4 used educational apps on tablets,

• 1 used educational games on Nintendo DS console.
Prior  experience  of  the  students  included:  foreign

language  learning  (7  persons),  programming  language
learning (2 persons),  and geography and anatomy learning
(one person each). 1 person never used educational apps.

A.  Test Procedure

Each test had a form of an individual session, guided by a

moderator, observing the user performing the tasks:
1. Start the app on the tablet.

2. Start navigating a character in the game environment.
3. Leave a room and go to the bridge deck of the space ship.

4. Find  the  captain’s  console;  listen  to  the  computer’s
orders.

5. Find the navigation console with further instructions.
6. Find the science room and see an educational video.
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Next, the testers completed an online survey, to assess the
usability,  interaction  and  audio-visual  aspects  of  the  app,

and prior experience in using mobile devices in education.

VI. RESULTS OF USABILITY TESTS

1. To what extent the app was easy to use?

A majority of users (Figure 9)  evaluated the app as easy

to use  (M=3.8,  SD=0.6;  M – mean value,  SD – standard
deviation).

Figure 9 Ease of use of the Apollo app

2. To what extent it was easy to navigate the character?
The  users  evaluated  it  as  convenient  (M=3.6,  SD=0.9,

Figure  10).  Some  users  had  difficulties  to  navigate  the
characters  at  the  beginning.  They  were  unable  to  find

controllers, shown as semi-transparent ellipses in the corners
(Figure 11).

Figure 10 Convenience of navigating the character in the app

3. To what extent the graphical elements of the interface 
were clear and understandable?

They were mostly evaluated as understandable and very
understandable  (Figure  12,  M=3.8,  SD=1.1). The  users

tested if it was easy to find infographics, recognize them as
navigation  elements,  and  follow.  Some  users  missed

lettering on the doors, and readability of information screens
was low in some cases because of poorly selected colours

and fonts.

Figure 11 Controllers in Apollo (in the lower corners) 

Figure 12 Understandability of the graphical elements of the interface

4. Was the size of buttons appropriate?
All users considered it appropriate (M=3.0, SD=0.0).

5. Was the size of fonts and graphics large enough to 
maintain their readability?

Opinions  (Figure  13)  were  mainly  moderate  and  very

good (M=3.6, SD=1.2). Some users did not notice letterings
on the door, and readability of information screens was also

low in some cases because of poorly selected colours and
font. Therefore, colours and fonts should be improved.

Figure 13 Size of fonts and graphics in the app

6. Evaluation of scoring
Most users evaluated scoring and sound quality as good

and  very  good,  but  some  as  moderate  or  bad  (M=3.8,

SD=1.2, Figure 14). The users mainly complained about the
bothersome voice of the synthesizer, reading the commands.

Figure 14 Evaluation of scoring in the app

7. Aesthetic value of the app
Diverse  opinions  were  shown  (M=3.6,  SD=1.1,  Figure

15). Probably more sophisticated design is needed.

Figure 15 Aesthetic value of the app

8. General evaluation of the app for tablets
Most users evaluated the app for tablets as moderate or

good to be used on tablets (M=3.5, SD=0.8, Figure 16).

Figure 16  General evaluation of the app for tablets

9. How do you evaluate the usefulness of similar 
educational apps for learning with tablets?

Most users evaluated it as useful, but some  might had a

bad experience (M=3.7, SD=1.5, Figure 17).

Figure 17 Usefulness of similar educational apps for learning with tablets

10. What screen size would you recommend for convenient 
use of such apps on mobile devices?

Most users preferred 10” screens for similar apps (Figure
18).
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11. What screen orientation do you prefer when using the 
app with a smartphone/tablet?

The  testers  preferred  horizontal  orientation  when  using
the app with a tablet, and vertical with a smartphone (Figure

19).
12. What caused problems?

The main problem was learning to control the character,

with the  lack  of  noticeable  controllers.  The readability  of
information screens, texts on the floor and doors was low,

Polish diacritics were missing, font sizes too small, and bold
font unnecessary. The contrast between font colours and the

background was insufficient. The text in the intro was too
long,  and  displayed  too  quickly.  It  was  not  clear,  which

elements are interactive,  and how to interact  (approach or
touch the element).  Some testers  had problems with door

opening, or starting video. One person reported low level of
graphics and non-intuitive introduction.

13. What did you like best in the app?
The  users  liked  the  clear  arrangement  of  rooms,  game

environment, and setting the scientific issues in the space.

Figure 18 Screen size for similar apps (multiple choice question)

Figure 19 Screen orientation preferred o a smartphone or a tablet

14. What should be improved in the app for tablets?
The  testers  suggested  more  animations,  decreasing  the

character’s inertia, levelling of the camera view at eye level,

and decreasing the transparency of the controllers. They also
asked  for  bigger  fonts,  Polish  diacritics,  and  different

colours to improve contrast. Other suggestions:
• Adding an option to choose subtitles, or the narrator,

• Adding the button for skipping video material,
• Adding icons representing interactive elements,

• Better explanation of the goal of the game,
• Adjusting the scientific level to the target group.

15. What was missing in the app?
The users suggested to add interactive tasks, control the

character  perspective  through  a  gyroscope  (rotate  the

device)  or  gestures  on  touchscreens,  and  mark  interactive
spots.

16. Other remarks
The users asked for more interaction to enliven the game;

the tasks should be more complex and engaging. The speech

synthesizer (computer’s voice) should be abandoned.

VII. SUMMARY

We designed an edutainment app for learning physics on

mobile devices, as young people commonly use them. The
results of  the usability tests of  Apollo show that  although

some elements could be improved, the methodology applied
to create it was properly selected.
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What Looks Good with my Sofa:
Multimodal Search Engine for Interior Design

Ivona Tautkute1, 3, Aleksandra Możejko3, Wojciech Stokowiec1, 3,
Tomasz Trzciński2, 3, Łukasz Brocki1 and Krzysztof Marasek1

Abstract— In this paper, we propose a multi-modal search
engine for interior design that combines visual and textual
queries. The goal of our engine is to retrieve interior objects,
e.g. furniture or wall clocks, that share visual and aesthetic
similarities with the query. Our search engine allows the user
to take a photo of a room and retrieve with a high recall a
list of items identical or visually similar to those present in
the photo. Additionally, it allows to return other items that
aesthetically and stylistically fit well together. To achieve this
goal, our system blends the results obtained using textual and
visual modalities. Thanks to this blending strategy, we increase
the average style similarity score of the retrieved items by 11%.
Our work is implemented as a Web-based application and it is
planned to be opened to the public.

I. INTRODUCTION

Recent advancements in the development of efficient and
effective deep learning methods that rely on multi-layer
neural networks have lead to impressive results obtained for
many computer vision applications, such as object detection
or object classification [1], [2]. Nevertheless, a set of chal-
lenges regarding image understanding is still to be solved,
for instance training a model which is able not only to detect
an object, e.g. sofa or chair, in the picture, but based on this
detection suggest a table or wallpaper to match their style.
This is exactly the topic of this work and the applications
of such system are numerous, including but not limited to
interior design augmented reality applications or e-commerce
recommendation engines.

Although several methods for finding visually similar
objects exist [3], [4], they rather focus on the similarities
related to the appearance of the objects, not their style or
context. On the other hand, recently proposed textual repre-
sentation called word2vec [5] that is used in many text-based
search engines is trained mainly using contextual information
present in the training corpus. This approach allows to map
words describing objects that often appear together, e.g. chair
and table, to spaces where their representations are closer to
each other than, e.g. table and bathtub. Therefore, one can
imagine using word2vec representation for finding interior
design items that correspond to the same style, as they
would often appear together. Nevertheless, textual search
often falls short when applied to interior design applications,
as the variety of stylistic and aesthetic descriptions, such
as Scandinavian style or minimalistic design, is only known

1Polish-Japanese Academy of Information Technology, Warsaw, Poland
2Warsaw University of Technology, Warsaw, Poland
3Tooploox, Warsaw, Poland.

by a limited number of professional interior designers, and
remains cryptic for target users of those applications.

In this paper, we address the above mentioned shortcom-
ings of visual or textual search when applied to interior
design by combining the best of both worlds. More pre-
cisely, we propose a multi-modal approach to interior design
search, dubbed Style Search Engine, which retrieves a list
of visually similar objects enhanced with textual input from
the user. Fig. 1 shows a high-level overview of our proposed
Style Search Engine. The first building block of our engine
combines state-of-the-art object detection algorithm YOLO
9000 [6] with visual search engine based on the outputs of
deep neural network. The second block allows to further
specify search criteria with text and it uses this textual input
for context-aware retrieval of stylistically similar objects.
At final stage, our method blends the visual and textual
search results using similarity score in their respective feature
spaces. This leads to 11% performance improvement in terms
of style similarity of the retrieved objects.

To summarize, the contributions of this work are threefold:
• Firstly, we propose a multi-modal search framework

that combines object detection, visual search and textual
query to return a set of results that are visually and
stylistically similar.

• Secondly, we propose a new blending method for search
models (image and text) that increases the quality of the
results.

• Thirdly, we implement our Style Search Engine as a
working Web application with the aim of opening it to
the public.

The remainder of this paper is organized in the following
manner. We begin with a brief overview of the related work
and then describe our Style Search Engine along with their
building blocks. In Sec. IV, we introduce the datasets that
is then used in Sec. V for experiments and validation of
our method. We present our Web-based application of Style
Search Engine in Sec. VI and in Sec. VII we conclude the
paper.

II. RELATED WORK

In this section, we first give an overview of the visual
search methods proposed in the literature. We then discuss
several approaches used in the context of textual search.
Finally, we present works related to defining similarity in
the context of aesthetics and style, as it directly pertains to
the results obtained using our proposed method.
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Fig. 1. High-level overview of our proposed Style Search Engine. The visual search block of our engine uses state-of-the-art object detection algorithm
YOLO 9000 [6] and the outputs of deep neural network. The textual block allows to further specify search criteria with text and increases the contextual
importance of the retrieved results. Finally, by blending the visual and textual search results using similarity score in their respective feature spaces, our
method significantly improves the stylistic and aesthetic similarity of the retrieved items.

A. Visual search

Traditionally, image-based search methods drew their in-
spiration from textual retrieval systems [3]. By using k-
means clustering method in the space of local feature descrip-
tors, such as SIFT [7], they are able to mimic textual word
entities with the so-called visual words. Once the mapping
from image salient keypoints to visually representative words
was established, typical textual retrieval methods, such as
Bag-of-Words [8] could be used. Video Google [9] was one
of the first visual search engines that relied on this concept.
Several extensions of this concept were proposed, e.g. spatial
verification [4] that checks for geometrical correctness of
initial query and eliminates the results that are not geometri-
cally plausible. Other descriptor pooling methods were also
proposed, e.g. Fisher Vectors [10] or VLAD [11].

Successful applications of deep learning techniques in
other computer vision applications have motivated re-
searchers to apply those methods also to visual search.
Although preliminary results did not seem promising due to
lack of robustness to cropping, scaling and image clutter [12],
later works proved potential of those methods in the domain
of image-based retrieval. For instance, by incorporation of
R-MAC technique [13] image representation based on the
outputs of convolutional neural networks could be computed
in a fixed layout of spatial regions. Many other deep ar-
chitectures were also proposed, such as siamese networks,
and proved successful when applied to content-based image
retrieval [14].

Nevertheless, all of the above mentioned methods suffer
from an important drawback, namely they do not take into

account the contextual and stylistic similarity of the retrieved
objects, which yields their application to the problem of
interior design items retrieval infeasible.

B. Textual Search

First methods proposed to address textual information
retrieval have been based on token counts, e.g. Bag-of-Words
[8] or TF-IDF [15]. Despite being conceptually simple and
adequate to small-scale search problems, the scalability of
those methods is very limited. This is due to the fact that
the representation size grows with the indexed corpus size
and, in turn, causes problems with less frequent tokens. Ad-
ditionally, when using such representations long sequences
(documents) tend to have similar token distributions which
results in lower discriminative power of the representation
and lower retrieval precision. One way to avoid those prob-
lems is to apply a SVD decomposition of the token co-
occurrence matrix and, hence, reduce the dimensionality of
a representation vector [16], [17]. This, however, does not
address another problem commonly occurring in token-based
representations, namely the fact that they are insensitive
to any sequence (token) permutation. Moreover, it is not
straightforward to obtain a good representation of single
tokens using above mentioned methods.

To handle those shortcomings, a new type of representa-
tion called word2vec has been proposed by Mikolov et. al [5].
The proposed instances of word2vec, namely continuous
Bag of Words (CBOW) and Skip-Grams, allow the token
representation to be learned based on its local context. To
grasp also the global context of the token, later extension of
word2vec called GLoVe [18] has been introduced. GLoVe
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takes advantage of information both from local context
and the global co-occurrence matrix, therefore providing a
powerful and discriminative representation of textual data.

C. Stylistic Similarity

Comparing the style similarity of two objects or scenes
is one of the challenges that has to be answered when
training a machine learning model for interior design retrieval
application. This problem is far from being solved mainly
due to the lack of a clear metric defining how to measure
style similarity. Various approaches have been proposed for
defining style similarity metric. Some of them focus on
evaluating similarity between shapes based on their struc-
tures [19], [20] and measuring the differences between scales
and orientations of bounding boxes. Other approach propose
structure-transcending style similarity measure that accounts
for element similarity, element saliency and prevalence [21].
In this work, we follow [22], and define style as a distinctive
manner which permits the grouping of works into related
categories. Nevertheless, instead of using hand-crafted fea-
tures and predefined styles, we take data-driven probabilistic
approach to determine stylistic similarity measure that we
define in Sec. V-B.

III. STYLE SEARCH ENGINE

In this section, we present the pipeline of our multi-modal
Style Search Engine. As an input, it takes two types of query
information: an image of an interior, e.g. a picture of a dining
room, and a textual query used to specify search criteria, e.g.
cozy and fluffy. Then, an object detection algorithm is run on
the uploaded picture to detect objects of classes of interest
such as chairs, tables or sofas. Once the objects are detected,
their regions of interest are extracted as picture patches
and submitted to visual search method. Simultaneously, the
engine retrieves the results for a textual query. With all
visual and textual matches retrieved, our blending algorithm
ranks them depending on the similarity in the respective
features spaces and serves the resulting list of stylistically
and aesthetically similar objects. Fig. 1 shows a high-level
overview of our Style Search Engine. Below, we describe
each part of the engine in more details.

A. Visual search

Instead of using an entire image of the interior as a query,
our search engine applies an object detection algorithm as a
pre-processing step of. This way, not only can we retrieve
the results with higher precision, as we search only within a
limited space of same-class pictures, but we do not need to
know the object category beforehand. This is in contrast to
other visual search engines proposed in the literature [14],
[23], where the object category is known at test time or
inferred from textual tags provided by human labeling.

As our object detection method, we use the state-of-
the-art detection model YOLO 9000 [6]. It is based on
DarkNet-19 model [24], [6] with 19 convolutional layers
and 5 max-pooling levels. YOLO 9000 is able to detect
multiple furniture classes along with their bounding boxes.

The bounding boxes are then used to generate Regions of
Interest (ROIs) in the pictures and visual search is performed
on the extracted ROIs.

In a set of initial experiments, we optimized the parameters
of YOLO 9000 detection algorithm, mainly focusing on the
detection confidence threshold. We set this threshold to 0.1,
although in case of overlapping bounding boxes returned by
the model, we take the one with the highest confidence score.

Once the ROIs are extracted, we compute their represen-
tation using the outputs of pre-trained deep neural networks.
More precisely, we use the outputs of fully connected layers
of neural networks pre-trained on ImageNet dataset [2]. We
then normalize the extracted vectors of outputs, so that their
L2 norm is equal to 1 and search for similar images within
the dataset using this representation. To determine the neural
network architecture providing the best performance, we
conducted several experiments described in details in Sec. V-
A.

B. Text query search

To extend the functionality of our Style Search Engine, we
implement a text query search that allows to further specify
the search criteria. This part of our engine is particularly
useful when trying to search for interior items that represent
abstract concepts, such as minimalism or Scandinavian style.

In order to perform such a search, we need to find the
mapping from textual information to vector representation of
the interior item. The resulting representation should live in
a multi-dimensional space, where stylistically similar objects
reside close to each other. We formulate this problem in
the following manner. Let us first define f ∈ Rn to be a
vector representation of an item stored in the database and
(t1, t2, . . . , ti) = t ∈ T be a variable length sequence that
represents a textual query. We are interested in finding a
mapping m : T → Rn from the space of queries to the
vector space of interior items, such that dist(m(t), f) is
small, when f are relevant to the query t. Having found such
a mapping, we can perform search by returning k-nearest
neighbors of transformed query in interior item space using
cosine similarity as a distance measure.

To obtain the above defined space embedding, we use
a state-of-the-art Continuous Bag-of-Words (CBOW) model
that belongs to word2vec model family [5]. We use the
descriptions of various household parts, such as living rooms
or kitchens, to infer the contextual information about interior
items. Such descriptions are available as part of the IKEA
dataset which we describe in details in Sec. IV. It is worth
noticing that our embedding is trained without relying on
any linguistic knowledge since the only information that the
model sees during training is whether given objects appeared
in the same room.

In order to optimize hyper-parameters of CBOW for
furniture embedding, we run a set of initial experiments
on the validation dataset and use cluster analysis of the
embedding results. We select the parameters that minimize
intra-cluster distances at the same maximizing inter-cluster
distance. Fig. 2 shows the obtained feature embeddings using
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Fig. 2. t-SNE visualization of interior items’ embedding. Distinctive classes
of objects, e.g. those that appear in bathroom or baby room, are clustered
around the same region of the space.

t-SNE dimensionality reduction algorithm [25]. One can
see that some classes of objects, e.g. those that appear in
bathroom or baby room, are clustered around the same region
of the space.

After obtaining the furniture embedding, we need a model
to find an appropriate mapping m : T → Rn from query
space to the space of furniture embeddings.

To this end, we train a Long Short-Term Memory (LSTM)
deep neural network architecture that has been successfully
applied in several other natural language processing appli-
cations such as language modeling [26], machine transla-
tion [27] or on-line content popularity prediction [28].

We formulate the question of finding m : T → Rn

as a regression problem. To be more explicit, let t =
(t1, t2, . . . , ti) ∈ T be a furniture description from IKEA
Dataset and f ∈ Rn denote its furniture embedding. We train
our model to minimize the MSE between the predicted item
embedding based on its description f̂ = LSTM(t) and the
ground-truth furniture embedding f .

Due to the fact, that vocabulary of IKEA Dataset prod-
ucts description is rather limited and may possibly not
contain words from user-generated queries, we initialized
the LSTM’s query embedding layer with word embeddings
trained on dump of English Wikipedia with CBOW model.
Additionally, to avoid overfitting, we froze the query embed-
ding layer during training.

IV. DATASET

In order to evaluate our proposed Style Search Engine, we
collected a dataset of interior items along with their textual
description and the context in which they appear. Although
several datasets for standard visual search methods exist, e.g.
Oxford 5K [4] or Paris 6K [29], we could not use them in our
work, as our multi-modal approach requires additional type
of information to be evaluated. More precisely, our dataset
that can be used in the context of multi-modal interior design
search engine should fulfill the following conditions:

• It should contain both images of individual objects as
well as room scene images with those objects present.

• It should have a ground truth defining which objects are
present in a given room scene photo.

• It should also have a textual description for each room
scene image.

To our knowledge, no such dataset is publicly available.
Hence, we collected our own dataset by recursively scrapping
the website of one of the most popular interior design
distributor - IKEA1. We were able to download 298 room
photos with their description and 2193 individual product
photos with their textual descriptions. A sample image of the
room scene and interior item along with their description can
be seen in Fig. 3. We have also grouped together some of the
most frequent object classes (e.g. chair, table, sofa) for more
detailed analysis. In addition, we also divided room scene
photos into 10 categories based on the room class (kitchen,
living room, bedroom, children room, office). This kind of
classification can be useful, e.g. for qualitative analysis of
embedding results, as shown in Fig. 2. We plan to release
our IKEA dataset to the public.

V. EXPERIMENTS

In this section, we present the results of the experiments
conducted using our Style Search Engine to evaluate its
performance with respect to the baseline methods. We first
show how incorporating object detection algorithm and deep
neural network architectures within our visual search engine
improves the search accuracy. We then present our method
for blending the results of multi-modal search and prove that
using this approach we can increase the system performance
by 11%.

A. Visual Search with Object Detection and Neural Networks

In this experiment, we analyze the results of our visual
search when using various neural network architectures
combined with YOLO 9000 object detection algorithm. The
goal of this experiment is to select the right configuration
of deep neural network used as the descriptor extractor
for our interior design images, as well as to quantify the
improvement obtained when adding a pre-processing step of
object detection. To that end, we evaluate two neural network
architectures that were successfully applied to object recog-
nition task on ImageNet dataset: ResNet [30] and VGG[31].
We use VGG network with 3×3 convolutional filters in two
configurations, with 16 and 19 weight layers. We analyze the
outputs of the first (fc6) and the second fully connected layer
(fc7) of the VGG network. For ResNet, we take the average
pooling layer. In all experiments, we use normalized outputs
of the networks pre-trained on ImageNet dataset and we
compute the similarity measure with Euclidean distance. The
networks were implemented using Keras [32] with Theano
backend for deep feature extraction.

Baseline: As our baseline, we take the conventional Bag-
of-Visual-Words search engine [9]. It is based on the SIFT
feature extraction algorithm [7]. We extract the descriptors
and cluster them using k-means clustering [3] into k = 1000

1https://ikea.com/
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Fig. 3. Example entries from IKEA dataset contain room images, object images and their respective text descriptions.

visual words. We use SIFT implementation available in
OpenCV for Python [33] with contrast threshold set to 0.05,
edge threshold to 11 and L2 norm.

Evaluation metric: To measure the performance of our
system, we use Hit@k metric [34]. We define it in the
following manner. Let F denote a set of all possible interior
items available in the dataset. We define a room R ∈ R
as a set that contains elements f ∈ F . Hit@k is therefore
defined as the fraction of retrieved items that contain at least
one of the ground truth objects in the top k predictions. More
formally, if rankf,R is the rank of furniture f in the room
R (the highest scoring furniture having rank 1) and GR is
the set of ground-truth objects for R, then Hit@k is defined
as:

1

|R|
∑

R∈|R|
∨f∈GRI(rankf,R ≤ k), (1)

where ∨ is logical OR operator.
Results: Tab. I displays the results obtained for this

experiment. Adding object detection algorithm as a pre-
processing step significantly increases the number of cor-
rectly retrieved results across all evaluated configurations.
We have illustrated the results for Hit@6 as we retrieved
visually similar objects for six distinct object classes - chair,
table, sofa, bed, wall clock and pottedplant. For Hit@6 the
performance gains reach up to 175% (in the case of ResNet)
and 238% (for VGG-19 with fc7). Feature extraction with
ResNet and object detection pre-processing yields the highest

Fig. 4. Quantitative evaluation of various feature extraction methods
combined with object detection algorithm YOLO 9000. We use recall as
an evaluation metric that shows whether or not a single item present in the
room picture was returned by the search engine. The recall is plotted as a
function of the number of returned items k.

Hit@k score, retrieving correct results for almost half of all
queries. To further analyze the performances of the proposed
methods, in Fig. 4 we also plot recall curves for two sample
object classes. Again, ResNet combined with object detection
step remains the best performing configuration. One can also
notice that all methods based on deep network architectures
significantly outperform baseline BoVW method.

B. Results blending

In order to use the full potential of our multi-modal interior
design search engine, we introduce a blending method to
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TABLE I
RESULTS FOR CONTENT BASED IMAGE RETRIEVAL EXPERIMENT FOR

DIFFERENT MODELS AND ALL OBJECT CLASSES. CONFIGURATION OF

RESNET NEURAL NETWORK WITH YOLO 9000 OBJECT DETECTION AS

A PRE-PROCESSING STEP SIGNIFICANTLY OUTPERFORMS BOTH THE

BASELINE BOVW MODEL AND OTHER DEEP NEURAL NETWORK

ARCHITECTURES.

Model Layer
Hit@6

whole image with object detection

BoVW N/A 0.066 0.26

VGG-16
fc6 0.126 0.392

fc7 0.153 0.314

VGG-19
fc6 0.141 0.43

fc7 0.136 0.445

ResNet avg pool 0.167 0.458

combine the retrieval results of visual and textual search
engines and present them to the user. To that end, we
use feature similarity blending approach. More precisely,
the search engine returns an initial set of results for each
modality, extracts visual features (normalized outputs of pre-
trained deep neural network) and then re-ranks them using
the distance from the query to the item in visual features’
space for each modality independently (visual search results
do not need to be re-ranked). A set of closest items is
returned as a final result.

Simple blending: As an alternative method for blending
the results, we blend k best results from each modality and
return them as a final result.

Evaluation metric: As mentioned in Sec. II-C, defining
a similarity metric that allows to quantify the stylistic sim-
ilarity between interior design objects is a challenging task
and an active area of research. In this work, we propose
the following similarity measure that is inspired by [22] and
based on a probabilistic data-driven approach. Similarly to
Hit@k metric, let us first define F as a set of all possible
interior items available in our dataset and a room R ∈ R as
a set containing elements f ∈ F . Our proposed similarity
metric between two items f1, f2 ∈ F that determines if they
fit well together can be computed as:

C(f1, f2) = |{R : f1 ∈ R ∧ f2 ∈ R}|. (2)

We defined the style similarity as:

s(f1, f2) =
C(f1, f2)

maxfi,fj∈F C(fi, fj)
. (3)

In fact, it as the fraction of the number of rooms, in which
both f1 and f2 appear and total number of rooms in which
any of those items co-occur. This metric can be interpreted
as empirical probability for two objects f1 and f2 to appear
in the same room.

Results: Tab. II shows the results of the blending methods
in terms of mean value of our similarity metric. Text query

= object class name means that detected object class, i.e. the
one with the highest detection confidence, was used as a text
query.

Vanilla visual search without text query achieves an av-
erage value of 0.2295 where similarity is calculated over
visually similar results to the query object, all belonging to
the same object class. For text search average similarity was
slightly lower - 0.2243.

When analyzing the results of the evaluated blending
approaches, both of them have a score that is higher than
the ones obtained for vanilla visual and text search. Our pro-
posed blending method outperforms both the visual search
and simple blending, yielding an improvement of 11% and
4% respectively. It is worth noticing that simply adding a
name of detected object class as a text query improves the
search results already. Providing additional information such
as color or style (e.g. white or decorative) yields further
performance improvement.

VI. WEB APPLICATION

To enable dissemination of our work, we implemented
a Web-based application of our Style Search Engine. The
application allows the user either to choose the query image
from a pre-defined set of room images or to upload his/her
own image. The application was implemented using Python
Flask2 - a lightweight server library. It is currently available
for restricted use only3 and we plan to open it to the public,
once it passes the initial tests with trial users. Fig. 5 shows
a set of screenshots from the working Web application with
Style Search Engine.

VII. CONCLUSIONS

In this paper, we proposed a multi-modal search engine for
interior design applications dubbed Style Search Engine. By
combining textual and visual information, it can successfully
and with high recall retrieve stylistically similar images from
a dataset of interior items. Thanks to the object detection pre-
processing step, the results of our visual search component
improved by over 200%. Using feature similarity blending
approach to combine the results of visual and textual search
engines, we increased the overall similarity score of the
retrieved results by 11%. We also implemented working
prototype of a Web application that uses our Style Search
Engine.

In our future research, we plan to explore various ap-
proaches towards common latent space mapping that could
allow to map both textual and visual queries to a common
space and perform similarity search there.
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Fig. 5. Screenshots of the Web application of our Style Search Engine. Sample results retrieved for room images from the IKEA dataset and combined
with custom text queries.
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Abstract—The realistic simulation of cloths is nowadays a
key to produce good-quality, authentic graphical visualizations
of various cloth, such as characters garment elements, flags or
curtains. This can be computationally expensive, more and more
as number of particles, which cloth is divided into, increases.
The solution to this matter was to use GPU (Graphic Processing
Unit) and perform all calculations on this device. On PC platform,
this technique proved to be much faster than the standard CPU
approach. The main purpose of this work is to check whether
this solution could also be introduced on the mobile devices. In
this paper, we developed fast vertex optimization methods for
dynamic cloth in mobile GPU units. Additionally we develop a
user interface which providing new ways of user interaction with
a cloth dynamics simulation on mobile devices.

I. INTRODUCTION

NAVIGATION, 3D models and interactive performance
has significant role in computer games and other inter-

active graphics applications [1]. Cloth dynamics simulations
are an important visual cue for creating believably objects
in virtual environments. The beginnings of cloth simulation
in computer graphics appeared the end of the 80’s [2]. First
methods employs finite differential equations for the behavior
of non-rigid curves, surfaces, and solids as a function of
time for elastically deformable models (Lagrange equations of
motion). The next significant step was the work of Baraff and
Witkin [3]. They presents fast system for enforcing constraints
on individual cloth particles with an implicit integration
method. Since this time many methods extends the implicit
time integration of Baraff and Witkin. Eberhardt et al. [4]
propose the solution of the differential equation for particle
systems to be computed both correctly and very quickly. They
use an IMEX method (Implicit-Explicit) to simulate draping
textiles.

Parks and Forsyth [5] propose the improved Runge-Kutta
method. Improvement bring some advantages for cloth sim-
ulation. Different class of methods use precomputed data.
Feng et al. [6] propose hybrid method for real-time cloth
animation. They use relationship between cloth deformations
at two resolutions. Data transformation is trained using rotation

invariant quantities extracted from the cloth models, and is
independent of the simulation technique chosen for the lower
resolution model with fast collision detection. Algorithm was
implemented on programmable graphics hardware to achieve
an overall real-time. Hahn et al. [7] propose low-dimensional
linear subspace clothing simulation using adaptive bases. This
was a combination of machine learning with a dynamically
updated subspace basis. This approach is not fast enough for
real-time applications because requires close-fitting clothing
rigged to a skeleton and a set of training simulations for
learning step. Gillette et al. [8] propose framework that does
not require training data or a reference shape. They use a
two-pass method. First pass is segmentation technique to ex-
tract spatially and temporally reliable surface motion patterns.
Second pass is the detection of motion patterns to compute
adaptive reference shape and a stretch tensor to dynamically
generate new wrinkle geometry on the coarse cloth mesh by
taking advantage of the GPU tessellation unit. There are many
methods that aim for faster cloth simulation. Most of presented
algorithms is suitable for the current generation of consoles
and PC graphics cards [9]. Popular multi-model framework
SOFA for interactive physical simulation for researchers and
developers is dedicated to PC platform [10].

The main purpose of this work is to check whether this
solution could also be introduced on the mobile devices. Most
of them nowadays also have their own specialized GPU chips.
General Purpose GPU Computing is mentioned, along with
GPU framework and a comparison between it and a CPU is
made, in the matter of architecture and performance. Presented
implementation on mobile devices has mid-range GPU can
perform very well, producing smooth animation of cloth’s
dense mesh, but not without a few important limitations. These
include less useful API functions and shorter work time on
battery as a result of intensive computations and tendency to
overheating.
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Fig. 1. Diagram of the mass model on the spring. The colors indicate all the
springs involved in the vertex position calculation

II. SIMULATION METHODS

The most popular approaches for the simulation of Real-
time Cloth Animation systems in computer graphics take
into account discretize the cloth by a polygonal mesh. This
approaches to simulating dynamic objects based on the use of
forces. We can distinguish two methods of simulating these
forces for the cloth simulation: “Spring Force Formulas” [11]
and “Position Based Dynamics” [12].

A. Spring Force Formula

Real-time cloth simulation for games typically uses a mass
and spring system on a coarse mesh [11]. These mass and
spring systems form a series of differential equations that are
typically integrated using a stable integration method [13].

Real-time cloth simulation is rendered by graphical API,
as a polygonal mesh with grid of vertices in 3D space.
For simulations, each of these vertices had a mass and was
subjected by force formulas for the displacement. In order
to preserve the shape and the mesh behavior, the vertices
are connected in rectangular grid, and then connected each
vertex to neighboring vertex with springs. Springs has specific
coefficients of elasticity and damping (Fig. 1).

There are three types of springs that appear in the presented
model (Fig 1.)

• Structural springs (red) - they are used to maintain the
general shape of the cloth.

• Springs for folds of the cloth (green) - they are located
along the diagonal edges of the grid.

• Springs responsible for flexibility of the cloth (blue) -
they protect against excessive stretching. They do not
connect neighboring vertices, but follow the neighbor in
the same direction.

Each type of spring can be described by other coefficients of
elasticity and vibration damping, which allows to simulation
of specific behavior. Figure 2 shows that the forces affect for
each point of mass.

Fig. 2. Forces for a single vertex

The forces can be classified as internal and external. Gravity
and collision forces are examples of external forces. Examples
of internal forces are elastic forces in deformable objects or
viscosity and pressure forces in fluids. To determine its value,
the Hooke’s Law is used to define the force of the spring
and its direction and return are proportional to the pitch of
the spring, ie the difference in distance between its present
length and its resting length. Each vertex (i) is connected to
its neighbor with 12 springs:

Fse = −
j<12∑

j=0

ks(|xi − xj| − l(i,j)) ·
xi − xj

|xi − xj|
, (1)

where ks - elasticity coefficient xi and xj- Position of
vertices connected by one spring l(i,j) - The distance between
these points at relaxation vector.

Also the force of elastic vibration damping has been intro-
duced to minimize unnecessary unrealistic vibration and risk
of out of control simulation:

Fs =

j<12∑

j=0

−ks(|xi−xj|−l(i,j))·
xi − xj

|xi − xj|
+kd(

|xi − xj| · |vi − vj|
l(i,j)

)

(2)
where kd - vibration damping factor

These mass and spring systems form a series of differential
equations that are typically integrated using a stable Verlet
integration method, this method stores the velocity implicitly
as the difference between the current and the last position:

x(t+ δt) = 2x(t)− x(t− δt) + a(t)δt2 , (3)

where x(t+δt),x(t),x(t−δt) - indicate the position of the
vertex in the next, current, and previous simulation step. a(t)
- acceleration. This solution imposes an implicit calculation of
the current vertex speed. This makes it necessary to provide
not only the current position of each mass point, but also the
location of the previous one. This increases the memory cost
of the simulation to other integration techniques, but provides
very fast calculations and stable results.

B. Position Based Dynamics

The model based on the position and the mass model on
the spring have a common part - it is the calculation of shifts
caused by gravitational forces and air resistance by the Verlet
integration. The shifts resulting from the external forces are
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Fig. 3. Diagram of operation of the limiters between two points of mass

called predicted shifts. Each vertex of the grid is described,
apart from mass, position and velocity, also by the so-called
limiters set. Each of them is defined by a certain function
Cj : R3nj → R Set of indices {i1, . . . , inj}, ik ∈ [1, . . . , N ]
i- stiffness parameter, k ∈ [0 . . . 1]. The limiter may be of the
type of equality, which means that its limitation is fulfilled
when Cj(xi1 , . . . , xinj

) = 0. It can also be the type of
unevenness, with the condition Cj(xi1 , . . . , xinj

) ≥ 0. In this
case only the first type stops will be considered. The key
element of course is the function Cj , which defines how the
predicted position will be improved, where this improvement
depends - that is, the behavior of the cloth.

The basic type of limiter is the stretch limiter. It is defines
the overall shape and proper behavior of the cloth. Its function
is:

C(p1,p2) = |p1 − p2| − d . (4)

where p1 and p2 are the positions of the considered
vertices, and d - the initial distance between them.

Li et al [14] propose function solution Cj(xi1 , . . . , xinj
):

s =
Cj(pi1 , . . . ,pinj

)
∑

j wj |∇pj
Cj(pi1 , . . . ,pinj

)|2 , (5)

where:

δpi = −swi∇pi
Cj(pi1 , . . . ,pinj

) . (6)

where wi - inverse mass of vertex. This two simulation
methods, it should be noted that each of them has its pros
and cons. The greatest advantage of the spring mass model
is its ease of simplicity and ease of implementation. It is
easy to imagine a cloth as a collection of vertices connected
by elastic springs, whose elastic forces are calculated using
the simple laws of physics. Certainly the biggest advantage
of a position-based model is the performance advantage. It
results from the lack of need to use numerical integration.
The cloth behavior is not determined by the set of resilient
forces, and the limiters immediately modify the position. This
allows for significant computational savings. In case of a
spring mass model, these calculations can not be avoided for
each of the springs. For more accurate results, more complex
integration methods should be used. This leads to a decrease
in productivity.

C. Improved Position-Based Method

Considering that the displacement is directly proportional to
weight, it is easy to consider that - if the mass of the particle
is infinite, the offset will be equal to zero. When function
Cj(xi1 , . . . , xinj

) will be replaced by C(p1, p2 = |p1−p2|−d,
we can get the following stretch limiter:

δp1 = − w1

w1 + w2
(|p1 − p2| − d)

p1 − p2

|p1 − p2|
, (7)

δp2 =
w2

w1 + w2
(|p1 − p2| − d)

p1 − p2

|p1 − p2|
. (8)

As with the spring mass model, the ’force’ of the limiter de-
pends on the difference between the current distance between
the mass points and the resting distance. The coefficient of
elasticity is like the stiffness parameter multiplied by offset
(result from the projection). For k equal 0, the delimiter will
not be taken into account at all. For k equal 1 the point never
changes its initial position.

In the presented method there were delimiter of bending.
This method uses other collision detections. Most of the
methods are based on a baseline approach where stretchers
are used, taking into account only vertices located in the
neighborhood of a given point. Experiments have shown that
the effect similar to the use of bending delimiters can be
achieved by increasing the set of considered vertices by one
more position from the mesh. This is not the exact like method
of bending deflection, where we adjust the angle between the
triangles, but still gives the correct visual effect with better
performance. The presented solution include bounding spheres
and AABB in the case of external collision and the bounding
spheres in the internal collision.

III. A CPU-GPU FOR REAL-TIME CLOTHING ANIMATION

Optimizing graphics performance for GPU vs. CPU are
quite different. The CPU has too many vertices to process.
Rendering is not a problem on the GPU or the CPU, there
may be an issue for physics of cloth (dynamic forces). It is
quite important to get a good performance on mobile GPUs.
Mobile GPUs are less powerful like low-end PC GPUs. CPU
commonly has 4 to 8 fast, flexible cores, GPU’s has massive
parallelism (Fig. 4). This highly parallel architecture is the
reason that a GPU can quickly process large number of data
(dynamic cloth simulation).

Development of such experiments requires "Application of
Experimental Test". Setting goals and objectives for experi-
ment accomplishes key objectives. First task, is presentation
of two models of textile simulation. It is important to compare
them in terms of performance, stability and visual effect.

Performance is understood as the time for calculate one
step of simulation. The application informs the user about it
by displaying the relevant information in a textual form. As
for the next two factors, it is best to evaluate the cloth visually
simulation - visualization. For this purpose, the program draws
it in 3D space. The key issue here is the interaction with
other 3D objects. The purpose of this paper is also to compare
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Fig. 4. Typical CPU’s architecture vs. a typical GPU’s architecture (source
http://blog.goldenhelix.com/)

the speed of simulation calculations of real-time cloth models
simulation on CPUs and GPUs, and to examine the difference
in GPU performance of the mobile device and the GPU of
the PC. For the first case, at each step, the appropriate GPU
assignments should be assigned to the vertices of the vertices
that contain the pre-generated data needed for the simulation.
Then set graphics library to the computation program mode,
set all homogeneous variables, bound buffers homogeneous,
and run the transform join. Case for the CPU is much simpler
as all data and arrays have already been initialized in the
process described in the previous section and simulation can
start immediately. The situation is complicated when using
multithreading. In this method, four working threads were
broken up, because the device has four physical processing
units. The division algorithm is simple - the number of
vertices is complemented by the number divisible by 4 and
divides it into four equal ranges, with the first three being
considered, and the last one being equal to the number of
other vertices. Mutexes and thread counters have been used for
synchronization. Work threads manage the main thread. Each
of the former is slumbered into the mutex until the simulator
function is called. Then they wake up and start calculating.
After they have finished raising the counter and waiting for the
next mutex. The main thread at this time waits until the counter
reaches the required value and unlocks the next calculation
step.

The process was divided into three separate stages. The first
step is to calculate the movement of the cloth according to
the accepted simulation model. The second step is solving
collisions and applying cloth movement resulting from user
interaction. The third stage is the conversion of normal vectors.
After the first two steps, the input and output data identifiers
are exchanged. For both implementations on the CPU, after
completing the processing step, you still need to submit new
position and vector data for normal vertices to the GPU, so
that they can be drawn.

All possible data that does not need to be recalculated at
each step is calculated during the initialization of the simula-
tor, and the results are simply passed to the corresponding

functions during the program run. This is perfect for the
GPU programming methodology. This solution minimizing the
number of conditional statements and avoiding unnecessary
calculations that are repeatedly performed. Each vertex will be
assigned a list of identifiers and multipliers that are 1 when the
neighbor exists or 0 if it is not, and in this case the calculated
force or displacement does not take part in further processing.
That also eliminates the need for conditional commands, which
further improves performance. Each vertex has the following
attributes:

• position (16 Bytes),
• texture coordinate (8 Bytes),
• normal vector (16 Bytes),
• color (16 Bytes),
• centrobaric coordinate (16 Bytes),
• index (4 Bytes).
Simulation of clothes requires the definition of a large

number of parameters. Initially they are initialized on the CPU
side. Some of them may be different for each vertex, so they
are passed to the GPU in the form of array attribute values.

IV. USER INTERFACE FOR INTERACTION WITH A CLOTH
DYNAMICS SIMULATION ON MOBILE DEVICES

Very important for real-time visualization is the ability to
interact by the user with cloth by Graphical User Interface
(GUI). User can easily to work with software and collect data
for the test results. The program can draw two-dimensional
GUI elements in the screen space, such as text dynamic fields,
real-time animation and buttons. User input requires different
handling in a mobile application like addition to the on-screen
input methods. The application design assumes that the user
must be able to reposition, rotate and zoom the camera, reset
the simulation and modify its parameters, change the object
display mode and interact with the cloth in two ways. The
first way is to move the object to collide with the clothes. The
second way is to move the clothes with finger movements. It
is also required to inform the user about the speed at which
the simulation is running and what parameters it currently has
and what type it is (Fig. 5).

There are two ways for interaction with a cloth by the user.
By moving an object (sphere or cuboid) with which it collides,
or by means of a touch screen. In the first case, the effects
are applied when solving external collisions. For the second
method, special calculations need to be made to know which
vertices need to be further shifted to which direction and to
what extent.

The only input data are two two-dimensional vectors, called
"touch vectors". One specifies the place on the screen where
user touched the screen, and the second is the direction in
which users finger moves. They were expressed in screen
space. In order to make a vertex translation, important is a
vector position in that space. It is obtained by multiplying it
successively by world matrices, view matrix and projection
matrix, and dividing the result by component w. In this way,
a vertex vector with components is obtained in the range
< −1, 1 >, same as the touch vector. Next, using the Gaussian
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Fig. 5. Interactive Graphical User Interface and results of the simulation in
real-time

formula, the c coefficient is calculated to determine how far
the translation will take place. It is directly proportional to the
distance of the vertex position from the touch point:

c = Ae
(ptx−pix

)2+(pty −piy
)2

2σ , (9)

where A and σ are top-defined constants and they are
respectively 200 and 300, while pt are the position of the
touch, pi of the vertex.

Once it have moved, it have to express them back in the
model coordinates. This is multiplied by the inverse of the
projection, view, and world matrix. At the end, it simply added
offset vector to current position.

V. RESULTS

The execution time is understood as the time it takes to
process one full step of a clothes simulation. Expressed in
milliseconds. This is the most important benchmark because
it tells how much computing takes on the hardware, how large
a percentage of the total engine work is and, if the simulator
is fluid.

The effect for execution time has number of processed
data, like density of the cloth mesh, and the selected im-
plementation. These relationships are presented in tables and
graphs, separately for each method and implementation. It was
assumed that:

1) C - number of all vertices.
2) MS-GPU-A - Spring mass model, GPU implementation,

Android platform.
3) PB-GPU-A - Item based model, GPU implementation,

Android platform.
4) MS-GPU-W - Spring mass model, GPU implementation,

Windows platform.
5) PB-GPU-W - Item based model, GPU implementation,

Windows platform.
6) MS-CPU-A - Weight model on the spring, CPU imple-

mentation, Android platform.

Fig. 6. Graph of time dependence on the number of vertices.

7) PB-CPU-A - Position based model, CPU implementa-
tion, Android platform.

8) MS-CPUx4-A - Spring mass model, CPU implementa-
tion (4 working threads), Android platform.

9) PB-CPUx4-A - Position based model, CPU implemen-
tation (4 working threads), Android platform.

The graph shows a great performance advantage of meth-
ods implemented on the GPU. In the case of Android, the
calculation time is almost constant regardless of the number
of vertices of the cloth. Minor fluctuations are mainly due
to measurement error (in the order of several ms). A slight
increase in processing time at the final test phase may not
result from the same computational overhead as with the in-
creasing temperature of the device and the consequent gradual
decrease in performance by the operating system. The inability
to obtain a calculation time of less than 12-15ms is probably
due to the fact that vertical synchronization is enforced by the
implementation of transformational feedback in the Adreno
graphics card driver. As it might expect, the GPU version
on the PC platform is much more efficient. In this case, the
difference is almost 300 times. Interestingly, the vertical sync
problem does not occur here, although the processing time
also remains constant.

The implementation of the CPU is a separate issue. It can
be seen that the processing time increases linearly with the
number of vertices and very quickly reaches values for nice
image. Only for the low density of the grid has the advantage
over the GPU, due to the problem mentioned above. It can
also be seen that a decrease in performance for implementation
with 4 threads of work is about twice less than in the case of
a sequential approach.

For GPUs, no significant difference in performance was
made between simulation methods, although on a CPU, the
position model achieved for large numbers of vertices was
slightly better than its rivals. The second most important
problem of the simulation is its instability, understood as
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Fig. 7. Diagram of vibration dependence from stiffness coefficient.

the tendency for the cloth to fall into uncontrolled vibration,
which in turn can lead to an "explosion". Even if this does
not happen, continuous movements of the system result in
unrealistic visual effects. This phenomenon is therefore very
undesirable and often forces you to restart the simulator. One
of the peaks in the middle of the cloth was selected for
testing, and its vibration at rest was examined, ie the mean
difference between the present and the previous position at
each simulation step. Measurements were made for different
stiffness coefficients, and then presented this relationship in
the form of tables and graphs. Two methods were used for
each method, including different masses, gravitational forces,
attenuation coefficients, and mesh density. The state of rest is
defined as the state in which the cloth has fallen freely from
horizontal to vertical, suspended at two points, and ceased to
move. It is worth recalling that for a position-based model the
stiffness parameter (s) was scaled accordingly to fit within
the required range [0, 1], and carried the same effect as its
equivalent in the spring mass model. The test platform is a
mobile version of the application, with an implementation on
the GPU.

The main difference between spring and position-based
mass models is that in the first case, for the first attempt,
the lowest oscillation was recorded from the beginning, but
it is growing rapidly with the increase of the stiffness pa-
rameter, at its highest value, leading to the "explosion" of
the simulation. As for the second approach, large oscillations
can be observed practically regardless of the flexibility of the
cloth, suggesting that mesh compaction also has a significant
impact on vibration. They were present for practically the
entire time of the simulation. Still moving small distortions
are very detrimental to visual reception and in any practical
application would be unacceptable. Tests have shown that
position-based models are exceptionally stable - oscillations
are sometimes slightly larger than rivals, but in both trials
they remained steady, regardless of the increase in the stiffness
parameter or the number of vertices. The second test showed,

however, that for a little elasticity and a dense mesh, the cloth
begins to fall into uncontrolled collisions with itself. It is so
rigid that, with the proper alignment of the masses, lead to the
"hovering on itself" and the immobilization in the air, in fact
ignoring the force of gravity. Strong waving occurred mainly
in the red rectangle, and the middle area of the sample was
left at rest. The last criterion is simply the degree to which
the behavior and appearance of the simulated cloth reflects
reality. This identifier is completely subjective, but one can
clearly see the direct proportional relationship between quality
and mesh density. A small number of vertices physically
does not allow for the generation of realistic wrinkles or
folds, so characteristic elements of cloth animation. For each
simulation model, screenshots showing the "visual effect"
dependence will be presented on the various parameters and in
particular on the grid density. The test platform is the mobile
version of the application. Similarities, however, end when
they compare the parameters used to achieve similar effects
- they are completely different. Undoubtedly, a positioning
model generates a stiffer cloth than its rival. Sometimes this
results in the above errors. The velocity of the cloth itself itself
is also important - it should fall off and react to interactions
with moving objects as quickly as in reality. In spite of their
anomalies and the difficulty of obtaining a suitably flexible
model, the denser spring mass method gives better visual
results. On the other hand, the position-based approach is
much easier to adjust flexibility and greater stability, but there
may be problems with setting the appropriate animation speed.
Fixed the δt parameter sent to the simulator. In both methods,
it is easier to select the parameters for the desired behavior,
with fewer nodes having a mesh.

In the case of a small number of edges, inaccurate collision
detection between cloth and cuboid can be observed. This is
not a rule, as the problem also occurs for denser nets. Here,
however, there is also a lack of friction force implementation,
which causes the tops to slide over the straight walls of the
object, stretching the cloth and creating larger holes in the
breakthrough. For the surrounding sphere, due to its uneven
shape, the problem of breakage is not present. Exceptions are
fast-moving objects that can simply jump through the cloth,
in one step of calculations, in front of her, and then in the
next. A continuous collision detection method, more complex
mathematically but eliminating such phenomena, should be
used.

VI. DISCUSSIONS

A test application was created, one of its main purposes
being the visualisation of two selected simulation methods –
mass-spring and position-based model. It was equally impor-
tant to show cloth’s collisions between other objects in scene
and itself. The user is allowed to set various parameters that
influence the simulation, such as the aforementioned method
type, mesh density and dimensions or elasticity coefficient. He
can also impact the movement of the cloth, swiping his finger
along the device’s touch screen, which is something unique to
the mobile platform. To fully measure every important factor
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of the simulation, its three implementations were created –
one using GPU for computing and the other two using GPU,
in sequential and multi-threaded approach. To have a com-
parison between mobile and PC platform, a PC version of
the application was created, both similar and sharing as much
code with each other as possible. Both methods bring similar
results, with a very small victory of the positioning model
in CPU implementations. It was not possible to accurately
examine differences in GPUs as the volume of homogeneous
buffers did not allow the cloth to produce so many vertexes that
performance time increased beyond 20 ms. Given the similar
level of complexity of the code itself, it should be assumed
that it would also be small. During testing, it was noted that a
significant portion of the computation time was occupied by a
fragment of the algorithm responsible for solving the collision.
This may be due to the fact of using conditional statements in
code executed on the GPU. More objects in the scene would
certainly be associated with a deeper optimization of the issue,
for example by limiting the number of potential entities that
may come into contact with the cloth at the CPU level.

Both simulation models are characterized by a certain
parameter-dependent instability, but it is much higher in the
case of the spring mass model. The fact is that the composition
of the formula on which the force acting on the vertex is
calculated is the component responsible for vibration damping,
and the user can adjust its coefficient. This method is char-
acterized by an increase in net oscillation with an increase in
the coefficient of elasticity. They have the form of small but
fast vibrations on the entire surface of the fabric. With the
turn for large numbers of edges, it takes a lot of rigidity to
maintain the right shape, which further increases the problem.
Large oscillations seem to keep them constant, but with any
sudden change of position of vertices, such as in collisions,
they can lead to a rapid ’burst’ of simulation, which in practice
is unacceptable. In the case of the position-based model, also
the relationship between the increase in mesh density and its
rigidity was observed, and loss of stability. The vibrations
here are much slower and have a delicate, uncontrolled ripple,
which is much less noticeable to the user. A big plus is the
absence of an "explosion" effect, regardless of the parameters
set. This effect was achieved through a kind of implementation
trick - the position of the vertex transmitted to the calculator
function of the limiter is updated only in the context of
adjacent neighbors. The disadvantage of the position-based
model in the present implementation is the tendency to fabric
block itself on high elasticity.

Both methods of cloth simulation generate the desired visual
effect, ie realistic folds and wrinkles of the fabric and its char-
acteristic positioning on the object. Their quality is minimal
for the position-based model. There are no minor vibrations
there and more responsive to changes in stiffness coefficient.
It should be noted that for example, for games in many
cases there is no need for detailed mapping of fabric details,
these can be obtained using normal maps. The two discussed
methods have a faithful reproduction of this aspect even for a
small number of edges. With the turn, when considering dense

grids, there is a problem with the speed of animation. A high
number of vertices requires a sufficiently high stiffness factor,
this slows down fabric shifting, especially in a position-based
model. The solution could be a more accurate matching of
coefficients or an increase in the δt parameter, unchanged in
simulation. Improvements to the situation can also be achieved
by setting other stiffness parameters for each of the groups
of springs or stops (ie parallel to the edge of the fabric,
lying diagonally and such as the first, but located one position
further). The collision detection method has proved to be a
major disadvantage in the visual effects issue. It does not
satisfactorily resolve internal collisions, and external collision
errors are often encountered, eg when the fabric falls on the
cuboid. To fix the problem, a different technique would have
to be implemented. However, it would definitely entail the
loss in performance and the most demanding computational
component of the simulation.

The tests clearly indicate the winner of this performance
comparison. GPUs are many times faster than CPUs when
calculating issues that can be processed in parallel, and that is
exactly what the problem is. Spreading the cloth overheads to
individual GPUs is an intuitive and efficient solution despite
the redundancy. Regardless of the amount of data, the recorded
speed of performance turns out to be the same, which can not
be said for CPU implementations, where it decreases linearly.
Split into working threads increases it twice, which a little
improves the situation, but in the case of detailed fabrics and
so the performance is too low. With the turn on the GPU,
there was a limitation by the transformational feedback of the
rendered frames in one second to the value that matched the
refresh of the screen. This is a defect that does not allow full
evaluation of the performance and in some cases blocks the
full speed of the application. The problem might be solving a
change of test equipment to another, or using another GPGPU
computation API.

All this does not change the fact that CPU implementation
also has its uses and advantages. It is necessary to use it if
device does not support OpenGL ES 3.0 or any specialized
API such as OpenCL. OpenGL ES is a flavor of the OpenGL
specification intended for embedded devices. It may be that it
would have a performance advantage when the test platform
had a very low-level GPU. It can also be used with certainty
when the data set is only a very small number of vertexes,
or if you have decided to do animation only in 2D space.
It should also be noted that fabric simulation is much easier
to implement on the CPU, as it does not require a deeper
knowledge of the graphical API or GPGPU, and the creation
of fairly complex buffering, homogeneous variables, programs,
and transformational feedback.

The performance of mobile devices in this issue will be
many times lower than that of PCs. Creation of two versions
of the application, one on the Android platform, the other on
the Windows platform, confirmed this assumption. The speed
difference is about 300 times, the problem with the number of
rendered frames per second disappears in the PC add-on. As
far as how a GPU smartphone can seamlessly animate a very
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dense mesh fabric that is sufficient to reproduce most details,
this platform is harnessing a number of significant issues.

The first is the repeated lack of textured buffers on the
part of the device, which limits the maximum possible quality.
Cloth simulation heavily utilizes hardware capabilities, lead-
ing to overheating of the device. This leads to performance
degradation by the operating system, which, in turn, results in
significantly longer processing times and has had an impact
on test results.

It is proved that the cloth simulation can be implemented
on mobile devices and the mid-range GPU can perform very
well, producing smooth animation of fabric’s dense mesh, but
not without a few important limitations. These include less
useful API functions and shorter work time on battery as a
result of intensive computations and tendency to overheating.

VII. CONCLUSIONS AND FUTURE WORK

This paper presented a technique for efficient fabric simu-
lation in the real-time on a mobile device. The experience has
shown that mobile devices can be used for real-time simulation
of cloth animation with fast vertex optimization methods in
mobile GPU units.

Tests have shown that while the GPUs of mobile devices
are slightly slower than PC’s ones, the relationship between
processing speed on CPU and GPU remains similar. The GPU
in both cases is significantly faster than the CPU built into the
same machine.

Although technical aspects of User Interface have been
created, they still require UX testing and further development.
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Abstract—Head pose estimation from camera images is a com-
putational problem that may influence many sociological, cogni-
tive, interaction and marketing researches. It is especially crucial
in the process of visual gaze estimation which accuracy depends
not only on eye region analysis, but head inferring as well.
Presented method exploits a 3d head model for a user head
pose estimation as it outperforms, in the context of performance,
popular appearance based approaches and assures efficient face
head pose analysis. The novelty of the presented approach lies in
a default head model refinement according to the selected facial
features localisation. The new method not only achieves very high
precision (about 4◦), but iteratively improves the reference head
model. The results of the head pose inferring experiments were
verified with professional Vicon motion tracking system and head
model refinement accuracy was verified with high precision Artec
structural light scanner.

I. INTRODUCTION

ORIENTATION and movement of human head allow not
only to interpret person intentions, but become a part of

nonverbal communication as well. It might be exploited in so-
ciological children behaviour monitoring [4], [5], distant com-
puter interface control [6], [31], crowdsourcing systems [7],
[8] or in cognitive computation researches [9], [29]. Though
very intuitively and naturally accomplished by humans, the
problem of head pose estimation is still a challenging problem
for current computer systems.

From the computer vision point of view head pose estima-
tion is a process of evaluating head position and orientation
from digital images. Eye tracking process which the authors
studied in previous researches [1], definitely requires infer-
ring head position and orientation as it considerably affects
gaze tracking precision. Moreover psychological investigations
show that both head pose and eye direction are strongly
correlated and influence person’s gaze prediction [2]. In such
context (gaze controlled interaction) head pose tracking can
be considered relatively to the view direction of the camera
rather than global coordinating system.

Current state of art methods [3], [23], targeting at RGB
camera image head pose inferring, claim to achieve head
orientation angular precision of about 5◦ for individual axes:
pitch, yaw, roll. Proposed head 3d model based solution can
not only obtain comparable estimation precision, but also
reveals high performance due to robust head image to model

assignment - aligned just with a few face predominant key
features. The method can start without prior knowledge of
user head dimensions and iteratively, during the process of
alignment, refines considerably default head model parameters.

II. HEAD POSE ESTIMATION METHODS

Geometrical based approaches to head pose estimation rely
on cues such as deviations of the head from bilateral symmetry
[10]. They consider both a head shape and a configuration
of local features to estimate its pose. Features search-space
can be effectively reduced by using knowledge of human face
structure. The key aspect seems to be a proper selection and
in-face localisation of the face fiducial points.

Horprasert et al. [13] proposed selection of 5 feature points
(outer eyes and outer mouth corners and tip of the nose) for
reconstruction of head pose. Authors suggested geometrical
analysis of vectors connecting feature points: face normal
vector rotation and feature points spanned vectors affine pro-
jection. Gee et al. [12] and Wang et al. [17] analysed eyes’
crossing line and mouth vertically crossing line interrelation.
They provided an approach where head pose expectation max-
imisation was obtained due to eyes and mouth lines perspective
convergence analysis. More recently Baltrusaitis et al. [23]
considered conditional local neural fields (CLNF) [24] for face
features detection and applied their orthographic projection on
the camera image plane. Subsequently PnP problem solution
was used for an appropriate head pose estimation. Though
authors claim that their method head inferring precision varies
between 2.8◦ - 6◦ (depending on a tested dataset) 3d head
model, obtained in the reprojection stage, was not verified
for its precision. There are also auxiliary sensors considered
for supporting camera view head pose estimation. Morency
et al. [25] suggested additional inertial and magnetic sensor
drift reduction and Funes et al. [30] used depth data for head
orientation analysis.

The geometric methods are fast and simple however their
difficulty lies in detecting the features with high precision
and accuracy. The process might be even more challenging
when features become outlying or missing. The most frequent
approaches for in-image face detection, relies on active appear-
ance model (AAM) [28] or active shape model (ASM) [27].
Competitive local approaches, constrained local model (CLM)
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TABLE I
INITIAL HEAD SELLION RELATED COORDINATES OF AN AVERAGE

ANTHROPOMETRIC HEAD MODEL FEATURE POINTS

Point name X[mm] Y[mm] Z[mm]
Sellion 0 0 0

Right eye 65,5 -5 20
Left eye -65,5 -5 20

Right ear 77,5 -6 100
Right ear -77,5 -6 100

Nose 0 -48 -21
Stomion 0 -75 -10
Menton 0 -133 -0

[18] and constrained local neural fields (CLNF) [24], claim
to obtain higher precision of landmark detection, especially in
strictly constrained, restricted environment (inconvenient light,
partial face occlusion). Highly efficient local analysis may also
base on gradient templates [29].

Face feature points, retrieved within face analysis, can be
subsequently structured in a face or head reference model.
3d model is used for optimizing temporal face features
spatial positioning and face image features alignment. For
example Kazemi et al. [14] suggested regression trees for
one millisecond face alignment. The head model can be
reconstructed basing on real head of the user [11] or it can
be constructed basing on default average anthropological
measures.

On contrary to previous approaches, presented solution
coherently refines 3d model while head pose estimation and
uses it directly for better head inferring. Elaborated method
preserves and in some scenarios outperforms, state-of-the-art
methods accuracy.

III. METHOD

Presented method consists of two main steps: head pose es-
timation and head model refinement. The head model consists
of 8 points: sellion, eyes outer corners, ears, top of the nose,
stomion (center of mouth) and menton. Points locations are
presentened in image 1.

At the beginning, the average anthropometric head model
was retrieved. This head model corresponds to the head shape
of averaged male adult and was based on anthropometric data
collection [20], [21]. The initial values of points coordinates
(sellion related) are presented in the table I.

A. Head pose estimation

Head pose estimation stage is divided into 2 substeps: local-
izing facial landmarks (points corresponding to the 8 selected
head model points) and head pose calculation.

Facial landmarks detection method should work in real time
and reliably calculate landmarks positions, even in difficult
lighting conditions. In our tests, we decided to use the method
described in [14] (implemented in [15]), however it is
possible to replace it with other methods satisfying mentioned

requirements. We decided to use this method, because it
performs well even in poor lighting conditions and can deal
with long hair, glasses and different skin colors as well.
Additionaly it provide more precise results than other currently
used methods, such as Supervised Descent Method [32] or
Face Alignment by Explicit Shape Regression [33]. The
method can retrieve up to 68 face fiducial points from which
several facial landmarks should be selected. Though 8 specific
points (fig. 1) were selected some substitutions are possible
(for example - eyes inner corners instead of outer corners),
as well as it might be necessary to change the number and
coordinates of the initial points.

Once the facial landmarks are detected, it’s possible to
calculate algebraically the head position and rotation. We
decided to use classic solution of PnP problem - iterative
method based on Levenberg-Marquardt optimization. This
method is implemented in OpenCV library. Obviously, the
calculated pose is not perfect. The most important reasons
of pose inaccuracies are: not accurate head model (initial
head model was based on averaged anthropometric values)
and facial landmarks detection imprecision. First problem
is handled during head model refinement step and second
problem is addressed in the next substep.

All, currently available, facial landmarks localization meth-
ods produce some errors. Usually it’s not a real problem,
since subpixel accuracy is not required in most use-cases.
It is important to note, that usually most of the detected
points, are localized with high accuracy and only some points
contains errors big enough to produce meaningful inaccuracies
in head rotation and translation estimation process. Due to this
fact, we decided to use easy method to improve accuracy of
our system. After initial head pose calculation, we calculate
head model points reprojections. Next, for each point, the
reprojection error (distance between detected and reprojected
points) is calculated. After that, we repeat calculation of
rotation and translation, using all points except the point with
the biggest error. The calculated values are final head rotation
and translation values. The rationale of this decision is that
the removed point most likely contains the biggest localization
error and generally makes it much harder (or even impossible)
to find good PnP solution. Obviously the removed point, can
be perfectly fine, but in this situation it’s possible to calculate
descent solution from only 7 (instead of 8) points. It’s quite
easy to note, that this approach is a bit similar to RANSAC
method [16]. RANSAC method solves PnP problem multiple
times for different random points selected from all 8 points,
which makes it robust in precision, but relatively slow (because
it tests all 8 possibilites, assuming only 1 outlier). Our method
solves PnP problem only twice, which makes it much faster
than RANSAC approach. Since we already know which point
burdens solving PnP problem, we can achieve optimal solution
without testing all other possibilities. In contrast to RANSAC,
our method is not based on randomness, which makes testing,
evaluating and debugging much easier.
The overall algorithm of head pose estimation, for single
frame, is presented in 1.
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Algorithm 1 Head pose estimation algorithm
Require: head_model - model of head (eight 3D points -

Pi, where i = 1, 2, ..., 8), at the beginning it’s initial head
model from table I, after each head pose refinement points
are adjusted;

1: Detect and assign facial landmarks:
landmarks Li ← detected face landmarks

2: Get rotation (R) and translation (t), solving PnP problem
using landmarks as projected points and head_model as
3D points:
R, t = solvePnP (landmarks− Li, head_model − Pi);

3: Calculate reprojection L′
i of each point Pi of head_model:

L′
i ← K[R|t]Pi

{K - camera intrinsic (focal length and principal point)
parameters matrix, Pi - 3D point of the head model}

4: Calculate error of each reprojection (using landmarks):
e← distance(L′

i, Li)
{(L′

i, Li) - correpsonding_landmarks for i = 1, 2, ..., 8}
5: Find which point Pk, where k ∈ (1, 2, ..., 8) produces the

biggest reprojection error e, where L′
k - corresponding

facial landmark point
head_model′ ← all points from head_model except Pk

landmarks′ ← all points from landmarks except L′
k

6: Solve PnP using landmarks′ and head_model′ R′, t′ =
solvePnP (landmarks′, head_model′);

7: R′, t′ - final result of algorithm

B. Head model refinement

As already mentioned, inaccurate head model is one of the
most important reasons of head pose inferring. Of course using
model from digital 3D scanner is not available in most of
cases, therefore we had to find another solution. Analysing
results of facial landmarks detection and reprojected head
model points it was easy to note that detected landmarks Li are
much more accurate than reprojected points L′

i. Discrepancies
were presented in image 1, especially big differences between
left eye corner points and mouth center should be noted.
Based on that fact we decided to create method which adjust
and refine head model points according to the results of
facial landmarks detection (i.e. minimize reprojection error).
A classic approach for such problem is bundle adjustment
method [19], which optimizes both - camera poses and points
positions. However, this method tends to be to slow for real
time applications and can be replaced with our much simpler
approach. Additionally in our method, we can easily use
information from facial landmarks detector.

This part of our method is executed only in every n-th
(usually 175) frame. The algorithm operates on all frames
since last head model refinement.

The result of algorithm 2 (even after single iteration)
retrieves more precise face model. This face model was af-
terwards used in the head pose estimation stage, which results
in overall higher accuracy. The biggest refinement takes place
in first and second iteration of algorithm. For next iterations,

Fig. 1. Detected facial landmarks Li (blue circles), reprojected head model
points L′

i (yellow circles)

Algorithm 2 Head model refinement algorithm
1: v_array ← array of 8 zero vectors(0, 0, 0)
2: for each frame since last head_model refinement iteration

do
3: for each facial landmark Li do
4: l← line through camera (point(0, 0, 0))

and detected landmarkLi; {line should be in para-
metric form - P = P0 + t~v}

5: R← rotation calculated for this frame;
6: t← translation calculated for this frame;
7: Create [R|t] 3x4 transformation matrix, calculate its

pseudo inverse transform and apply it to line l
8: Pi ← head model point (corresponding

to processed facial landmark pointLi)
9: P ′

i ← Pi projection on line l {Note that P ′
i is the

nearest point from Pi that is on line l}
10: ~w ← P ′

i −Pi {~w is the correction vector - if it would
be added to Pi the resulting point would give perfect
reprojection (for this frame)}

11: v_array[i]← v_array[i] + ~w
12: end for
13: end for
14: N ← number of frames used in head model refinement
15: for each head_model point {Pi} do
16: hp = head_model_points[i]
17: hp = hp+ v_array[i]/N
18: head_model_points[i] = hp
19: end for

the changes are much smaller, therefore recommended number
of iterations is 3 to 5.
The resultant model was also interesting on its own - for
example it can be part of face reconstruction or recognition
system, that’s why we decided to check the accuracy of head
model refinement. For this purpose we compared results with
ground truth data from 3d digital scanner 2.
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Fig. 2. Digital scan of author’s head, acquired using Artec Eva [22] scanner

Fig. 3. Images from recorded movies. Note motion tracking system markers
on the head. On (4) we can see markers used to synchronisation. In the
background - 2 IR cameras used by motion tracking system.

IV. EXPERIMENTS RESULTS

The verification of the method accuracy was performed
with a professional ground truth data. Head movements of
user were recorded simultaneously by camera assigned to the
laptop monitor and by professional Vicon passive tracking
system. Tests were performed and recorded with standard
webcam camera of 640x480 resolution. The precision of the
reference Vicon tracking system is very well known and reach
0.5 mm within large (several cubic meters) tracking volume.
Both data streams, video camera and head movement tracking
system were synchronised. Tests were performed in changing
lighting conditions (strong light from one side, blinking light
in different colors, etc.). The distance between subject was in
range 30-100cm, simulating average laptop usage. An example
frames from movies are shown in image 3.

The results of head pose estimation and head model refine-
ment algorithm are presented separately in two independent
subsections. In both cases the results are dependent on fre-
quency of head model refinement and maximum number of
allowed refinements.

A. Results of head pose estimation

Results of head pose estimation were compared with ground
truth data from reference Vicon motion tracking system. In
the table II we can find the influence of different parameters
on average head rotation angle differences. It can be noticed

TABLE II
RESULTS OF HEAD POSE ESTIMATION ERRORS. x, y, z AXES REPRESENT

RESPECTIVELY PITCH, YAW, ROLL HEAD ROTATIONS;

Head
model

Remove point
with biggest
reprojection error

Frames
between
refinements

X[◦] Y[◦] Z[◦] avg[◦]

Initial
model

no - 6,07 5,69 2,45 4,74
yes - 4,94 6,05 2,91 4,64

Initial
model +
refine-
ments

yes 100 6,46 5,25 5,23 5,65
yes 175 2,87 5,37 2,53 3,59
no 175 4,14 4,95 2,43 3,84
yes 250 3,40 5,47 2,53 3,80
no 250 4,44 5,10 2,51 4,02
yes 500 4,76 5,46 2,52 4,25

that only selected results have been provided (for discrete set
of configuration parameters). The best achieved configuration
considered removing the most erroneous head model point
with refinement for every 175-th frame. Then the average
head orientation error was 3.59 degrees but individual axes
reached an error of about 2.5 degree (Z axis representing roll
head rotation). The average frames per second value during
performing tests was 13.66, which in our opinion is enough
for real-time applications.

B. Results of head model refinement

Table III presents exemplary results of head refinement
process. Provided parameters were obtained for the least head
orientation error described in previous section. The results
were obtained with exclusion of the point with the biggest re-
projection error, with assignment of number of frames between
refinements to 175 and maximum number of refinements set
to 5. The overall head model correction reaches only about
10% and is mainly affected by the noise of ears imprecise
positioning. This is most likely caused, by the imperfection
of tested facial landmarks detection method, especially when
ears feature points are not visible. Assuming exclusion of
ears feature points, from the head model, its considerable
improvement can be presumed.

V. CONCLUSIONS

Performed experiments revealed unquestionable high aver-
age accuracy of head pose estimation. Average orientation
error oscillates around 4◦ what situates presented method at
a comparable position with the state-of-the-art approaches.
Consecutively corresponding 3d head model robust refinement
was performed but still a considerable space for further im-
provements in this field are noticeable. The refinement process
assures much faster, than corresponding bundle adjustment
process, face image alignment and resulting head pose inter-
active (real-time - average FPS 13.66) estimation.

The best results were obtained for relatively seldom refine-
ment (every 175-th frame) and the worst head model point
exclusion appeared to improve the final estimation results.
According to conducted experiments further exclusion of the
worst points, in subsequent iterations, can improve the results
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TABLE III
RESULTS OF HEAD MODEL REFINEMENT

Point Error of initial model[mm] Error of refined model[mm]

x y z sum x y z sum

Sellion 0 0 0 0 0 0 0 0

Right
eye

-19,62 -0,04 2,76 22,43 0,56 -2,33 0,29 3,18

Left
eye

17,01 0,93 4,39 22,35 0,51 -0,35 5,51 6,38

Right
ear

8,99 26,34 12,16 47,50 16,19 25,30 12,64 54,14

Right
ear

-12,60 27,96 6,43 47,00 -22,58 26,02 11,93 60,55

Nose -3,20 27,86 30,00 61,07 -0,65 13,19 35,62 49,48

Stomion
-1,97 3,22 3,68 8,88 -2,10 -3,01 6,07 11,19

Menton -1,17 -0,93 22,16 24,28 -0,45 3,18 25,16 28,81

Sum - - - 233,52 - - - 213,75

only within one or two further steps - if the points misalign-
ment is relatively big. If not, further bad points removement
results in perceiveable worse general method precision.

The proposed head model refinement corrects the average
head orientation error by about 20% - for considered method
coefficients average head orientation error decreased from
4.64◦ to 3.59◦.

Further perspectives of the method improvements encom-
pass: filtering components of the refinement vectors speci-
fied in the algorithm 2, introducing certain anthropometric
constraints of the head model modifications as not to allow
extensive model degeneration while refinement (in this context
symmetry of the face might be considered for further face
feature points stabilization and for head model refinement
stabilization as well) and calculating head position using
information about facial featues detection uncertainty (for
example - usually ears are detected with bigger error than
nose or eyes).
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

Abstract—Fire safety education is essential to every student

on  campus.  Fire  safety  knowledge  learning  and  operational

practice are both important. There is evidence that the virtual

reality  (VR)  based  educational  method  can  be  a  novel  and

effective  approach  to  learning  and  practice.  However,  the

existing VR-based system for  fire  safety education has some

shortcomings such as lack of interactivity and high equipment

complexity, resulting in low practicability. In order to improve

the  effect  of  fire  safety  education  on  campus,  this  paper

establishes the model and architecture of fire safety education

system based on VR technology. The framework and various

elements  of  fire  safety  education  system  are  designed  and

implemented  according  to  the  combination  of  relevant  fire

safety  education  theory  and  VR  technology.  Finally  the

prototype version of fire safety education system based on VR

technology  is  built  on  the  HTC  VIVE  helmet  equipment.

Through  the  usability  test  and  comparative  analysis  of  the

application  experiment,  the  experiment  results  prove  the

feasibility and effectiveness of the proposed approach.

I. INTRODUCTION

HE fire is a major disaster that threatens human safety.

Due to lack of safety knowledge, improper emergency

measures  and  so  on,  the  campus  is  prone  to  fire.  The

colleges and universities must attach great importance to fire

safety education. Each student must learn and master the fire

safety knowledge and necessary skills to prevent the fire and

handle  properly  in  the  event  of  fire  [1]. This  is  of  great

significance for maintaining the campus order and the safety

of students.

T

Fire safety education emphasizes the close combination of

knowledge learning and operational practice. It is important

to choose the appropriate teaching method [2],  which will

directly affect the teaching effect.

The  traditional  teaching  methods  are  mainly  textbook

teaching or multimedia presentation. Both of these methods

have  the  shortcomings  of  poor  interaction  and  lack  of

practical  exercise.  Fire  drills  can effectively  help students

become  familiar  with  firefighting  equipment  and  learn

extinguishing and self-protection skills [3]. However, due to

the constraints of material, manpower and money, fire drills

cannot  be  carried  out  frequently,  which  may  lead  to  the

decline in students’ fire safety ability.

This work was supported by the  Research Funds  of CCNU from the

Colleges' Basic Research and Operation of MOE (No. CCNU17QN0002).

With the emergence of virtual reality (VR) technology, it

is  widely  used  in  game development,  virtual  training  [4],

and  introduced  into  the  field  of  education  [5].  VR

technology  can  provide  a  realistic  virtual  environment,

allowing  students  to  have  the  flow  feeling  with  multi-

sensory  experience  [6].  VR  technology  has  also  been

introduced into the fire safety education. Bhagat [7] designs

a cost-effective 3D VR system for military live fire training.

Xu [8] establishes a VR-based fire training simulator with

smoke assessment capability. On the whole, current research

and  applications  are  mainly  focused  on  firefighting

programs  and  evacuation  plans.  Especially,  there  are  still

some shortcomings  in  the  VR-based  fire  safety  education

system. They are not in-depth integration with educational

theory.  The  lack  of  interactivity  and  high  equipment

complexity  also  lead  to  the  low  practicability  [9].  They

cannot make full use in the practical  fire safety education

and teaching process.

Therefore,  in  order  to  improve  the  effect  of  fire  safety

education  on  campus,  this  paper  establishes  the  design

model and architecture of fire safety education system based

on VR technology. The framework and various elements of

fire safety education system are designed and implemented

according to the combination of relevant educational theory

and VR technology. Finally, VR-based fire safety education

system  is  built  on  HTC  VIVE  helmet  equipment.  The

system is applied to fire safety education, to help students

learn fire safety knowledge and improve fire safety skills.

II.SYSTEM DESIGN

The design of fire safety education system fully integrates

the  relevant  educational  theory  with  VR  technology,  and

follows the five design  concepts.  Thus,  the system model

and architecture are established.

A. Relevant Educational Theory

1) Constructivism Learning Theory

Constructivism theory advocates situational teaching. The

student’s knowledge is obtained through the construction of

meaning in certain learning environments, with the aid of the

necessary  information  and  interaction.  VR  technology  can

create a virtual fire safety education environment similar to

the actual situation. It provides students with the situational
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experience to learn the fire safety teaching content and to 

carry out fire safety interactive operation, which is conducive 

to students’ construction of knowledge. 
2) Flow Theory 

The flow theory describes the phenomenon that students 

are fully immersed in the current environment and enter the 

flow state, concentrating their attention on learning content 

and achieving good learning outcomes. VR technology can 

provide students with a more realistic situational experience. 

Students will be easy to enter the flow state. They are fully 

concerned about the fire safety learning content and get more 

profound operation experience that will deepen the cognition 

and understanding of fire safety. 

3) Gamification Learning 

The gamification emphasizes the combination of learning 

content and gamified elements. The core of gamification is 

interest and reward mechanism. Through the scientific and 

attractive reward mechanism, students will have a continuous 

learning motivation. VR-based fire safety education system is 

presented in the form of gamification. With the interesting 

reward mechanism, students improve the participation and 

learning interest, and get more efficient learning outcomes. 

4) Transfer of Learning 

Transfer of learning provides a theoretical basis for the 

acquired skills transfer between virtual environment and real 

environment. The firefighting devices in the VR environment 

are mapped to the equipment in real world. Through virtual 

interaction with firefighting devices, students can learn fire 

safety skills and obtain the operational experience that can be 

transferred to the real activities. Through experiments, the 

effectiveness of learning transfer can be verified. 

B. Design Concept 

1) Instructional Design 

Fire safety teaching content is divided into two categories, 

fire safety knowledge and operational practice. Fire safety 

knowledge contains fire alarm, fire protection, fire hazards 

and so on. The operational practice includes firefighting, fire 

escape, etc. According to constructivism theory, the teaching 

content is presented in a variety of different virtual situations. 

Students can explore and interact in the virtual environment, 

so as to construct their own knowledge system. 

2) Authentic Design 

The authenticity of the virtual situations can help students 

construct knowledge, enter the flow state, and get a profound 

learning experience. In order to ensure the authenticity of the 

VR scene, the object modeling design is the key. The 3ds 

Max is used to design and implement a set of models such as 

fire extinguishers, hydrants and so on. Then these models 

will be imported into Unity platform with further editing and 

rendering, to make the VR scene more realistic and vivid. 

3) Interactive Design 

The system interface is designed based on the principle of 

unconscious, making the interaction in line with the natural 

behavior of students. The operation of the system is designed 

based on the concept of natural human-computer interaction 

to facilitate the natural interaction between students and VR 

scenes. Students enter the flow state, explore and interact 

with a variety of fire safety situations. Interactive feedback is 

provided to help correcting errors and constructing cognition. 

The necessary instructions will be pre-set so that students can 

understand the basic situation. 

4) Interesting Design 

Related researches show that the gamification can not only 

increase student’s interest, but also increase the learning 
effect. Visual effects and music melodies can create a variety 

of atmosphere, resulting in emotional resonance to stimulate 

student interest. Challenging reward strategies are also very 

helpful. The formulation of reward strategy needs to consider 

three aspects: principle, timing and form. Only the proper 

rewards can inspire students’ interest. Through the usability 
test, it can get feedback for further improvement. 

C. System Architecture 

The architecture of VR-based fire safety education system 

includes user module, scene teaching module, test module, 

database module and I/O Module. 

1) The user module is used to register and modify the 

user’s basic information. 
2) The scene teaching module is the core of the system. A 

series of virtual campus scenes are constructed to show fire 

safety knowledge and operational practice. Students can 

roam in the virtual campus, free access to different virtual 

scenes for interactive experience, so as to learn knowledge 

and master fire safety skills. 

3) The test module is mainly used for students to carry out 

fire safety knowledge assessment, in order to check the effect 

of learning. The test content is consistent with the fire safety 

knowledge in the scene teaching module. 

4) The database module is used to store students’ usage 

records and data information, mainly including test scores, 

time cost and so on. SQLite is used as the database engine. 

5) The I/O Module describes the way of interacting with 

the system, including the interactive mode based on helmet 

display and wireless controller (HTC VIVE), as well as the 

traditional I/O modes (keyboard, mouse and monitor). 

III. SYSTEM IMPLEMENTATION 

A. Scene Implementation 

Using 3ds Max software, and Unity development platform, 

the virtual fire safety education environment similar to the 

actual situation is implemented to demonstrate the teaching 

contents, including fire safety knowledge and operational 

practice. A series of virtual campus scenes are constructed, 

including classrooms, dormitories and so on. Students can 

roam in the virtual campus, voluntarily enter different virtual 

scenes to explore and interact, so as to learn and construct 

their own knowledge system. 

1) Knowledge Learning 
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Fire safety knowledge includes fire type, fire hazard, fire 

alarm, fire prevention and so on. The teaching content is set 

in various places on the virtual campus scene. A series of fire 

safety signs and equipment will appear on the roaming route. 

When students point to them, the corresponding knowledge 

will be presented with voice, video and other forms. When 

students roam into several dedicated classrooms, they will 

carry out the collective learning of fire safety knowledge, in 

the form of multimedia presentation and knowledge quiz. 

Students handle the controller to answer, as shown in Fig. 1. 

 

Fig.  1 The view of fire safety knowledge learning 

2) Operational Practice 

The realistic and vivid fire safety scenes are implemented 

and presented in front of students, enabling them to enter the 

flow state, get a profound experience and learn the fire safety 

operation skills that can be transferred to the real activities. 

When students roam into certain specific scenes, they will 

trigger the corresponding fire drill tasks, including searching 

for fire points, fire extinguishing simulation, safe evacuation, 

etc. Students need to do the proper operation in virtual 

scenes, complete the fire practice task and get the reward. 

One of the cases is to put out an office fire. The paper in 

the trash bin is ignited by a cigarette butt. The flame appears 

and continues to grow, accompanied by the burning sound. 

Following the prompts, the student need to pick up the fire 

extinguisher on the ground, operate it in accordance with the 

correct steps, and extinguish the fire, as shown in Fig. 2. 

After the task is completed, the office staff will come in, 

express gratitude and give bonus points. The accumulated 

points can be used to open more scenes. 

 

Fig.  2 The view of using fire extinguisher to put out a fire 

Using VR scenes for virtual fire drills can overcome some 

limitations of traditional fire drills. More students can get the 

profound experience, and grasp the use of fire equipment. 

Subsequent experiments will verify the effect of transferring 

the skills acquired by virtual fire drills to the real activities. 

B. Interaction Implementation 

The interaction between students and the system is mainly 

based on HTC VIVE hardware platform. The kit consists of a 

helmet, two wireless controllers and two base stations for 

positioning. The VIVE controller is equipped with dual-stage 

trigger, 24 sensors, and has realistic haptic feedback. The 

base stations use Room-Scale positioning technology to track 

the exact locations of the helmet and controller with low 

latency and high accuracy. Wireless controllers in each hand 

combined with precise positioning and tracking mean that 

students can freely explore and interact with virtual objects, 

characters and environments, with the most natural behavior 

such as move forward, back off, squat, head rotation, grab 

and release and so on, as shown in Fig. 3. 

 

Fig.  3 The view of using HTC VIVE helmet equipment 

In the scene shown in Fig. 2, the system track the exact 

location of the student’s hand to determine if it touches the 

fire extinguisher. The student presses the trigger button on 

the controller to grab the fire extinguisher. When close to the 

trash bin, the student presses again to push down the handle 

of the fire extinguisher and carry out firefighting action. The 

controllers generate haptic feedback synchronously. Several 

hand actions are shown in Fig. 4. 

 

Fig.  4 Hand actions of operating the fire extinguisher 

In addition, the necessary guidance and feedback will be 

provided to make better use of the system and help students 

correct the error. For example, two yellow footprints and 

subtitles are set to prompt student to enter the operating area. 

When the student enters, the color will turn green. When the 

student is in the wrong direction, the hand tip will appear to 

guide the student to turn around. 
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IV. EXPERIMENT AND ANALYSIS 

A. Usability Test 

The prototype version of fire safety education system has 

been built and tested. The user feedback is gathered in time 

to understand the user’s comments and suggestions on the 
system. The usability and effect of the system is analyzed in 

order to verify that the desired goals have been achieved. 

Eight potential users are recruited as testers. They are free 

to explore in the virtual campus and complete all the learning 

tasks. Through interviews, the feedback of interface design, 

ease of operation and process rationality are consulted. The 

usability test results show that most of them have high degree 

of satisfaction with the system. They indicate that the system 

has the characteristics of accessibility, good memorability 

and high learning efficiency, without fatal errors. Compared 

to traditional desktop-based interactions (using keyboard and 

mouse to control virtual devices), the HTC VIVE controllers 

combined with precise tracking feature can provide better 

experience, especially in the session of virtual fire drills. 

The usability test results are of great help in optimizing the 

system, and those users feel inconvenient have been further 

improved. Thus the final solution has been formed. 

B. Application Effect Analysis 

Participants in the experiment are randomly recruited on 

campus, and then 60 students are selected, with the same age, 

background, and motivation. Through a pre-test volume, they 

are divided into three groups with the same level, according 

to the test results. Each group has 10 males and 10 females. 

The first group is the experimental group, using the VR 

system based on HTC VIVE. The second group is the control 

group, using the VR system based on traditional desktop 

computer. The third group is also the control group, and 

students use the textbook to learn fire safety knowledge. 

 

Fig.  5 Mean and variance results of the three groups 

Each group uses their own method to learn the fire safety 

knowledge for 60 minutes, and take 3 rounds of learning 

process. After that, the three groups are tested within the 

specified time. The test consists of two parts. The first part is 

the knowledge quiz, developed by the fire safety knowledge 

manual issued by government, with full score of 80 points. 

The second part is operational practice, such as how to use 

fire extinguishers properly, with full score of 20 points. The 

judgment is conducted by experienced fire safety teachers. 

The test results are shown in Fig. 5. 

For the first part of the knowledge quiz, the scores of the 

first and second group are significantly higher than the third 

group. This shows that the use of VR technology can better 

improve the effect of fire safety knowledge learning than the 

textbook teaching. For the second part of the practice, the 

result of first group is significantly higher than the other two 

groups. It indicates that students can master more fire safety 

skills using VR system based on HTC VIVE than traditional 

system. The experience gained in the virtual environment can 

be well transferred to actual activities. Overall the VR-based 

fire safety education system can effectively improve the fire 

safety learning effect. 

V. CONCLUSION 

Fire safety education is very important to every student on 

campus. The fire safety education system based on virtual 

reality technology established in the paper has enriched the 

teaching form of fire safety education on campus, which can 

effectively help students learn fire safety knowledge, master 

fire safety skills and improve fire safety education effect. 

With the development of modern educational theory and 

virtual reality technology, it is still necessary to carry out 

more relevant research in this field. 
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 Abstract— Based on a systematic review of empirical studies 

about software components selection and usability techniques 

applied to a functional prototype, this article maps the functional 

and non-functional requirements of a components sharing 

network that aims to accelerate JavaScript software 

development. Results point out that integrating the development 

environment to a component search mechanism with automated 

filters, ordered by quality criteria, and allow code snippets rank 

and improvements submission on a version control system are 

the path to accelerate the development and motivate IT students 

and professionals to participate in this network. 

I. INTRODUCTION 

INCE the 90th, known as the Dot-com bubble, many has 

changed regarding user experience on the web. In 

October 2014, W3C has released the fifth revision of HTML5, 

essential technology for multiple platforms [1]. As web scope 

increases, targeting almost every device, a plethora of 

frameworks and components have been released to simplify 

development on this platform. Bower (bower.io), a package 

manager created to store frameworks, libraries, assets, and 

utilities for HTML, CSS and JavaScript development has 

more than 60,000 packages on its database (data collected on 

January, 2017). Building systems through third party 

components reuse has being recognized as a crucial success 

factor in software industry, but only a few companies 

formalize their selection processes and employ any method to 

document their decisions [2]. 

Usually, API documentation is insufficient to assist 

programmers while coding. A survey [3] shows that the 

crowd can significantly enhance an existing API 

documentation, and indicates there is a strong association 

between API coverage on Stack Overflow and its usage in real 

software systems. Relevance data extracted from crowd 

participation can help narrowing down component options 

and preventing the YAFS syndrome [4], when developers 

tend to create new frameworks instead of using frameworks 

with the same features, because they could not afford 

evaluating a large number of options. 

This paper aims to join the analysis of empirical studies and 

human-computer interaction techniques for eliciting 

functional and non-functional requirements of a components 

sharing network and understand how IT students and 

professionals could benefit from this approach and get 

motivated to participate in this network. 

The following sections present the whole survey process 

that contemplates the analysis of papers on empirical methods 

and current industry practice for components selection, the 

creation of a prototype to elicit the possible requirements of 

this network, usage observation and focus group with 26 IT 

students, and a heuristic assessment on the prototype 

conducted by 3 specialists. 

II. BACKGROUND 

In the academic context, [21] evaluates quality, validation 

and performance of 7 JavaScript web frameworks. On quality 

perspective, they analyzed size, complexity and 

maintainability using JSMeter (jsmeter.info), Cloc 

(cloc.sourceforge.net) and Understand (scitools.com). On 

validation perspective, critical and high severity errors were 

analyzed with Yasca (sourceforge.net/projects/yasca) and 

JSLint (javascriptlint.com) tools. Lastly, on performance 

perspective, SlickSpeed (github.com/kamicane/slickspeed) 

was used in 7 different browsers and 4 operational systems. 

As detected in [22], there is lack of studies to help 

professionals to select best JavaScript framework by its 

purpose and functionalities, as specific concerns on 

JavaScript frameworks are not addressed in more generic 

component selection methods.  

In [21] they present important criteria that are missing in 

most academic studies, extracted from a questionnaire applied 

to 4 front-end developers: adequacy of the documentation to 

user needs, how many people contribute and use the code, and 

how fast it is for the component to bring value to user's 

application. All criteria listed vary according to user / project 

constraints. Besides these studies [21] and [22] approaches 

same language, another proximity between this study and [21] 

is the intention of reusing existing OSS tools to provide 

metrics on JavaScript code. 

This study is focused on code snippets and components, 

and the other 2 are more focused on frameworks. The demand 

for organizational tools for JavaScript development is 

perceived by software community and has being addressed by 

package managers like Bower and scaffolding tools like 
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Yeoman (yeoman.io). Developers heavily use these tools, but 

still they keep continuously seeking new tools that will make 

them deliver faster and with a better quality. In this sense, 

there is room for new tools that addresses problems still not 

solved, e.g. how to classify JavaScript packages by the 

feature(s) they provide [22]. 

In this study, the agile requirements engineering process 

with prototypes is applied [20]: initial requirements are 

elicited, prototype is built / updated, submitted to end user 

revision, and prototype is refactored for next iteration. 

Prototypes increase motivation for requirements gathering 

and force users to discuss about requirements in less 

subjective terms [20]. Based on [5], a key question was 

defined: what are the empirical studies recently published 

related to the selection or evaluation of open-source (known 

as OSS) or commercial-off-the-shelf (known as COTS) 

components? Table I shows the search string generated. 

 

 
 

To filter these papers, the following criteria was defined: 

remove duplicated surveys, in-progress studies and outdated 

survey versions; and select papers approaching industry 

practice in component selection through an empirical study; 

or academic methods or criteria for component selection. This 

filter reduced the list to 46 articles, 38 focused on academic 

methods or criteria, which will not be cover on this article. 

Table I shows the remaining 7 articles that approaches 

industry practice through an empirical study. 

In a research on component selection practices with 

architects and researchers that perform this activity, [23] 

concluded that 4 criteria are fundamental for component 

assessment: features, non-functional attributes, architecture 

compatibility and business considerations. Evaluation process 

is an iterative process interleaved with requirements 

engineering. Based on the analysis of the selected articles, 

focusing on their main conclusions from interviews and 

questionnaires, the key characteristics of the Industry practice 

on selection is summarized in Table I. These characteristics 

should be considered in a component selection process more 

connected to the industry practice. 

III. PROTOTYPE, FOCUS GROUP AND HEURISTIC RESULTS 

The main purpose of this prototype was to showcase a 

variety of possible features available on a components sharing 

network. The prototype focus was on user interface, a 

proposed taxonomy and selection criteria. The prototype was 

not linked to an IDE (Integrated Development Environment), 

but hosted in a web server. The prototype is the artifact that 

allows specialists and users to provide very early feedback on 

requirement elicitation, data taxonomy and terminologies, 

relevant selection criteria, possible integrations to bring 

value to the solution and detailed use cases that could address 

real problems. 

The prototype was designed to be a repository of 

component bootstraps. Every component would contain a 

package with dependent files (scripts/resources/styles) and a 

code snippet that could be easily applied in user’s code. These 
packages would be classified by feature and accessible 

through a search engine. The first criteria supported would be 

performance comparison through test cases evaluation and 

users rating. In search page, user can filter a feature by name 

and navigate to a list of components that implements this 

feature, referred in the prototype as techniques. Sample data 

was extracted manually from blogs, books and framework’s 
documentation. Test cases were created for every feature, and 

a benchmark tool (benchmarkjs.com) was used to run them. 

For component rates, mocked data was used; the assumption 

is that when the final tool were delivered, users will start 

rating the components they use. After component selections, 

users would be able to generate an online documentation of 

their selections and packages with dependencies and snippets, 

named receipts. A simple reputation system was simulated, 

where users would earn points by adding snippets, ranking or 

generating receipts.  

Two sessions were conducted with 26 IT students in 

computer labs of FEI University Center in São Bernardo do 

Campo, São Paulo, Brazil. Programmers composed the 

majority of the group: 73% of the group works with IT, 92% 

TABLE I. 

INDUSTRY PRACTICE THROUGH EMPIRICAL STUDIES 

Libraries Articles Search string 

IEEEXplore 59 (("empirical study") AND ("Open Source 

Software" OR "Off-The-Shelf") AND 
("Software evaluation" OR "Software 

selection" OR "Component selection" OR 

"Component evaluation")) 

ACM DL 24 

Science Direct 30 

Springer Link 16 

topics: title and abstract; language: English; when: 2005 to Jan. 2017; 

discipline: Computer Science; types: articles, conferences & chapters 

[Author] Objective focus | target | tool | participants 

[6] map reasons COTS or OSS are 

used in Norway, Italy & Germany 

COTS, OSS | decision makers | 

questionnaires | 127 companies 

[7] understand how researches can 

contribute to practice in Norway 

OSS | developers | questionnaires | 16 

software companies 

[8] identify the principles of software 

packages selection 

COTS | decision makers | interviews | 

39 people 

[9] investigate COTS selection 

practice in Jordan companies 

COTS | decision makers | 

questionnaires | 10 companies 

[10] understand components 

selection practice and emphasize 
underestimated topics in academy 

COTS, OSS | developers | interviews | 

23 people / 20 software companies 

[11] challenges on OSS component 

selection, licensing and maintenance 
on Chinese software companies 

OSS | decision makers | 

questionnaires | 43 companies 

[12] Examine state-of-practice in 

OTS component-based development 

COTS, OSS | decision makers | 

questionnaires | 127 companies 

Industry Practice Characteristics [found in:] 

ad-hoc and situational; generic selection methods not applied [7][9][10] 

rely on developer team’s previous experiences [7][9][10][11][12] 

selection process, criteria and decisions are not registered [9][7] 

search engine (google) is the source for new components; repositories 
rarely used [7][10][11][12] 

market is continuously monitored [7][10][9] 

selection happens in early development phases [10] 

selection can happen in any phase, based on project context & flexibility 
[12] 

evidences of real component usage matters on decision [10] 

comply to functional requirements and project constraints [7][10][11] 

future support assurance matters on decision [6][10][9] 

bring less effort and take less time to apply matters on decision [6] 

licensing terms matters on decision [11] 
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read and write in English, 38% code some days every week 

and 31% code on a daily basis; 69% informed that are familiar 

to JavaScript language and CSS, and 92% are familiar to 

HTML. Activities contemplated a questionnaire to map group 

expertise level, user observation, where pairs had to complete 

a list of tasks while being observed, a post questionnaire and 

a focus group to discuss post questionnaire answers. Post 

questionnaire topics were: how people should use this tool 

(Q1); if they agree a code snippets database would play a 

crucial role in component selection (Q2); if they recognize 

any differential between this tool and other tools available in 

the market (Q3); and if the recognition simulation is seen as 

relevant (Q4). Researcher role was to moderate discussion 

and not influence group [14]. 

On Q1, group agreed users would use this tool to rank the 

best snippets and receipts (88%), and when tool had more 

access, use it to extract component development patterns 

(85%), find solutions recognized by development community 

(81%) and share them in Question and Answer (Q&A) sites 

(81%). Group agreed the receipts concept was not clear so 

they would not use it. On Q2, group agreed code snippets 

available on the web influence JavaScript, HTML and CSS 

development (85%). 96% agree code snippets that work are 

the information source that most helps when adopting a 

framework, confirming [10] results. The second main 

information source is technical blogs (85%) followed by 

Q&A sites (81%).  

On Q3, groups disagreed. First group agree this tool has 

potential, but it should be integrated with existing tools like 

GitHub (github.com). The other group argued they would 

only use this tool if it could compete with tools like Stack 

Overflow in performance and search engine quality. On Q4, 

recognition mechanisms are considered positive by 69% of 

the group, but group pointed out its relevance depends on how 

it prevents people from cheating. 

Heuristic evaluation was conducted by 3 specialist during 

three days. Specialists recommended organization, quality, 

communication and integration changes. 

Table II shows the fundamentals of a Component Sharing 

Network based on the software engineering dimensions: 

Requirements, Integrations, Taxonomy, Criteria and Use 

Cases. This list integrates data from academic background, 

user observation and heuristic evaluation. 

IV. CONCLUSION 

This research aims to go beyond a new rational method for 

component selection, aggregating info on how this activity is 

done, a fundamental step to design a successful tool with this 

purpose [7] [10]. There are only a few studies focusing on 

gathering Industry feedback, which is one of the purposes of 

this study, and bring more evidences of real component 

selection practice. On internal and external validity [18], the 

26 participants and 3 heuristic specialists formed a 

heterogeneous group of people directly or indirectly involved 

in software development, only 35% of them with a more 

active role in development community, in observation to 90-

9-1 rule of [15] for online communities. We strictly followed 

rules described in [17] and [14] for conducting user 

observation and focus groups. Interaction between researcher 

and users were as low as possible, they had no previous 

contact with the prototype and questionnaires before the 

session and answered questions individually at the same time. 

Sessions were recorded, transcript and analyzed. During 

focus group, researcher read the questions, clarified that an 

agreement of the group was expected for every question, 

helped on doubts and controlled time available for each 

discussion.  

Heuristic specialists had previous experience in heuristic 

evaluation and strictly followed Nielsen heuristics and 

severity ratings [18] [19]. They did not participate at the user 

observation and focus group sessions.  

This study do not attempt to make universal 

generalizations, it is concerned with characterizing and 

TABLE II. 

FUNDAMENTALS OF A COMPONENT SHARING NETWORK 

Structure Requirements: invest on search engine; User area should list 

project’s snippets, components & versions; Component and snippet’s 
rank should be per criteria; Search should be contextualized by project 

metadata; Component comparison should be by criteria (adherence, 

performance), not code; Components already used in user’s project 
should have precedence in search results; IDE results should be ordered 

by best option based on project metadata; allow users to add test cases to 

an existing snippet; tool should support storing private data for 
companies; allow running performance reports for the entire project 

Quality Requirements: pay special attention to search engine and 

package dependency resolver performance; performance analysis should 
be done in background; tool should reduplicate code; recognition system 

should stimulate user interaction and avoid cheating; a tag system 

should be used to classify snippets; avoid anonymous user to submit 
content to the tool; moderation of abusive content; free text restrictions 

should be applied; moderation program should be stablished, with 

moderators chosen by their reputation on the network 

Communication Requirements: clearly inform languages available and 

supported; tool features should be well documented; content should be 

in English; allow user to change criteria used to select a component in a 
given context; 

GitHub Integration: create repositories, branches, forks, pull requests 

Atom, VS Code and Cloud9 Integration: code pre-analysis to speed 

up contextualized snippets suggestion; search snippets per feature & 

component (best option and list); resolve component dependencies on 
selection; allow rating inside IDE 

GitHub and Package Managers Integration: extract component 

reputation data 

Google Integration: define search engine optimization strategy 

Bower Integration: resolve components dependencies of code snippets 

JsMeter, Cloc, Understand, Benchmark.js, Jslint and SlickSpeed 

Integration: use to run component evaluation metrics 

Taxonomy: features, techniques (code snippets), components; package 

dependencies instead of receipts 

Criteria: performance; constraints adherence (components/frameworks 

in use, architecture); code complexity (lines of code, cyclomatic 

complexity, maintainability index); vulnerability and conformance 

(critical and severity errors in component) 

Use Cases: choose a list of components that matches a list of features 

before starting a new project; find a list of components that matches a 
specific feature and user project metadata; infer project constraints from 

code analysis to generate search metadata; find a list of components that 

matches your project metadata; find the fastest component for a feature 
disregarding project metadata; apply code snippet to an existing project 

and resolve dependencies automatically; find most popular components; 
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aligning its own solution to the practice under the context of 

this study [16]. As evidenced in [10], evidence of real usage 

are the source of information that most help in the adoption 

of a JavaScript, CSS or HTML component, and this was 

proven to influence the result of this type of software. 

Two perspectives were identified in component selection 

process, one when user is studying component options for his 

new project, more open to new options and the second one 

when user is in the middle of a project and needs a technical 

solution for a specific problem, looking for compatible 

components. This tool should address both use cases, 

supporting project bootstrap with best components available 

under initial project constraints, and suggesting the best 

component to solve technical problems or missing features in 

an existing code. The main differential identified on prototype 

was the capacity to run performance tests and rate snippets.  

Performance and usability problems on the prototype 

disturbed user perception, but most participants think that, 

over time, when integrated to a version system and IDE, this 

tool can be used to map component patterns. The reward 

mechanism showed moderated relevance, which can be 

consequence of the limited usage period. Participants down 

voted the receipts feature. A more practical approach would 

be to rely on an existing package management tool. Users did 

not report major problems navigating in features, techniques 

and criteria, which suggests that the taxonomy defined was 

considered natural.  

The results of this study are a stimulus to early user 

involvement on software projects, a key resource on the 

design phase, and the use of prototypes to help increasing the 

capacity to share the envision of features and requirements. 

Future studies will focus on applying the fundamentals 

gathered in this study to create a new prototype that will be 

validated for a longer time (some months). The focus will be 

on IDE integration and code analysis with metadata 

generation to provide contextualized search results. 
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Abstract—Nowadays enterprise software solutions must deal
with ever-growing complexity and a multitude of business pro-
cesses. The mainstream system design decomposes the system
into small reusable services. While these services isolate certain
system logic and address efficient elasticity towards growing user
demands, there are multiple issues related to such a design, such
as limitations to deal with restated information, information reuse
or the ability to address cross-cutting concerns across multiple
services. This paper highlights limitations of service-oriented
architecture and proposes an alternative decomposition through
aspect-driven service-oriented architecture. Such architecture
involves adaptive, context-aware services preserving simple main-
tenance while addressing information reuse and crosscuts across
services. The paper provides a formal description of the proposed
architecture as well as a demonstration through a case study,
showing approach properties and benefits.

I. INTRODUCTION

CONTEMPORARY Enterprise Information Systems
(EISs) grow in both scale and complexity. Functional

requirements are becoming more advanced because they
require context-awareness. Considering various aspects of a
business domain within current execution context, i.e., within
time, user’s privileges, and state of the system. Non-functional
requirements often include scalability and distribution, handle
and serve a large amount of requests or process large volumes
of data [1].

Having this mind, conventional systems have to deal with
several aspects of a business domain. Besides complex domain
models [2], there are access policies and business rules that
need to be implemented to properly secure and maintain data.

For illustration, consider a basic e-shop system as an
example of conventional EIS. There are users representing
both customers and employees with various access roles and
responsibilities. Next, there are products with description and
photo gallery, organized into categories, and connected to
the store to manage delivery and stock. Finally, the system
maintains orders, their state, changes in time, billing, and state
of delivery. Obviously, even this simple and reduced example
is quite complex. The business model is tangled and there
are a few stateful objects implying conditional business rules
and access policy. Finally, there exist 3rd party services for
billing, shipping, and emailing. For the sake of simplicity,
we do not consider sales introducing time-based conditions
combined with the stock.

One common way to implement these systems is to use
conventional technologies that head towards monolith appli-

cations with poor scalability and maintenance. This results
from difficult domain decomposition and high information rep-
etition due to significant concerns tangling [3]. Alternatively
and more likely, to deliver a highly scalable and distributed
system, there exists Service-Oriented Architecture (SOA) [1],
[4], [5] decomposing a system into many smaller services
following Single Responsibility Principle [6]. However, while
this decomposition increases scalability and throughput, its
maintenance gets more difficult as the services are more
encapsulated, self-standing, isolated, and possibly written in
different programming languages, which significantly reduces
a possibility of information reuse and forces manual repetition
instead.

In this paper, we discuss system decomposition into ser-
vices, and highlight limitation of the overall architecture. Next,
we propose an enhancement of SOA through adaptive context-
aware services preserving simple maintenance and keeping
minimal information restatement.

This paper is structured as follows. In Section II, we discuss
SOA more deeply and in Section III highlight its limitations
and opened challenges. In Section IV, we present Aspect-
Oriented Design Approach efficiently dealing with business
rules repetition and transformation, and we generalize and
modify this approach to fit SOA environment and present the
design in Section V. We show a case study in Section VI and
in Section VII we elaborate and briefly evaluate the alternative
existing approaches. We conclude the paper in Section VIII.

II. CONVENTIONAL DESIGN

Complexity and wide use of EISs emphasize their ro-
bustness and scalability. The common approach in SOA to
design a large distributed system suggests decomposition of
the application logic into small encapsulated standalone units
called services responsible for and encapsulating a part of
the business domain [4]. For example, in the e-shop system,
one service is responsible for the user management, while
the other for the product management. These services are
then composed together to deliver more complex functionality.
An example of such a composite service [7] is the orders
management. It depends on both users and products plus adds
additional features.

Definition. A service is a reusable, cohesive, managed,
deployable, and independent process interacting via mes-
sages. [7] [8]
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Fig. 1: E-shop design in conventional SOA

Definition. A composite service accesses and combines infor-
mation and functions from existing service providers. [7]

SOA suggests a system infrastructure following the structure
of the real business [4]. In consequence, when the e-shop has
departments responsible for the store (products and stock) and
customer service (orders), then these are also components [1],
[7] in the system. The internal design of these components
may differ based on their implementation. Properly imple-
mented SOA emphasizes scalability and testability because it
significantly reduces the complexity of services comparing to
monolith applications [8]. On the other hand, it significantly
reduces and complicates information reuse and enforces man-
ual repetition instead, which easily leads to inconsistencies [3]
and error-prone and expensive maintenance.

Definition. SOA is set of design principles organizing soft-
ware components (services) around business capabilities and
connects them through standard interfaces and messaging
protocols. Each component is self-contained, black box for
consumers, and exposes only its interface [7], [9].

Having the e-shop example from the previous section, Fig-
ure 1 presents the system architecture applying conventional
SOA, more specifically Microservices1 pattern. The User,
Store, and Customer service components represent depart-
ments of the business with a Web service as a composite
service implementing a user interface. The services interact
through a RESTful protocol2 [11]. We use this example as a
reference later in this paper.

III. CHALLENGES IN SERVICE-ORIENTED ARCHITECTURE

Decomposition of a system into these small units delivers
much simpler design, evolution, and maintenance of both units
and the system itself. Furthermore, the communication through
a neutral environment such as HTTP protocol makes the ser-
vices independent of a particular technology. That enables us

1There exist attempts to deprecate SOA due to poor implementation and
many failed projects in past. However, the approach itself is general and there
are more evolved specializations such as Microservices pattern [9].

2Microservices pattern suggests a use of a simple connection and smart
endpoints [9], but we could also use more complex alternatives such as
catalogs, service locators, and Enterprise Service Bus [5], [10]. It would
be major overhead in this example plus conventional approaches highlight
choreography over orchestration [8].

to develop each service in a different programming language
and to use different frameworks. Next, the natural decompo-
sition by the business structure clearly defines responsibilities
of components, which supports agile programming [1], multi-
team development, and rapid delivery. Unfortunately, there still
remain some challenges we face. Among others, we address
the following issues in this paper.

A. Composition of Business Rules

First, while decomposition brings clear design, the compo-
sition requires reuse of information from services it depends
on. For example, Order composite service needs to know
the model structure and the business rules of the underlying
services User and Product to be able to validate incoming
orders or even additionally transform and expose the rules to
web API, e.g., for client-side validation necessary for a user-
friendly user interface. However, distributed environment and
possibly different technologies basically prevent the simple
sharing. The model description can be exposed through API
schema3, but reuse of business rules is very difficult even in
monolithic applications [3], [14].

B. Business Domain Configuration

Business domain configuration is a special case of service
composition. In an existing system, multiple services often
need to share some configuration, for example, a VAT percent-
age or business hours definition. While the VAT computation
could be extracted to a single specialized microservice, a
specialized service determining whether now are business
hours or not seems to be unnecessary overhead. Instead,
shared simple configuration would be the much easier solution.
Unfortunately, either we configure each service separately and
have difficult maintenance due to information restatement,
or we basically hit a special case of service composition;
this is similar the reuse of business rules of a basic service
configuring the domain. Neither way it is efficient and easily
maintainable using conventional technologies.

C. Business Rules Maintenance

Having the business logic distributed into many self-
standing services carries besides benefits also difficult evolu-
tion. When a change request occurs, we must manually update
each affected service. The effort might be too high to make
a small change such as an adjustment of business rules due
to changes in the business domain. Unfortunately, there is no
way to share the rules or update them in a batch.

D. Business Documentation Extraction

Finally, the overall system can get quite complex especially
when the system is large or grows. Acquisition of current
business documentation covering the services, their operations,
model, and applied business rules is very challenging and often
requires a lot of manual efforts. Extraction of this information
from distributed systems is very limited.

3We may use SOAP with WSDL [12] or RESTful services optionally with
controversial WADL [13].
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In this paper, we present a novel adjusted aspect-driven
design approach to fit SOA and distributed systems. The
approach focuses on simplification of development and main-
tenance through the elimination of manual information rep-
etition. Instead, it automates transformation, reuse, and re-
statement of business rules, which enables us to provide an
alternative and efficient solution to these challenges.

IV. ASPECT-DRIVEN DESIGN APPROACH

As we demonstrated in the previous sections, there are
concerns in EISs, which are hard to effectively capture within
SOA, e.g. business rules composition and maintenance. We
call them cross-cutting concerns because they affect other con-
cerns throughout the system. For instance, multiple services
are affected by the underlying data model, or they are subject
to a global business rule. By using conventional approach,
these concerns usually get tangled into the underlying code in
multiple points, making it hard to develop and maintain.

Definition. A cross-cutting concern, or aspect, is a system
property which affects other system components by cross-
cutting their functionality. [15]

Aspect-Driven Design Approach (ADDA) utilizes princi-
ples of Aspect-Oriented Programming [15] (AOP) to tackle
problems introduced by cross-cutting concerns in monolithic
EISs. It reduces information restatement through extraction
of tangled concerns and their isolation in the single focal
point [3]. The concerns are then automatically distributed
throughout the system by aspect weavers at runtime. This
leads to more efficient development and maintenance of such
system, as well as it reduces the risk of human error, com-
pared to manually repeated and tangled concerns. Furthermore,
the concern distribution can be carried out across different
platforms [16]. This helps us to use various technologies for
individual modules while preserving the single point of truth.

ADDA uses Domain-Specific Languages (DSLs) rather than
General Programming Languages to capture the cross-cutting
concerns. DSLs are more efficient in describing domain-
specific logic, as they are tailored for that particular domain
while relaxing stress on generality. This reduces development
efforts and enables domain experts to directly participate in
the system development [17].

In ADDA, EIS is perceived as a multi-dimensional
space [3], with the concerns as individual axes and the states of
the system as points in such a space. The state of the system
is determined by its current execution context and business
context [18], e.g., a locale of the user, a business operation, and
the current time. Based on the information from the current
context, respective concerns are dynamically weaved together
at runtime.

Definition. The Execution context is a complex information
structure including information about the current Application
context, User context, and operation parameters. [18]

Definition. The Application context of EIS is a set of global
variables and their values at the current point in time. [18]

Definition. The User context of EIS is a set of information
about the current user of the system. [18]

Definition. The Business context is a set of preconditions and
post-conditions defined by a business operation. [18]

As we have established, ADDA simplifies separation of
cross-cutting concerns through their description in DSLs and
automated transformation and distribution from the single
point of truth. Therefore, it reduces maintenance efforts
through reduction of manual information restatement. How-
ever, this comes with a significant cost of initial investment,
as the weavers and DSLs need to be implemented first. They
are not project-specific and can be reused, though.

V. ASPECT-DRIVEN SERVICE-ORIENTED ARCHITECTURE

In SOA, composite services face to the challenge of limited
inspection of business contexts, i.e., limited reuse of business
rules declared by services they depend on. It results from
difficult information extraction. In this chapter, we introduce
modified service design to ease information inspection and
exposition. That enables us to define all the information in the
single point of truth and then automatically transform, reuse,
and distribute it at runtime. Next, with runtime composition,
we are able to consider current execution context and thus
make the services context-aware. In order to apply AOP-based
principles, we identify the cross-cutting concerns, i.e., the
aspects, and formalize the challenge in terms of AOP.

Note. In this section, we demonstrate the concept on the
e-shop system example described in Section II.

A. Formalization

First, we identify the aspects in the system:
(i) Business context of a business operation defines business

rules and business domain configuration. Operations of
composite services often reference business contexts, or
their subsets, from services they depend on. Consider
the Order Service. For example, order creation validates
the input also by the rules specified by the user creation
operation in the User service. It also references business
domain configuration of the Billing service, e.g., VAT
percentage to properly compute the price.

(ii) Model structure, or more specifically the structure of the
model in the protocol, has to be always considered on
both sides of the communication to serialize and deseri-
alize the data. This aspect is usable for verification that
both communicating services expect the same protocol
structure and there are no inconsistencies.

Second, the advice represents the functionality to weave in:
(a) Business context preconditions advice is a set of rules to

meet before a business operation is executed, e.g., the
user is logged in and has the required privileges.

(b) Business context post-conditions are rules applied after a
business operation is executed, e.g., data filtering based
on the logged user’s privileges or expected results.

(c) Business domain configuration is part of the application
context represented by a map of business domain-related
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Fig. 2: Service life-cycle and application of the advice

variables used within a service, i.e., during rules evalua-
tion or business logic execution, e.g., the VAT percentage.

(d) Model structure advice contains information about the
public business objects defined within each service, i.e.,
a name of the objects and name and type of each field.

Third, we identify the join points, i.e., the points, where advice
is applied. Those are denoted in Figure 2:

1 First join point triggers during service initialization when
the service establishes its application context.

2 Before the execution of a business operation, it validates
preconditions of the addressed business context.

3 After the execution of a business operation, it applies post-
conditions of the business context.

Finally, the aspect weaving combines all the advice into proper
join points with the respect to current execution context. It
is conducted by platform-specific aspect weavers, included
within each individual service.

B. Architecture

We modify the conventional layered architecture of a ser-
vice [19] to accommodate the needs of runtime aspect weav-
ing, as displayed in Figure 3. Each service separates the con-
cerns and stores them in registries. This helps to decompose
the system into smaller units with a single responsibility. On
the other hand, it prevents simple reuse of such information
as they are in platform-agnostic form outside the execution
point. We apply ADDA to overcome this limitation.

First, the business contexts defined by operations of a
service, e.g., access policies and order validation rules, are
stored in platform-independent DSL in a Business Context
Registry. Second, the business domain configuration, e.g., VAT
percentage or business hours definition, is represented by a
map of variable names and their values. Those are stored in
a Domain Configuration Registry. Third, the Model Structure
Repository maintains the metadata of the structure of its public
model. Finally, in order to distribute the information among
services, each service must expose its registers through a Meta
API. Then other services access this API and retrieve the
information they need.

Fig. 3: Service architecture using ADDA for SOA

C. Service initialization

When a service starts, it initializes its application context
including environmental variables and all business contexts. In
an environment with shared business contexts, the service must
fetch addressed contexts and business domain configuration
from services it depends on. For example, the Order Service
requires business contexts and domain configuration defined
by the Billing, Shipping, Product, and User services.

First, the Order Service discovers all the other services so
that it can contact them. This could be achieved in different
ways, depending on particular SOA implementation. For ex-
ample, we can use Service catalogs or Enterprise Service Bus.
For the sake of simplicity, we will not discuss this problem,
because it is not relevant to the ADDA approach.

Second, the Order Service downloads the business domain
configuration from its dependencies. As we have established,
the domain configuration is a set of environment variables, so
the service merges them into its application context straight
away and exposes them in the registry.

Third, the Order Service downloads the business contexts
from its dependencies. Then, it compiles them with its own
business contexts. Finally, it inserts them into the application
context in the platform-specific format, and into the registry
in the platform-independent format.

Finally, it extracts the public model structure metadata and
stores them within the Model Structure Registry. Then, it
verifies the structure of the communication protocol comparing
its own metadata to the metadata of the dependencies.

D. Business operation execution

Once the service is initialized and running, it expects
requests to execute business operations. For each business op-
eration, there is a business context defining the preconditions
and post-conditions.
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First, when the execution of a business operation is re-
quested, the aspect weavers intercept the request and check
the current business context and validate the applicable pre-
conditions of business rules with the execution context. For
example, they verify the user is logged in. If the validation
fails, the business operation execution is prevented, and the
service returns an error message.

Second, when the execution of the business operation fin-
ishes, the aspect weavers intercept the response and apply the
corresponding post-conditions to restrict the returned data. For
example, they drop a link into the application backend when
the user is not an administrator.

E. Summary

Application of ADDA into SOA achieves information reuse
while keeps the concerns of each service separated. It main-
tains the business contexts and business domain configuration
in platform-independent format within the individual services
and exposes them to other services via API. This allows easier
composition of services, where one service executes business
operations of other services. The service it is able to apply up-
to-date restrictions defined by the other services on its input.

This approach reduces overall development and mainte-
nance efforts in the long run. We achieve this through re-
duction of manual information restatement and separation and
reuse of the cross-cutting concerns, i.e., the business rules,
the business domain configuration and the model structure.
Having them in the single point of truth reduces the size of
the codebase, as well as lowers the risk of human error because
the restated information does not have to be synchronized
manually, which is a highly error-prone activity.

On the other hand, this approach introduces significant
initial overhead. It requires implementation of the aspect
weavers and registers for each platform. However, these can
be reused across services built on the same platform, and also
across different projects.

VI. CASE STUDY

In order to evaluate ADDA for SOA and receive a prelimi-
nary feedback, we conduct a case study and elaborate how we
tackled the challenges discussed in Section III. Consider the
e-shop system example introduced in Section II. There are six
individual services, which provide different functionality. First,
there is the Users service, which maintains both customers and
employees, and their profiles and privileges. Second, there is
the Store service, which deals with storage supplies. Third,
the Emailing service sends e-mails to both customers and
employees. Finally, the component Customer service, which
includes the composite Order service maintaining orders, the
Billing service providing API to the 3rd party billing services,
and the Shipping service providing a facade to the 3rd party
shipping services.

Consider the services are implemented using different tech-
nologies, due to the fact that there are multiple teams working
on the system. Each team has different a experience and fulfills
different non-functional requirements through the solution

stack. The Billing, Store, and Emailing services are imple-
mented in Java, because of its reliability and performance.
The Customer and Order services are implemented using
Python, because it provides the best libraries for data analysis,
and the company needs to analyze the orders to support
business decisions. The Shipping service is written in server-
side JavaScript, because it deals with various third-party APIs
and JavaScript provides the most libraries for such tasks.

A. Business rules centralization

First, we implemented the Business Context Registers for
each platform to persists business contexts and expose them
through API. We also tailored a DSL similar to JBoss Drools4,
which a powerful DSL for rule-based systems. We imple-
mented the language in JetBrains MPS5, which is a tool
designed for tailoring custom DSLs. It also provides a parser
and a compiler into customizable output. This enabled us
to define, store, and distribute business rules in platform-
independent format.

Second, we implemented DSL compilers, which merge
local and remote6 business rules and translate them from the
platform-independent format into platform-specific executable
languages. Moreover, we implemented aspect weavers, which
intercept the business operations and apply the business rules
advice.

The composite Order service is now able to apply transitive
business rules of the User, Billing, and Shipping services
without their manual restatement.

B. Configuration centralization

As we stated earlier, the business domain configuration is a
special case of service composition. We solved this problem
similarly as the business rules centralization. We implemented
the Business Configuration Registers for each platform. These
registers store the configuration variables in a name-value
dictionary and provide access to them through API. Then, we
also added aspect weavers, which download and merge the
business domain configuration from dependencies.

Alternatively, having more powerful DSL, we might declare
the configuration as a part of the root business context, i.e.,
the parent context to all other contexts. Then, we could drop
the Business Domain Configuration Registry and all related
weavers as the configuration would be included in the Business
Context Registry as another context. However, for simplicity,
we maintain the configuration separately.

C. Documentation extraction

ADDA approach already provides a mechanism to extract
an up-to-date business documentation of a monolithic sys-
tem [20]. As all the services follow ADDA, we can also extract
their documentation. Since each service exposes its metadata
through public API, we implemented advanced documentation

4https://www.drools.org/
5https://www.jetbrains.com/mps/
6The business rules definitions are downloaded from Business Contexts

Registers of services this service depends on.
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generator discovering all services in the system and fetching
their metadata. Then, similarly to pure ADDA, we combine the
information together to identify the services, their operations
and business contexts, their dependencies, and the structure
of their public model, i.e., the structure of business objects.
The generator implementation follows the suggestion for pure
ADDA documentation generator, only it loops over all services
and identifies their dependencies.

Having this documentation generator opens new possibili-
ties. First, we can produce the result as HTML to overview the
system and archive it or give it to the architects. We can also
give it to domain experts to review and validate the flow and
business rules. Having the overview of the entire SOA system
significantly simplifies their work. Finally, we can produce
the documentation in a formal language and then reason over
it. For example, we can verify the feasibility of all contexts
or find contradictions, which may result from the automated
composition of business contexts.

D. Summary

We described the implementation of ADDA concept into
SOA to reduce information restatement and simplify develop-
ment of the system. Furthermore, ADDA for SOA opens new
ways to use the extracted and exposed information, e.g., for au-
tomated business documentation extraction and its validation
and verification. Unfortunately, the efficient implementation
requires that all services in SOA follow ADDA for SOA
concept. Otherwise, the concern reuse is significantly limited.
Next, the concept implementation relies on complex tools as
a DSL for business context description and platform-specific
aspect weavers, which introduces a significant initial overhead.
In consequence, migrating an existing system to ADDA for
SOA concept seems to be highly challenging.

VII. RELATED WORK

SOA is one of existing architectural solutions for large
applications with difficult maintenance, performance issues,
and multiple development teams. Deployment, composition,
and maintenance of services belong among the most significant
issues. In this paper, we propose a novel approach addressing
composition and maintenance difficulties, and this section
elaborates them in the context of existing work.

A. The architecture

Nowadays, SOA itself is considered outdated and replaced
by a novel and more evolved approaches. Microservices pat-
tern is the leading architecture replacing SOA [9]. However,
this architecture preserves existing SOA principles and adds
additional constraints addressing deployment and maintenance
issues. For example, it emphasizes simple services and rapid
delivery. Next, it suggests the use of multiple agile teams
and service communication through an independent, usually
HTTP-based, protocol such as REST and SOAP. Finally,
it stresses decentralization through choreography [8], [21].
Contrary, plain SOA often uses orchestration, e.g., Enterprise
Service Bus, which brings centralization.

Nevertheless, the basic principles persist and this work
applies to them. The proposal expects distributed environment,
independent standalone services, and communication through
the network. Development workflow, service deployment or
actual composition of services are orthogonal to the approach.

B. Service composition

There are two basic approaches to the service composition.
First, the services are orchestrated in a network with a director
validating and forwarding messages, or the services know their
dependencies and somehow they look up them themselves [8].
While the first more centric approach is known as an orches-
tration, the other is known as a choreography. None of these
actually apply to the proposed approach. Whether the services
are discovered through a service registry such as Universal
Description, Discovery, and Integration (UDDI) catalog, their
addresses are hard-coded in services, or the configuration is
provided by a central component is not significant [22]. The
proposed ADDA for SOA approach assumes the existence of
the dependencies but does not deal with the implementation
of a discovery process.

Novel approaches to service composition often use Artificial
Intelligence (AI) due to increasing number of existing services
and their complexity [10]. There are these automated com-
position approaches as manually maintaining and evaluation
the services is difficult and exacting. The proposed techniques
use AI to optimize deployment of the services into a cloud to
utilize the performance, to compose services together, to find
the best implementation of the dependency etc. All these are
performed based on the conducted analyses by an AI.

Each composition service has to consider at least a subset of
the business rules declared by services it depends on, but un-
fortunately, none of these composition approaches efficiently
supports the composition of business rules. There exist too
many implementations of service description, discovery, and
meta-data extraction techniques that it is nearly impossible
to gather and reuse this information. Thus, in this work, we
propose the approach focusing on reuse of business rules,
which does not interfere with existing service composition
approaches.

C. Business rules representation and composition

The major part of this paper deals with extraction, reuse,
and composition of business rules within composite services.
Inspection of dependencies and extraction of business rules
requires suitable and inspectable representation of the rules.

Model-Driven Architecture (MDA) belongs among both
major research and industrial approaches to SOA design. It
describes the business domain in multiple models on different
levels of abstraction to avoid manual information restatement
and enable information reuse. The more specific models are
generated from the more abstract models using transformation
and forward engineering techniques. In the end, the service
source code is produced [23]. Unfortunately, this technique
suffers from the lack of support of backward transforma-
tion, i.e., when the more specific model is modified, we are
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unable to propagate these modifications into more abstract
models. Then regeneration of this model overwrites these
modifications. In addition, MDA for SOA usually uses special
languages with the better focus on services, service providers,
etc., and lacks the support of business rules [24]. Unfortu-
nately, the business rules with their cross-cutting nature are
difficult to encapsulate in object-oriented techniques such as
MDA [25]. Although there are options such as OCL to extend
the models, but they are still unable to encapsulate and reuse
repeated rules, they restate them manually instead [18].

Similar intentions as ours are discussed in [26]. The authors
claim that business rules are often a subject of change,
while implementation of services and SOA structure changes
less frequently. Thus, then separation of concerns, more par-
ticularly business rules, leads to maintainable implementa-
tion. They propose a Business Process Execution Language
(BPEL) [27] extension separating the business rules from
services and declaring them using DSLs. As business rules
are more about declaration what to do than how to do
it, they introduce several new central meta-services dealing
with business declaration, transformation, and business pro-
cess interception to trigger actions. These services run rule-
based engines to deliver high-performance rules evaluation.
While this approach surely simplifies the maintenance, it has
significant limitations. First, BPEL is designed for a centric
orchestration, while recent research and best practices suggest
decentralization through a choreography. Then, having DSLs
simplifies maintenance comparing to hard-coding the rules into
source code, but their further inspection and transformation
is still difficult as there are multiple different languages.
Finally, as the rules are part of the orchestration description in
BPEL, then when they change, the whole orchestration must
be updated. Contrary, our approach is more restrictive about
used DSL, but it is agnostic to used composition method.
Furthermore, when a single service changes, only the services
depending on it are notified by a push event and then are
internally reloaded.

The alternative approach focuses on identification of busi-
ness contexts and reuse of business rules from dependen-
cies [28]. The authors propose a framework for the con-
struction of composite services. For each dependency service,
they describe its API including business operations, their
preconditions and post-conditions, which is a business context
in terms of this paper. Then, using their framework, they
produce a composite service considering the contexts of the
dependencies. While the intentions are similar, this paper
proposes more generic approach. Instead of the manual de-
scription of each dependency, it reuses their contexts through
inspection of automatically exposed meta-data, which it does
through separation of concerns using AOP.

D. Documentation extraction

Maintaining up-to-date business documentation of existing
SOA is very challenging. SOA is vast living system and
with many performed changes, the documentation gets quickly
obsolete. Acquiring then up-to-date documentation is barely

possible, we must fall back to reverse engineering methods.
Extracting the business documentation, i.e., the list of services,
their operations with business contexts and a structure of
communication protocol from SOA is basically like extracting
it from a monolithic application plus dependencies.

Reverse engineering of monolithic applications is well dis-
cussed. For example, we may apply phrasal pattern matching
on the source code to extract the rules [29] or construct a call-
graph and look for branching [30]. Either way, we must iden-
tify the execution context, i.e., variables and their origin used
in extracted expressions. Generation of such documentation is
challenging and the result may be inaccurate depending on the
technology and code conventions. Importance but the difficulty
of business rules extraction from legacy information systems
is discussed in [31]. The authors propose a semi-automated
technique to extract the rules, but as it is obvious, such a
documentation would require significant efforts, be inaccurate,
and might not be up to date.

The difficulty of business rules encapsulation and subse-
quent automated extraction lies in their characteristic. As they
are considered throughout the whole system, they cross-cut
multiple layers, components, and often technologies. Unfor-
tunately, commonly used Object-oriented programming fails
in the encapsulation of such cross-cutting behavior [15], and
tends to their manual tangling and duplication in a code base.
Their separation is very difficult [25] due to the necessity to
apply them in various places and technologies [3]. However,
there exists an efficient documentation extraction technique
for applications using ADDA to separate business rules [20].
Having business contexts described in DSLs and available for
transformation, we are able to read this meta-data to construct
the documentation. This technique applies to this paper. As we
propose, each service uses some implementation of ADDA and
exposes this meta-data through public API. Then, we are able
to browse the SOA and fetch all meta-data to construct the
documentation of the overall system.

VIII. CONCLUSION

There exist many open challenges in SOA. For example
domain decomposition, service discovery, composition, de-
ployment, and evolution, or inter-team communication. In this
paper, we focused on the separation of concerns and their
reuse among composite services. We proposed a novel aspect-
based approach ADDA for SOA. It introduces several new
components into a conventional service architecture. They
maintain separated concerns such as business contexts describ-
ing preconditions and post-conditions of business operations,
business domain configuration, and the structure of the public
model in the platform-independent format. These isolated
concerns are exposed via API to other services. That enables
them to fetch this metadata, transform them and combine
with their own business contexts and configuration. The model
structure is used for the verification of the communication
protocol. Besides the simplification of service composition,
we show the simplicity of generation of up-to-date business
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documentation listing the services, their operations, precondi-
tions, post-conditions, and the structure of the communication
protocol, which often reflects the structure of business objects.

ADDA for SOA delivers significant maintenance improve-
ment, codebase reduction, and context-awareness to services.
It isolates business rules into the single point of truth in DSL
and weaves the rules together at runtime with the respect to the
current execution context. Use of DSL enables the involvement
of domain experts into development. Automated distribution
and restatement of business rules remove the need for manual
synchronization of all places, which reduces maintenance
efforts and lowers the risk of human error.

One the other hand, ADDA itself introduces significant
overhead, as it requires design and implementation of the DSL,
and platform-specific application-independent aspect weavers.
In SOA, there are multiple programming languages and plat-
forms involved, which increases the number of required aspect
weavers. Development of the technological stack requires
major efforts. Furthermore, all services in SOA have to follow
ADDA for SOA concept, otherwise, no automated concerns
composition and reuse can happen. Moreover, separation of
concerns slightly reduces cohesion and thus maintaining the
business rules apart of the related code is more demanding.

There is still work to do in future. Besides the need for the
production-ready implementation, we will focus on delivery
of larger evaluation of development efforts comparing ADDA
for SOA to pure SOA or some its alternative. Finally, we will
focus on design and formalization complex but easy to use
DSL for business rules in SOA. There is the need for many
features such as inheritance, rules modifiers, and declaration of
constants. Use of ADDA for SOA also opens new possibilities.
For example, having all metadata exposed via API, we are
able to maintain business rules for all services from a single
place, e.g., a maintenance application. We might visualize the
relations, modify the rules, and then let the services update
themselves and reload the configuration.
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Abstract—Mutation  testing  of  object-oriented  programs

differs from that of standard (traditional) mutation operators

in accordance to the number of generated mutants and ability

of tests to kill mutants. Therefore, outcomes of cost reduction

analysis  cannot  be  directly  transferred  from  a  standard

mutation to an object-oriented one. Mutant sampling is one of

reduction  methods  of  the  number  of  generated  and  tested

mutants.  We  proposed  different  mutant  sampling  criteria

based on equivalence partitioning in respect to object-oriented

program features. The criteria were experimentally evaluated

for object-oriented and standard mutation operators applied in

C#  programs.  We  compared  results  using  a  quality  metric,

which combines mutation score  accuracy  with mutation cost

factors. In result, class random sampling and operator random

sampling  are  recommended  for  OO  and  standard  mutation

testing,  accordingly.  With  a  reasonable  decline  of  result

accuracy, the mutant sampling technique is easily applicable in

comparison to other cost reduction techniques.

I. INTRODUCTION

AULT detection ability of a test suite can be measured

with assistance of mutation analysis [1]. After seeding a

fault into a program, its mutated variant - a  mutant is run

against tests. If any test detects a changed behavior of the

mutant, it is called to be killed by the test suite. Capability of

a test suite to reveal faults introduced through mutations is

expressed  by a  mutation score (MS).  It  is  calculated as a

ratio between the number of killed mutants and the number

of  all  non-equivalent  mutants.  A  mutant  is  said  to  be

equivalent with  the  original  program  if  its  behavior  is

identical and none test case can kill it.

F

Faults injected automatically into a program are specified

with  so-called  mutation  operators.  Standard  (traditional)

operators introduce simple changes in typical expressions of

general purpose languages.  According to experiments with

thousands of mutants on several C# programs [2], standard

mutation operators are not sufficient in dealing with flows in

object-oriented  program  structures.  Such  flows  can  be

served by OO and other specialized mutation operators. 

The major drawback of the mutation method is its high

cost because of executing many mutants against many tests.

There are many approaches trying to lower the mutation cost

that are based on decreasing a number of considered mutants

[1], [3], such as mutant sampling, selective mutation, higher

order  mutation,  mutant  clustering,  etc.  However,  due  to

different  characteristic  of  object-oriented  mutation,  their

benefits  could  be  not  necessarily  as  promising  as  for

standard  mutation  operators.  For  example,  mutation  score

accuracy for  mutation operator  selection was worse  about

few  to  10% for  OO  operators  in  comparison  to  standard

ones [4].

Therefore,  we  undertake  research  on  cost  reduction

techniques  with  OO  operators  applied  to  C#  programs,

including mutant sampling. In mutant sampling, test runs are

performed on a random subset of mutants  [5]. The subset

includes R% of all mutants, where  R is a parameter of the

method (sampling degree). In the opposite to other mutant

selection  approaches  [6],  none  of  mutation  operators  is

discarded.  Apart  from  this  simple  sampling  method,  we

proposed  and  experimentally  investigated  five  other

sampling  criteria  based  on  an  equivalence  partitioning

according  to  OO program structure.  The sampling  results

were evaluated using a quality metric [4] that approximates

a  tradeoff  between  the  mutation  score  accuracy  and  the

mutation cost in terms of mutant number and test number. A

unified  investigation  process  was  used,  which  helps  to

compare  results  of  different  programs  and  different  cost

reduction  methods,  as  mutant  selection  [4] and  mutation

clustering [7]. The main contributions of the paper are:

- proposal and evaluation of different sampling criteria,

- comparison of sampling in regard to OO and standard

mutation operators,

- quality analysis of mutant sampling results based on the

quality  matric  that  concerns  an  impact  of  a  number  of

mutants and a number of tests, 
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- preformation of comprehensive experiments on mutant 

sampling with C# programs. 

This paper is organized as follows: the next Section 

describes mutant sampling methodology. Section III 

presents details about an experimental set-up and results of 

the experiments carried out. The final sections present 

related work and conclusions.  

II. MUTANT SAMPLING  

In this section, we present methodology on which 

experiments were based: different criteria of mutant 

sampling, a flow of the investigation process, and how 

results are evaluated with a quality metric. 

A. Mutant Sampling Criteria 

Mutant sampling was proposed by Acree [8] and Budd 

[9]. In a simple mutant sampling approach, a subset of 

mutants is randomly chosen from a defined set of mutants 

[5]. It will be referred as the first sampling criterion.  

While taking into account a structure of an object-

oriented program, different sampling criteria can also be 

proposed. The idea behind these sampling criteria is to 

divide a set of all mutants into disjoint partitions, i.e. 

equivalence classes. Then, random selection refers not to 

the whole mutant set, as in the fully random sampling, but 

some mutants are selected from each partition. In this way, 

each partition is represented in a reduced set of mutants. 

The criteria differ in the way such partitions are constituted. 

This general idea is analogous to the equivalence 

partitioning-based testing [10], in which selection of tests 

from different partitions assures a test coverage for all 

partitions. In this paper, the following sampling criteria 

have been investigated (R denotes a sampling degree): 

1. fully random - R% of mutants is randomly chosen from 

the set of all mutants, 

2. class random - random selection of mutants is equally 

distributed for all classes, i.e. for each class R% of its 

mutants is chosen, 

3. file random - random selection of mutants is equally 

distributed for all files of the source code, for each file 

R% of its mutants is chosen, 

4. method random - random selection of mutants is equally 

distributed for all methods of the source code, for each 

method R% of its mutants is chosen, 

5. mutation operator random - random selection of mutants 

is equally distributed for all mutation operators, i.e. for 

each operator R% of mutants generated by this operator 

are randomly chosen, 

6. namespace random - random selection of mutants is 

equally distributed for all namespaces of the source code, 

for each namespace R% of its mutants is chosen. 

It should be stressed that the fifth criterion, mutation 

operator random, is not equivalent to the selective mutation 

[6]. In the mutant sampling according to this criterion, we 

use subsets of mutants generated by each considered 

mutation operator; whereas in the selective mutation all 

mutants generated by specified operators are used and 

mutants of remaining operators are discarded. 

B. Investigation Process 

The experiment under concern investigates influence of 

the sampling criteria and their parameter, i.e. an amount of 

percentage of chosen mutants, on mutation results. 

A prerequisite of the investigation process is generation 

of all first order mutants for a given program using a 

considered set of mutation operators. This set of all mutants 

will be denoted as MAll. Afterwards, all mutants are run 

against all tests from a given pool (TAll). Mutation results 

are referred as positions in a mutant execution matrix, 

where a pair <mutant m, test t> evaluates to an outcome 

whether the mutant m was killed by the test t or not. 

After having tested all mutants with all tests, we can 

determine a reference mutation score (a ratio of killed 

mutants to nonequivalent). This measure called here 

original mutation score MSorig= MS (MAll, TAll) is calculated 

using the mutant execution matrix. The value of MSorig is 

treated as the most accurate MS of the process but obtained 

in the most costly way - using many mutants and tests. 

C. Minimal Test Sets 

A research question is whether mutant sets reduced by 

sampling are efficient in assessing the quality of all tests. 

Therefore, using a concept of minimal test sets we refer 

results of reduced sets to those of all possible mutants. 

Minimal test sets have the same ability of killing mutants 

and its notion can be explained in the following way.  

Let assume that MX is a subset of all considered mutants 

MX
  MAll that satisfies the following condition: if all tests 

from a given test pool TAll are used, this subset determines 

the maximal mutation score MSXmax= MS (MX, TAll). 

However, it could be possible to obtain the same mutation 

score using a smaller number of tests than |TAll| (where |S| 

states for the cardinality of set S). A subset of all tests Tj 
  

TAll  is a minimal test set in accordance to MX if evaluation 

of mutation results of tests from this set gives the maximum 

mutation score MSXmax = MS (MX, Tj). Moreover, this test 

set includes the minimal number of tests, i.e. none of its 

tests could be omitted. In further steps of the process, we 

investigate if such minimal test sets are able to kill mutants 

from the whole mutant set MAll. 

In general, many different minimal test sets for MX  can 

exist giving the same mutation score. All minimal test sets 

can be effectively generated using the prime implicant of a 

monotonous Booolean function [11]. 

D. Process Steps 

After a mutant execution matrix has been evaluated, 

results for different sampling criteria and different sampling 
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degree R are calculated. The following steps are executed 

for a given pair of parameters (criterion, R): 

C1) Based on a given sampling criterion and a selected 

sampling degree R, a subset of all mutants is determined: 

MC1  MAll. This subset includes all mutants (if R=100%) 

or a proper subset (for a lower sampling degree).  

Then, we can calculate the mutation score that would be 

obtained running mutants from this subset against all tests 

from the considered test pool: MSC1max= MS (MC1, TAll). 

This mutation score will be called the maximum mutation 

score for the set MC1. 

C2) According to the maximum mutation score for the 

set MC1 we create a collection L that includes minimal 

subsets of tests sufficient to obtain MSC1max. The collection 

contains all minimal test sets determined by MC1 or a 

limited number of such tests. A maximal cardinality of the 

collection - TestSetLimit is an experiment parameter.  

C3) Mutation scores are calculated for each minimal test 

set comprised in collection L and the set of all mutants MAll: 

MSC3j= MS(MAll,Tj),where  Tj L, j=1..|L|. 

C4) An average mutation score is determined taking into 

account mutation results of all components of L calculated 

in the previous step. We also compute an average number of 

tests over all minimal test sets included in L. 

D) The steps C1)-C4) are repeated many times with the 

same sampling parameters in order to get different random 

statistics. Using average values obtained in consecutive 

steps C4), the final average mutation score MSavg and the 

average test number NTavg are calculated over the number of 

sampling repetition runs. 

Finally, the whole process is recalculated for other values 

of sampling parameter R and other sampling criteria.  

All average values mentioned in the process description 

are calculated as an arithmetic average. 

It should be noted that the process described in this 

section requires generating and running all mutants against 

all tests from a given test suite. However, the process is for 

research purposes. In a practical mutant sampling, only a 

subset of mutants is run against tests. Furthermore, not all 

mutants have to be generated. It is possible to generate a 

randomly selected subset of mutants according to a given 

sampling criterion. Moreover, this facility can be easily 

incorporated into existing mutation tools.  

E. Metric-Based Quality Evaluation 

Comparison of different approaches to cost reduction of 

mutation testing should take into account a tradeoff between 

benefits and possible shortcoming of a method. Benefits can 

relate to a lower number of mutants that have to be 

generated and run in tests. Another advantage could be a 

reduced number of tests used in test runs of mutants. 

However, application of cost reduction methods can cause 

decline of mutation score adequacy in comparison to the 

one obtained using all mutants and more tests. Therefore, 

we proposed a quality metric [4] that can be adjusted for 

balancing these factors in study on cost reduction.  

The metric depends on three components (Eq. 1). Each 

component is a normalized variable multiplied by a weight 

coefficient. The whole metric is a normalized sum of the 

components. Assuming a given sampling criterion, values 

of variables and the whole metric are normalized over their 

data set calculated for all values of a sampling parameter R. 

))(*)(*)(*(),,( MMTTMSMSMTMS ZIWZIWSIWIWWWEQ 

 (1) 

The weight coefficients WMS, WT, WM  determine an 

impact of particular variables into the quality measure. The 

sum of coefficients must be equal to 1. A normalization 

function is denoted by I(). Three variables approximate the 

following measures: 

─ SMS  - a loss of mutation score adequacy in an 
experiment, 

─ ZT  - a cost decrease due to a reduced number of tests 
required for killing mutants in an experiment, 

─ ZM - a cost decrease due to a reduced number of mutants 
considered in an experiment. 

The variables in mutant sampling experiments were 

calculated according to the following formulae (Eq. 2). 
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Where symbols MSavg, MSorig, NTavg, TAll, MC1 and MAll  

have the same meaning as in the process description. 

While examining quality results with respect to different 

sampling criteria and different sampling degree R, we are 

looking for a “good randomization mode”. The idea behind 
this notion is selection of promising sampling criteria and 

values of R towards generalization of results. For a given 

sampling criterion, we can analyze the quality metric as a 

function of a parameter R and observe maxima of the 

function. A good randomization mode should meet two 

following requirements: 

Unambiguous maximum - we would like to avoid two 

situations: first - when increase in the number of randomly 

selected mutants (increase in R) gives the quality measure 

of the same high value (close to 1), and second - when there 

are several local maxima. The first situation would imply 

that taking more mutants we do not benefit in the mutation 

testing process. The second case corresponds to an 

ambiguous situation, where a quality measure does not 

monotonously depend on a sampling degree.  
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Repeatability - the maximum should be independent of a 

program. It means that quality metric EQ calculated for a 

given sampling criterion should reach its maximum within 

the similar range of parameter R for each project.  

III. RESULTS AND DISCUSSION 

In this section we describe the experimental set-up and 

discuss outcomes of our mutant sampling experiments.  

A. Experimental Set-up 

Experiments were conducted on the following open-source 

C# programs corresponding to different software 

engineering tools:  

1. Enterprise Logging. 
2. Castle (modules Castle.Core, Castle.DynamicProxy2, 

CastleMicroCernel and Castle.Windsor).  
3. Mono Gendarme.  

The programs were companioned with unit tests. The 

tests were partially originated from the source projects and 

partially developed in order to improve code coverage. The 

basic complexity measures of the programs, the number of 

code lines and the number of classes and interfaces, as well 

as obtained coverage results are summarized in Table I. 

The experiments were conducted using the CREAM tool 

(CREAtor of Mutants) devoted to mutation testing of C# 

programs [12],[13]. Apart from the support of the typical 

mutation testing process, the third version of the tool 

facilities experiments on cost reduction methods [4]. The 

tool is extended with a wizard that assists in performing 

experiments on mutation operator selection, mutant 

sampling and mutation clustering. Having created all 

mutants and performed all test runs, the mutation results 

are evaluated according to a given investigation process. 

Then the quality metrics are calculated and analyzed.  

The experiments have been performed and their results 

evaluated under to the following assumptions: 

─ Mutation operators - in experiments first-order mutants 
were created with use of all object-oriented (18) and all 
standard (8) mutation operators implemented in CREAM 
v.3, including all standard mutation operators proposed 
to be selective [6].  

─ Covered mutants - only mutants covered by tests were 
taken into account in evaluation of the mutation score. 
CREAM has an option to generate only covered mutants 
if required. We checked that none of uncovered mutant 
of these programs was killed by any tests from TAll. 

─ Independent analysis for mutation operator categories- 
evaluation of experiment results was performed 
independently for object-oriented and standard mutation 
operators. In the OO analysis, the set MAll corresponds to 
all mutants of a given program generated with all OO 
operators. In the latter case, all standard mutation 
operators are considered.  

─ Sampling criteria - experiment results were evaluated 
independently for six sampling criteria (Sec. II.A). 

─ Sampling parameter - for every sampling criterion, 
parameter R was equal to 5%, 10%, 15%, …, 100% in 
consecutive experiments. 

─ TestSetLimit - the number of minimal test sets considered 
in each collection L was bounded by 15 sets (see step C2 
in Sec. II.B). 

─ Sampling repetition number - for a given program, a 
selected sampling criterion and a given sampling 
parameter R, each sampling was repeated 10 times 
(compare point D in Sec. II.B). 

─ Quality metric coefficients - quality metric was 
calculated with weight coefficients WMS, WT, WM equal to 
0.6, 0.2, 0.2, if not stated elsewhere. These values are 
interpreted in the following way: mutation score accuracy 
amounts to 60% in the quality metric whereas the 
number of mutants and the number of tests amounts per 
20% each (Sec. II.C). 

─ Normalization - metric variables SMS , ZT , ZM, and the 
whole quality metric were normalized over the data set 
calculated for each sampling parameter value, i.e. 5%, 
10%, 15%, …100%. 

During a preliminary step, all mutants were generated 

and run with all tests. The basic outcome of the mutation 

testing of the subjects is given in Table II. Mutants that 

were not killed might be equivalent, i.e. not to be killable by 

any tests, although CREAM tries to prevent from 

generating equivalent mutants. After manual examination 

some mutants were determined being equivalent. The last 

column shows the original mutation score MSorig (i.e. 

covered mutants not recognized as equivalent divided by 

killed mutants). Those values were used as a reference in 

evaluation of mutant sampling.  

A. Evaluation of Mutant Sampling Results 

Evaluation of results stored in the mutant execution 

matrix was performed according to the investigation process 

presented in Sec. II.B. Experiment results are given in three 

tables (Table III, Table IV, Table V) for each considered 

project, accordingly. They present average mutation scores 

obtained for different sampling criteria and different values 

of the parameter. A mutation score was computed as 

TABLE I. 

PROGRAM METRICS 

No LOC Classes & 

Interfaces 

Line 

coverage 

[%] 
with 

tests 

without 

tests 

with 

tests 

without 

tests 

1 87552 57885 991 587 82 

2 54496 41288 724 493 77 

3 51228 25692 907 171 87 

Sum 193276 124865 2622 1251  
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percentage of killed mutants versus all generated mutants 

MAll. Mutants were killed using minimal sets of test cases 

determined for randomly selected subset of mutants. The 

mutation scores given in the tables are average values 

calculated over all random runs MSavg (p. D in Sec. II.B). 

Due to brevity reasons, only results for selected R values are 

shown in the tables.  
Analyzing the mutation results in dependence of the 

random sampling degree R, we can observe that even a 

small decline in number of mutants (R=95%) resulted in the 

lowering of the mutation score. However, when numbers of 

selected mutants are considerably high, deviation of the 

mutation score from the original value is quite small.  

We calculated quality metric EQ, which took into 

account not only the mutation score but also two remaining 

quality factors (number of mutants and number of tests). In 

general, values of the quality metric are small for the low 

number of selected mutants (low R) because the mutation 

score is inaccurate. On the other hand, the quality is also 

not maximal (lower than 0.99) for the highest R, as in this 

case the number of mutants is the biggest. The tradeoff 

between the quality factors is represented by the maxima of 

the quality results.  

Quality metric flow in dependence of increase in the 

sampling parameter R is presented in the Appendix. The 

results of object-oriented mutation operators are shown in 

Fig.1-Fig. 6, and of standard operators in Fig. 7 - Fig. 12. 

For each kind of mutation operators, six diagrams are 

shown, which correspond to different sampling criteria. 

Three lines in any diagram represent different subject 

programs. In respect to the sampling parameter, the 

diagrams cover subsets of results, i.e. parameter R varies 

from 20% to 75% for OO operators, and from 15% to 60% 

in case of standard operators. The selected scopes of the 

parameter give a chance to observe maxima of the quality 

metric and consequently interpret the results.  

Based on the idea of “a good randomization mode” 
introduced in Sec. II.C, we specify its requirements in a 

quantitative way: 

Unambiguous maximum - we discard situations when EQ 

is of the same high value (>0.9975) for the increase in R or 

there are several local maxima for EQ above 0.99. 

Repeatability - Maximum of quality metric EQ (equal 1) 

calculated for a given sampling criterion should be similar 

for each project, i.e. the appropriate value of parameter R 

should be the same or differ only ±5% of mutants.  

Taking into account the above requirements, we analyzed 

the results independently for the object-oriented and 

standard mutation operators.  

For OO operators, selection of mutants in a fully random 

way (1) or according to namespace (6) does not meet both 

requirements. The first requirement is also not fulfilled for 

the file random (2) and mutation operator random (5) 

criteria. Only the remaining two criteria, class random and 

TABLE III. 

AVERAGE MUTATION RESULTS (MS IN [%]) OF MUTANT SAMPLING FOR ENTERPRISE LOGGING 

R 

[%] 

(1) Fully random (2) File random (3) Class random (4) Method 

random 

(5) Operator 

random 

(6) Namespace 

random 

OO St OO St OO St OO St OO St OO St 

5 27.7 50.5 22.4 47.1 20.1 46.4 18.8 41.4 27.2 49.3 28.6 49.5 

10 37.8 57.9 34.7 54.4 34.3 54.2 29.7 51.0 36.0 56.7 35.6 56.2 

20 44.7 63.2 44.0 61.3 44.0 61.5 41.2 60.7 45.6 62.8 46.7 63.0 

30 51.2 65.6 49.0 64.4 49.2 64.8 46.9 64.2 50.0 65.9 50.6 65.4 

40 53.7 67.2 52.8 67.3 53.1 66.4 50.3 66.0 53.8 67.5 54.0 66.9 

50 55.8 68.4 55.3 68.1 55.9 68.5 54.2 67.5 56.4 68.4 56.3 68.4 

60 57.7 69.3 57.0 68.7 56.8 68.7 55.4 68.2 57.6 69.2 57.7 69.0 

70 59.1 70.0 57.9 69.3 57.9 68.9 56.2 68.4 58.9 69.8 59.1 70.0 

80 60.1 70.3 58.9 69.6 58.5 69.3 56.9 68.9 60.0 70.2 59.8 70.2 

90 60.9 70.6 59.4 69.8 59.2 69.5 57.4 69.1 60.9 70.6 60.7 70.5 

95 61.5 70.8 59.6 70.1 59.2 69.7 57.4 69.2 61.3 70.8 61.2 70.6 

100 61.8 70.9 61.8 70.9 61.8 70.9 61.8 70.9 61.8 70.9 61.8 70.9 

 

TABLE II. 

MUTATION RESULTS 

No, 

operator 

type 

Generated 

covered 

mutants 

Killed 

mutants 

Equivalent 

mutants 

Mutation 

score 

(MSorig) [%] 

1 OO 1341 558 438 61.8 

1 Stand. 1683 1151 60 70.9 

2 OO 1208 701 143 65.8 

2 Stand. 2379 1611 60 69.6 

3 OO 998 478 143 55.9 

2 Stand 4153 3009 79 73.9 
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method random (3,4), meet both requirements of the “good” 
mode. Comparing these two criteria we have found that the 

class random criterion gave better results. For all projects, 

its quality value was maximal for the same lower sampling 

degree R=40%. In case of method random the maximal EQ 

were calculated for higher number of mutants: R=50-55% 

for different projects.  

It appears that using mutant sampling as a cost reduction 

method of OO mutation testing, we should select 40% of 

mutants that could be generated for each class.   

Examining the results for standard mutation (Fig. 7 - Fig. 

12) we can observe that sampling criteria of fully random 

and namespace random do not meet both “good sampling” 
requirements, similarly as for OO operators. In addition, 

both criteria are also not fulfilled by the method random 

criterion. In case of class random the first requirement is 

not met.  

Two criteria, namely file random and mutation operator 

random, gave results consistent with the requirements. 

However, the maximum of the quality metric was in the 

range of 35-40% selected mutants for the file random 

criterion, whereas about 30-35% for the mutation operator 

random. The second case required less mutants, therefore, 

the most beneficial results for standard operators could be 

obtained while sampling mutants according to mutation 

operator criterion with the sampling degree R=30-35%.  

Reduced number of mutants and tests indicates at the 

lower complexity of mutation testing. In order to compare 

effective benefits we measured real times of mutant 

generation and test execution. In Table VI, we compare 

times of all mutants and times of sampling with parameter 

R=35% and class random criterion for OO mutation or 

R=30% and operator random in case of standard mutation 

operators, accordingly. Significant reduction in these times 

can be observed.  

With respect to the average results for all investigated 

programs, it appears that sampling about 40% of mutants 

for each class for OO operators took 32% of time to 

generate the mutants. Mutation score was declined in 15% 

in reference to all mutants and all tests (85% of MSorig). It is 

possible to use only about 10% of tests to obtain this 

mutation score.  

Mutant sampling gives better results for standard 

mutation operators than for OO. While sampling of 30% of 

mutants for each operator, the mutation score was equal to 

93% of the original one. Mutant generation time declined in 

70%. It would be possible to use only 15% of tests to obtain 

this result. 

B. Threats to validity 

The experiments were conducted on widely used, 

complex open-source programs, with 3-5 thousands of 

mutants per each. However, the conclusion validity can be 

limited by the small number of subjects. Moreover, only 

programs in C# were mutated. No detailed results are given 

for other OO languages, as Java or C++, although we could 

expect similar trends due to analogy in mutation operators.  

The original tests associated with programs had 

insufficient code coverage; therefore, additional tests were 

developed. The code coverage did not reach 100% even 

with all tests. In experiments, only mutants covered by tests 

were taken into account. The calculation of MS can also be 

influenced by equivalent mutants, although the most of 

them was identified before the result evaluation.  

The presented results depend on the coefficients WMS, WT, 

WM  of the quality metric. Therefore, the experiment 

TABLE IV. 

AVERAGE MUTATION RESULTS (MS IN [%]) OF MUTANT SAMPLING FOR CASTLE 

R 

[%] 

(1) Fully random (2) File random (3) Class random (4) Method 

random 

(5) Operator 

random 

(6) Namespace 

random 

OO St OO St OO St OO St OO St OO St 

5 34.6 51.7 24.1 48.7 22.8 47.4 25.5 38.1 33.7 52.4 32.4 51.1 

10 41.5 58.9 36.9 57.7 35.1 57.5 33.2 52.5 41.0 58.2 41.0 58.9 

20 51.1 63.6 48.1 62.8 47.6 62.9 44.0 61.4 49.1 64.0 50.3 63.8 

30 55.2 65.9 51.7 65.2 51.0 65.2 49.0 63.8 54.0 65.7 53.8 65.8 

40 57.8 67.0 57.9 66.6 57.5 66.8 54.0 65.9 57.1 67.0 58.1 66.8 

50 59.9 67.7 60.3 67.6 60.2 67.6 58.9 67.2 59.8 67.6 60.0 67.8 

60 61.7 68.3 61.4 68.2 61.3 68.0 59.9 67.6 61.6 68.2 61.6 68.3 

70 63.4 68.7 62.9 68.4 62.7 68.5 61.0 67.9 62.7 68.7 63.1 68.8 

80 64.4 69.1 63.8 68.9 63.8 68.9 61.8 68.2 63.9 69.1 64.4 69.1 

90 65.2 69.4 64.3 69.1 64.5 69.2 62.3 68.5 65.0 69.3 65.1 69.3 

95 65.5 69.4 64.9 69.3 64.7 69.3 62.5 68.4 65.3 69.4 65.4 69.4 

100 65.8 69.6 65.8 69.6 65.8 69.6 65.8 69.6 65.8 69.6 65.8 69.6 
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outcomes were recalculated for another set of weight 

coefficients. According to a new set (0.8, 0.1, 0.1), mutation 

score is a more dominant factor in the metric in comparison 

to the case discussed above. We obtained results that have 

corresponded to this interpretation. The quality measures 

were the best for the same sampling criteria as chosen above 

but for the higher sampling degree. The percent of sampled 

mutants was equal to 90-100% for OO operators and 60-

70% for standard ones. For these coefficients benefits of 

lower number of mutants or tests are very small, especially 

for object-oriented operators.  

Another factor that influenced the construct validity was 

the sampling parameter (R). The experiments covered the 

whole scope of the parameter value (from 5% to 100%) with 

a small difference (per 5%). All calculations were also 

repeated ten times for different random sampling.  

IV. RELATED WORK  

There are different methods to reduce a cost of mutation 

testing. Many of them focus on reduction of mutant number, 

including mutant sampling [1][3]. 

Experimental evaluation on mutant sampling with 22 

standard mutation operators in Mothra resulted in mutation 

score drop in 16% assuming 10% of mutants were fully 

randomly sampled [5]. Our results were different, as in the 

quality metric we took into account not only a drop in the 

mutation score but also efficiency factors. However, if we 

compare MS only, the results for standard operators applied 

for C# programs are for the first random criterion very 

similar, i.e. R=10% gives 15% decline of a mutation score. 

With the same sampling degree but for OO operators MS 

decrease is substantially bigger - about 37%.  

Other experiments have compared mutant sampling 

approaches to selective mutation of standard operators 

applied in C programs. Empirical results reported by [14] 

point at the preference of selective mutation over the fully 

random one. The opposite is claimed in [15], in which two 

sampling modes were considered: fully random - called here 

one-round random, and two-round random (first a mutation 

operator is selected than a mutant within this operator). The 

results showed that random sampling methods can be as 

effective as those based on operator selection, but are more 

stable and predictable. The results of this comparison 

cannot be simply applied to OO operators. It is known that 

standard operators can generate much more mutants and 

many of them can be surplus, but there are less tests killing 

such mutants or the tests are not adequate to kill OO 

mutants [4], [16].  

An approach that would be an alternative to selective 

mutation and mutant sampling was also discussed in [17], 

but it was only illustrated by simulation results. Moreover, 

assumptions behind the idea were more suitable to standard 

mutation operators than object-oriented. 

Mutant sampling method was also beneficially applied in 

VHDL description [18]. The sampling criterion was similar 

to the mutation operator sampling, but the percentage of 

selected mutants was independently established for each 

operator. 

Sun [19] explored mutant reduction based on a program 

structure and different strategies of path analysis. 

Experiments on C programs showed that the best strategies 

were more effective than the random selection technique 

preserving a sufficiently high mutation score. However, 

some other strategies did not outperform random approach.   

All discussed above results were devoted to standard 

mutation operators.  

Before the experiments with CREAM were conducted, to 

the best of our knowledge, no results of OO sampling were 

performed, and no cost reduction on mutation of C# 

programs was investigated. Experiments following the 

TABLE V. 

AVERAGE MUTATION RESULTS (MS IN [%]) OF MUTANT SAMPLING FOR MONO GENDARME 

R 

[%] 

(1) Fully random (2) File random (3) Class random (4) Method 

random 

(5) Operator 

random 

(6) Namespace 

random 

OO St OO St OO St OO St OO St OO St 

5 20.1 48.2 16.0 45.7 15.3 45.4 15.0 39.6 20.8 47.6 21.0 48.3 

10 31.5 57.9 27.0 56.9 25.9 57.4 21.7 54.3 29.3 57.1 29.5 58.2 

20 39.2 65.5 38.2 64.9 38.6 65.6 30.1 64.2 38.4 65.4 38.5 65.2 

30 44.0 68.6 40.9 68.2 42.0 68.1 34.2 68.2 43.1 68.7 43.6 68.8 

40 46.8 70.3 45.7 70.3 45.7 70.2 42.6 70.1 46.6 70.2 47.2 70.3 

50 49.0 71.4 49.1 71.6 48.8 71.7 47.1 71.3 48.3 71.5 49.2 71.3 

60 50.9 72.2 50.4 72.3 49.8 72.4 48.3 72.2 51.1 72.3 50.6 72.2 

70 52.4 72.8 51.3 72.8 51.4 72.8 49.9 72.6 52.4 72.8 52.3 72.9 

80 53.9 73.2 52.2 73.2 51.7 73.2 51.2 73.0 53.7 73.3 53.8 73.2 

90 54.9 73.6 53.1 73.5 52.9 73.5 51.6 73.3 54.8 73.6 54.6 73.6 

95 55.4 73.7 52.8 73.6 52.9 73.6 52.0 73.4 55.4 73.7 55.4 73.7 

100 55.9 73.9 55.9 73.9 55.9 73.9 55.9 73.9 55.9 73.9 55.9 73.9 
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similar process were developed for selective mutation and 

mutant clustering of C# programs [4], [7]. 

Experiments on mutant sampling on 8 Java classes were 

conducted by Bluemke [22]. Fully random sampling with 

the sampling degree ranged from  60% to 10% were 

examined. Randomly sampling 60% or 50% of mutants in 

Java programs gave significant reduction in the cost of 

testing with acceptable mutation score and code coverage 

decline. This result has been averaged on all kinds of 

mutation operators. No quality measures were considered.  

Java program were also a target of experiments reported 

by Ma [23]. The weak mutation technique, in which 

intermediate program results are taken into account, was 

combined with mutant clustering, in with a mutant is 

selected among a group of mutants of similar behavior. 

Only selected mutants were completely executed to obtain 

the strong mutation results. The number of mutants was 

significantly reduced. However, the experiments were 

limited to simple programs and only several standard 

mutation operators. Hence, no data about object oriented 

mutation were given.  

Object oriented mutation operators for C++ has been 

recently investigated in experiments reported by Delgado-

Perez [24]. They considered also random selection of 

operators, but not mutant sampling. 

Our study differs also from those of other authors in 

application of the quality metric that takes into account not 

only a drop in mutation score but also efficiency measures - 

numbers of mutants and numbers of tests. The metric 

applied in experiments was proposed in [4], and used also 

in other experiments reported in [7].  

Other metrics to mutation testing quality were discussed 

by Ester-Botaro in [25]. Some of them were an extension of 

a effectiveness metric previously proposed by one of the 

authors. They discuss quality of mutant and operators in 

order to omit those of a low quality. However, these metrics 

do not evaluate a cost of a mutation testing process.  

Another approach has been recently investigated in [26], 

where mutation adequacy score was estimated taking into 

account several object-oriented metrics, which capture the 

structural complexity of a program.  

V. CONCLUSION 

The empirical study presented in this paper confirms the 

tendency that OO mutation operators undergo different 

characteristics than standard operators and therefore may 

require slightly different methods of cost reduction. 

Moreover, the benefits of the methods previously studied 

for standard operators are lower in case of OO ones, 

probably due to a lower number of generated and 

unnecessary mutants.  

Using the sampling approach, we can achieve some 

lowering the number of mutants and tests but also obtaining 

a relative decrease in mutation score accuracy. For the 

selected tradeoff, the mutation score was about 93% of that 

obtained with all mutants and all tests using standard 

operators, and about 85% for object oriented ones. 

Comparison of mutant sampling of C# programs with 

other “do fewer” methods, such as selective mutation [4] 

and mutant clustering [7], does not support one definite 

leading method. The number of mutants and tests was lower 

for mutant sampling than for selective mutation and similar 

to those of clustering. On the other hand, the mutation 

accuracy was lower than in those methods. However, all 

differences are about few percent and could also be treated 

as a measurements’ deviation. Moreover, sampling methods 

are superior because of their stability and simple 

implementation. Mutant clustering is computationally 

expensive, whereas selective mutation, especially in respect 

to object-oriented operators, is not so decisive and can 

depend on a program [4], [16]. 

The lessons learned is that instead of fully random 

sampling we would recommend to use different sampling 

criteria: class random for object-oriented operators and 

mutation operator random for standard ones. Both criteria 

can be easily implemented and both were the best for 

different tunings of the impact factors in the quality metric. 

The percentage of selected mutants depends on the 

preferred tradeoff between mutation score decline and the 

efficiency measures (number of mutants and number of 

tests). For the ratio 6:2:2 of these three components the 

suggested sampling degree is about 40% for object oriented 

operators and 30-35% for standard ones. 

It should be noted, that in practice, the number of 

mutants could be not the most important cost factor. Overall 

time of mutation testing is also strongly influenced by the 

number of tests to be performed. Therefore, comparing a 

process quality we should take into account different 

factors, as in the quality metric applied in the paper. 

Concerning C# programs, improvement in mutation 

testing efficiency is provided by code mutation at level of  

the Common Intermediate Language of .NET. Another tool 

TABLE VI. 

BENEFITS OF MUTANT GENERATION TIME AND TEST EXECUTION TIME 

FOR MUTANT SAMPLING  

R [%] Time of mutant 

generation (including 

compilation) [h:min:sec] 

Time of test execution 

[h:min:sec] 

All Sampling All Sampling 

1 OO 06:26:11 01:48:39 06:32:37 00:09:09 

2OO 05:37:44 01:49:31 07:14:14 00:31:16 

3OO 03:49:32 01:23:41 02:02:29 00:11:24 

1 St 07:22:44 02:12:04 11:45:39 00:20:15 

2 St 10:36:60 03:10:19 15:44:19 01:29:15 

3 St 13:53:39 04:09:13 09:43:36 13:53:39 
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[27], which satisfies this requirement and is tidily coupled 

with the MS Visual Studio, gives promising results and can 

be further enriched with some cost reduction methods.  

APPENDIX: QUALITY METRIC IN DEPENDENCE ON THE 

SAMPLING PARAMETER R  

Legend: “- - -“ dashed line Enterprise Logging,  

“….”dotted line  Castle, “___” solid line  MonoGendarme. 

 

Fig.  1 OO mutation operators, fully random sampling 

 

 

Fig.  2 OO mutation operators, file random sampling 

 

Fig.  3 OO mutation operators, class random sampling 

 

Fig.  4 OO mutation operators, method random sampling 

 

Fig.  5 OO mutation operators, operator random sampling 

 

Fig.  6 OO mutation operators, namespace random sampling 

 

Fig.  7 Standard mutation operators, fully random sampling 

 

Fig.  8 Standard mutation operators, file random sampling 

 

Fig.  9 Standard mutation operators, class random sampling 
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Fig.  10 Standard mutation operators, method random sampling 

 

Fig.  11 Standard mutation operators, operator random sampling 

 

Fig.  12 Standard mutation operators, namespace random sampling 
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Abstract--Similar documents arise in software and business 

domains. Examples are user guides for different versions of a 

software product, contracts between vendors and clients, or legal 

documents. The usual practice is to capture common document 

formats and contents in templates that must be manually 

customized to a new context – often a slow, tedious, and error-

prone process. We propose a method based on a proven approach 

developed for software reuse that simplifies and automates routine 

tasks involved in creating and updating families of similar 

documents. Our Document Management Environment (DME) 

provides functions to create templates capable of higher levels of 

document contents reuse than templates supported by word 

processors such as MS Word. DME allows users to designate any 

arbitrary document part as a template’s variation point that can 

be customized to produce a specific document. DME automates 

document production by syncing inter-dependent customizations 

occurring at different variation points. The paper describes two 

“proof of concept” implementations of DME as Word add-in: The 

first one uses Content Control mechanism and is specific to MS 

Word. The second one is based on ART (Adaptive Reuse 

Technique), a general text manipulation method and tool, and can 

be used to manage similar documents in any editor that provides 

an access to the internal representation of documents.     

Keywords: Documentation, Reuse, Productivity, Document 

Generation, Templates 

I. INTRODUCTION 

Document Management Environment (DME) facilitates and 

automates reuse of documents written in WORD. DME is useful 

in Software Product Line (SPL) engineering [1], where we 

manage a family of similar software products from a common 

set of reusable SPL core assets such as SPL architecture shared 

by products, source code components, documentation, test 

cases, etc. SPL core assets help developers build a custom 

product. They play the role of templates that are reused after 

suitable adaptations to derive custom products. All the SPL 

members are similar, but each one also differs from others in 

client-specific features. The impact of features shows as many 

changes that must be applied throughout the product code and 

documentation.  

Creation and evolution of documentation for SPL members 

involves much repetitive work. Developers can benefit from 

reuse of software documentation just as much as they benefit 

from reuse of other SPL assets. For example, User Guides for 

different SPL members are similar, but also different. The 

differences in User Guide versions reflect product-specific 

variant features implemented into some custom products, but 

absent from others.  With understanding of commonalties and 

differences among User Guide versions, we can design 

documentation templates from which to derive custom User 

Guides for specific products.  

Document versions typically share common structure with 

possible variations such as optional sections. Various document 

fragments may recur in variant forms in many places, within and 

across documents. The usual practice is to capture similarities 

in templates that must be copied and manually customized to 

create new document versions. Templates of word processors 

such as MS Word support reuse of text “as is”. However, in 

reality, templates must be extensively adapted to form a new 

document version by changing, adding or deleting text 

fragments. Such adaptation is weakly supported by templates of 

word processors known to the authors, which often hinders 

documentation management, making it a slow, tedious, and 

error-prone process. 

Our proposed approach to managing families of similar 

documents overcomes this limitation, providing means for 

flexible and semi-automated adaptation of document templates. 

DME automates routine tasks involved in creating and updating 

similar documents. The goal is to boost document management 

productivity.  

The challenge of managing a document family is to 

understand what’s common and what’s different among 
document versions. The differences between any two 

documents (irrespective of the degree of their similarity) can be 

trivially expressed as a sequence of text addition/deletion 

operations that applied to one document produce the other one. 

However, such a simple-minded perspective on document 

differences poorly addresses human-cognitive aspects of 

document management. In the course of empirical studies, we 

identified seven basic document variation types that collectively 

provided a basis for building powerful document templates that 

are easy to grasp and could be adapted in flexible ways to form 

document versions (Section IV). DME provides seven text 

manipulation operations that handle these basic document 

variation types such as parameter instantiation throughout the 

documents, selecting text from a list of options, inserting or 

deleting text at designated points in documents, or repeatedly 

generating custom text according to a specified template. DME 

automatically propagates custom changes across templates in 
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the process of creating new document versions or in updating 

existing ones. Our intention was to minimize the need for 

manual customizations of templates, hoping to reduce effort 

involved in managing documents. 

Given popularity of MS Word, we decided that our “proof of 
concept” implementation of DME would help users manage 

families of MS Word documents.  DME extends the concept of 

MS Word templates and styles, to provide better controls over 

reuse of document structure, contents and formatting. We 

implemented DME user interface as an MS Word add-in. 

We considered two different strategies for manipulating the 

internal representation of MS Word documents. The first 

strategy used the Content Control API. This solution was 

straightforward, however it was specific to Microsoft 

technology. In the second solution, we demonstrated how the 

seven basic operations could be implemented in any editor 

providing access to its internal textual representation of 

documents. For that we applied a general-purpose mechanism 

of ART (Adaptive Reuse Technique, http://art-processor.org/) 

that we developed and used as a variability management 

technique for software reuse. We demonstrated how the seven 

document variation types could be expressed in ART and 

illustrated document management with an example.  

We believe our proposed solution to document management 

will be particularly useful in any software or business domain 

that involves large volumes of related documents, with many 

repetition patterns, and detailed variations propagating across 

documents in complex ways. DME complements capabilities of 

commercially available document generation systems.   

In Section II, we set our assumptions regarding the document 

management process and explain the role of DME in that 

process. We introduce a working example in Section III. We 

discuss basic document variation types in Section IV. In Section 

V, we present users’ perspective of DME implemented as a 

Word Add-in, and in Section VI we comment on 

implementation of DME. Section VII illustrates salient features 

of a general-purpose text manipulation method and tool ART. 

Discussion of future work, related work and conclusions end the 

paper. 

II. APPROACH AT A GLANCE 

The lifecycle of DME-supported documentation processing 

fits into the usual SPL lifecycle, with two major phases, namely 

Domain Engineering and Product Development (Figure 1). 

Document Architect (or Senior Clerk) analyzes similarities and 

differences among subject documents (e.g., User Guides for 

some products), and uses DME to create a template based on 

text that recurs in documents in variant forms. Templates are 

richly parameterized, to let our tool manage document 

variability and reuse at coarse- and fine-granularity levels.   

Document Architect

Senior Clerk
Document Developer

Clerk

Create User Guide 

template 

Refine User Guide 

template 

Create  custom User 

Guide for a client

Suggest refinement 

of the template

User Guide

template
Custom 

User Guide

Client

Understands similarities and differences 

in product User Guides

Understands product for a specific client and 

creates custom User Guide for that client

 

Figure 1. Managing User Guides with DME 

To create a template for User Guides, we start with a User 

Guide for a typical product. We designate various document 

fragments – words, sentences, paragraphs, sections – as 

variation points that can differ from the sample document. We 

can also control each variation point’s characteristics, such as 
its format and repeatability. DME converts this annotated 

document into a User Guide template that we then use to 

generate User Guides for other – similar but also different – 

document variants. All variation points in a DME template are 

formally inter-linked which allows DME to propagate 

customizations within and across documents.  

Document Developer uses DME to customize templates and 

generate custom documents from them.  DME propagates 

custom changes across documents, streamlining and automating 

customizations (adaptive reuse) of document variant parts. 

Customizations defined for one User Guide can be easily reused 

in creating other User Guides.  

III. A WORKING EXAMPLE 

Project Collaboration Environment (PCE) is a web portal 

supporting software development teams in project planning and 
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execution. PCE facilitates sharing of project information within 

and across teams. In particular, PCE allows users to create and 

maintain records of domain entities such as projects, staff, tasks 

and relationships among them (e.g., tasks assigned to staff).  

Suppose we developed a PCE for the mass market. There will 

be many PCE versions in use. All such PCEs will be similar but 

will also differ one form another depending on the team size, 

development style, and other project- and team-specific details.  

A User Guide for PCE describes how to Create, Edit, Delete 

Staff, Project, or Task records. User Guide contains Staff-

Section, Project-Section, Task-Section and in each section 

descriptions of relevant operations (Figure 2). The actual lists 

of domain entities (Staff, Project, or Task), their respective 

operations and the details of operation description may differ 

across PCEs, and those differences must be reflected in User 

Guides.  

In the same way as PCE portals form a family of similar but 

also different portals (that might be supported in reuse-based 

way using a Software Product Line approach), PCE User 

Guides form a family of similar, but also different documents 

that could benefit much from reuse. 

PCE for Agile Development: User Guide 
Project Collaboration Environment is an integrated environment that supports project teams in software development. PCE stores 

staff, project data, facilitates project progress monitoring, communication in the team, etc. 

The following sections provide detail description of operations for domain entities supported by  PCE. 

Staff Section 
This section describes operations to manage Staff information in a Project Collaboration Environment. A Staff profile contains the 

following information: 

Name: Full name of Staff 

… 

Create a new Staff 
Create operation allows users to add new staff data to PCE. Once added, this new information can be manipulated by using Edit, 

Delete or Display operations. 

Edit Staff information 
Edit operation allows users to edit staff data. Once edited, this new information can be manipulated again by using Edit, Delete or 

Display operations. 

Delete Staff record 
.. 

Display Staff information 
.. 

Sort Staff 
.. 

Print an individual Staff 
.. 

Project Section 
… 

Create a new Project 
… 

Edit Project information 
… 

Link a Project with another Project 
… 

Delete a Project link 
… 

Delete Project record 
… 

Display Project information 
.. 

Sort Projects 
. 

Task Section 
… 

 

Figure 2. User Guide for PCE

IV. DOCUMENT VARIATION TYPES 

We analyzed families of similar documents such as User 

Guides to understand how we could capture their commonalties 

and differences in an intuitive way, leading to templates that 

would be both powerful in terms of reuse and easy to grasp for 

users. Differences among documents look ad hoc at first, but 

after analysis and conceptualization we decided that the 

following seven basic document Variation Types would help us 

achieve the goal:  

Comment: Below, a ‘fragment’ means any arbitrarily selected 

segment of contiguous text in a document such as word, 

sentence, paragraph, section, or any part of them.  

VT 1. Parametric variations: A parameter has the same values 

within a given document, but may have different values across 

document versions. Examples: date, section name, syntactic 

variations: for example spelling (English or US), whether or not 

we put “,” before “and”, etc. Parameters become placeholders 

in document templates. 

VT 2. Selection variation: This kind of a difference among 

documents happens when at a specific point each document 

version should include one or more pre-defined fragments 

(options). Such variation point is represented by a selection 

construct in a template that allows the required options to be 

selectively included into document versions.  

VT 3. Extra fragment: It is a fragment that appears in only 

small number of documents. An extra fragment may recur in 

many places in each of such documents. Such fragments must 

be also parameterized, as each of its occurrences may differ 

from other occurrences (in the same or in different document 

versions). Extra fragments do not become an integral part of 

templates, instead, they are included into documents when they 

are needed. 

STANISLAW JARZABEK, DANIEL DAN: DOCUMENTATION MANAGEMENT ENVIRONMENT FOR SOFTWARE PRODUCT LINES 1327



 

VT 4. “Almost common” fragment: It is a fragment that is a 

part of most (but not all) of the document versions. An “almost 
common” fragment may recur in many places in each of such 
documents. “Almost common” fragments must be 

parameterized. Unlike “extra” fragments that need be included 

on demand in small number of documents, “almost common” 
fragments become template defaults, simplifying template 

customizations.  As extra and “almost common” fragments 
require different treatment during document management, they 

are distinguished as separate Variation Types. 

VT 5. Repeated section: A section that recurs a number of 

times in a given document. Such section may recur different 

number of times in different documents. Repeated sections must 

be also parameterized.  

VT 6. Formatting variations: A fragment that can be formatted 

using different font type or color in different documents.  

VT 7. Linked documents: Large documents can be 

decomposed to parts that are stored in separate files. A link can 

be placed in a template to show how documents should be 

composed together. Document composition rules may be 

different for each document being generated from a template. 

Each variation point in a DME template (i.e., a point at which 

a template can be customized) corresponds to one of the above 

document Variation Types.  

V. HOW DME WORKS 

DME provides seven text manipulation operations 

corresponding to seven basic Variation Types. In DME 

interface implemented as an MS Word add-in, these seven 

operations are accessed via menu buttons shown under 

“Document Management Environment” toolbar (from 

“Parameter” to “Link” in Figure 3).  

 

Figure 3. DME menu extending MS Word toolbar 

During template creation, these buttons allow a Document 

Architect to create templates. The same buttons are used by 

Document Developer to create custom documents from 

templates.   

A. Creating a User Guide template 

As a Document Architect (Figure 1), we must first 

comprehend variability in a document family such as User 

Guides, i.e., identify common and variant document parts. 

Common parts become “frozen” in a template, while variant 
parts become variation points at which template can be 

customized.  

 

Figure 4. Staff and Project sections compared  

The best is to start building a template from a “typical” User 
Guide, i.e., the one that is “most similar” to other User Guides. 
Such a User Guide already contains much of the common text 

that can be reused among User Guides, and also a considerable 

number of variant texts. The right choice of a User Guide 

simplifies template creation. 

Terms “typical” and “most similar” are not easy to formalize, 
and our current approach to identifying a typical document is 
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rather informal (we hint at better approaches to identifying 

typical documents and creating templates in Section VIII on 

Future Work): We run MS Word’s Compare function on 

existing User Guides. Differences highlighted by MS Word are 

candidates for variation points in a template. Of course, we 

should add more variation points to accommodate variant text 

found in yet other sections and in User Guides for yet other 

PCEs. Figure 4 shows common (normal font) and variant 

(shaded font) parts in Staff and Project sections. 

Suppose we observe that sections for Staff, Project, and Task 

are similar to each other. We could choose to create a Section-

Template first. The advantage of creating Section-Template is 

that Sections recur (and therefore Section-Template can be 

reused) within a User Guide for one PCE, as well as across User 

Guides for different PCEs. 

At each variation point in a template we define a default value 

which DME uses when generating custom documents unless the 

user overrides the default values. DME function “Toggle View” 
toggles views between variation point names and their default 

values.  Figure 5 shows a Section-Template with variation 

points highlighted by DME in different colors. 

To convert Staff Section into a Section-Template, we 

position cursor on fragments highlighted by MS Word as 

different and click on suitable DME button to turn variant text 

into a template parameter – a variation point at which template 

can be customized.  For example, we turn ‘Staff’ into parameter 
sectionName (VT1), and then qualify other document variant 

fragments as selection (VT2), extra fragment (VT3) or almost 

common fragment (VT4). Each of the above actions creates a 

variation point that DME highlights in different color, 

depending on its type. DME propagates variation points across 

a document using Find-Replace buttons. 

Figure 5. Section-Template created with DME 

B. Creating new User Guides from templates 

A Document Developer can customize templates to create 

User Guides. This is done by overriding default values at 

template variation points. Whenever this happens, DME 

automatically propagates new values to all the other relevant 

variation points in the current template and all templates linked 

to it. DME rules for propagating values across documents are 

carefully designed to maximize template reuse and to simplify 

template customization. DME function “Toggle View” toggles 
between template view (showing variation point names) and 

custom document view.   

Still, template customization can be tedious. Sometimes, it 

may be better to start with an existing User Guide that is most 

similar to the one we want to create. We can now ask DME to 

show this document in a template view. This will show all the 

variation points in the document, with values assigned to them 

during document creation. We can accept values that suit us (no 

action required for that), and override the remaining values.  

C. Extra DME features 

Document fragments that recur many times should be 

reusable, after suitable customizations. Domain Engineer 

should place such reusable fragments in separate templates for 

inclusion with ‘Link’ DME button and function. DME traverses 
all templates linked together to compose a custom document 

during document generation. Any customizations are 

propagated to linked templates, making it possible to 
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consistently instantiate templates in many different ways, 

depending on the context. 

The ability to Link templates and to propagate customizations 

via links during document generation is critical for scaling the 

DME approach. Often, many inter-related documents (e.g., a 

User Guide and Technical Manual) need be customized in sync 

one with another. Similar document fragments may spread 

through such documents, even though each document may be 

derived from different master templates. Common fragments 

can then be customized and included in variant forms in these 

documents via ‘Link” connection.   
We presented DME as an interactive tool in which Document 

Developer enters customizations via DME user interface. 

However, it is also possible to import customization data from 

a file, database or from other tools that understand document 

variability. 

VI. COMMENTS ON TWO IMPLEMENTATIONS OF A TEXT 

MANIPULATION MECHANISM IN DME 

A key question now is how to implement text manipulation 

operations corresponding to seven Variation Types described in 

Section IV. We implemented DME’s internal text manipulation 

mechanism in two ways, using MS Word Content Control API, 

and a general-purpose variability management method and tool 

ART (Adaptive Reuse Technique, http://art-processor.org/). 

Since Microsoft Office 2007, Microsoft introduced XML-

based file format Office OpenXML for MS Office documents. 

Developers can programmatically manipulate documents via 

APIs, and enhance MS Word with new functions (Word add-

ins). Content Control API released by Microsoft provided a 

convenient set of operations for text manipulation for our 

purpose. Content Control API allowed us to treat document 

fragments as objects, and associate tags and other meta-data 

with them. Content Control was giving us good control over 

variation points in an MS Word document. Protecting the text 

contained at variation points from accidental changes was not a 

problem either. For better performance, we implemented 

Document Variability Management (DVM) engine in C#, using 

Visual Studio Tools for Office 4.0. DVM engine provided us 

with text manipulation primitives sufficient for implementing 

DME functions. It took five person-months to develop DME as 

an MS Word add-in. This effort also included brainstorming and 

formalizing DME requirements.  

The reason why we considered yet another method to handle 

text manipulation operations in DME was to demonstrate that 

our proposed approach to document management could be 

applied in any text editor that allows users to access its internal 

textual representation of a document under editing. ART is a 

general-purpose variability management technique that works 

with any information represented in textual form. Document 

parts are instrumented with ART commands to form highly 

parameterized, adaptable templates. Each of the seven Variation 

Types discussed in the last section could be handled with proper 

combination of ART commands (the reader will find details in 

Section VII.A). This was not surprising as ART was designed 

to handle much more complex variability situations.  

We kept ART commands in comments embedded at 

designated variation points in a document. Using OpenXML 

API, we could extract the document text and pass it to ART 

Processor for executing commands. The actual variability 

processing with ART was completely hidden from DME users. 

It took six person-months to develop DME prototype in ART. 

This effort included the time to learn ART.  

We concluded that both MS Word Content Control and ART 

were viable strategies for text manipulation required in reuse-

based document management. 

VII. MANAGING DOCUMENT VARIABILITY IN ART 

Here are general rules: ART templates contain document text 

parameterized with ART commands. ART Processor reads 

templates, and outputs custom documents. ART commands are 

interpreted, while text is emitted to the output as is. The 

processing sequence is defined by ART commands. Required 

customizations related to the seven Variation Types are defined 

in the specification file called SPC which is also a start point for 

processing.  
start.spc

% Global variable settings

#set var1 = ͞Test͟
#set var2 = ͞Vϭ ,͟ ͞VϮ ,͟ ͞Vϯ͟

#adapt ͞teŵplateϭ.art͟
#adapt ͞teŵplateϮ.art͟

template1.art

<Content of Template1>

<Using variables: ?@var1?>

#adapt ͞teŵplateϭ_Ŷext.art͟

template2.art

<Content of Template2>

<Using variables: ?@var2?>

#adapt ͞teŵplateϮ_Ŷext.art͟

template1_next.art

<Content of Template1_next>

<Adapted by Template1>

template2_next.art

<Content of Template2_next>

<Adapted by Template2>

ART output

<Content of Template1>

<Using variables: Test>

<Content of Template1_next>

<Adapted by Template1>

<Content of Template2>

<Using variables: [V1, V2, V3]>

<Content of Template2_next>

<Adapted by Template2>

ART

Processor

 

Figure 6. Processing of ART templates 
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ART commands in SPC, and in each subsequently processed 

ART template, are processed in the sequence in which they 

appear. When ART Processor encounters #adapt f2 command 

in template file f1, it suspends processing of file f1 and starts 

processing file f2. Once processing of file f2 is completed, ART 

Processor resumes processing of file f1 just after #adapt 

command. In that way the processing ends when the Processor 

reaches the end of the SPC. 

Figure 6 illustrates the sequence of processing ART template 

files. On the right-hand-side side of the figure we see the output 

emitted by ART Processor after processing the files starting 

from SPC file and moving along the #adapt links. 

Variables can be assigned values with #set command, and 

?@name? retrieves their value. Values of the variables 

propagate to the adapted files. 

A. Document Variation Types in ART 

In this section, we describe how we can express in ART the 

seven Variation Types discussed in Section IV.  

VT 1. Parametric variations 
ART variables handle parametric document variations. 

Command #set SectionName = "Staff" defines variable 

SectionName and initializes it to “Staff”. ?@SectionName? 

refers to the value of that variable. ART Processor emits 

variable value to the output file (Figure 7). 

#set SectionName = "Staff" 
… 
?@SectionName? Section 
<Section template text> 

Figure 7. Sample ART template tempSection.art 

Typically, variables are set in SPC and ART Processor 

propagates their values down to all adapted files. Suppose there 

is a command #set SectionName = “Project” in SPC that 

adapts tempSection.art. Then, ART Processor would emit text 

“Project Section”. Otherwise, should there be no #set 

SectionName = … command in SPC, ART Processor would 

emit text “Staff  Section”, as a default value. This way of 

handling variable values propagation allows ART Processor to 

emit document variants from the same templates. This is also 

illustrated in Figure 6. 

VT 2. Selection 
 ART command #select - #option works in a similar way as 

switch statements in programming languages. #select lets us 

select one of the many variant parts that should be included at a 

designated point in a document. 

#select SectionName 
      #option "Staff" 
 <Extra section(s) for Staff> 

      #endoption 
      #option "Customer" 
 <Extra section(s) for Customer> 

      #endoption 
 #endselect 

In the above example, if the value of SectionName is 

"Staff", ART Processor emits the content of the first #option 

to the output document; otherwise if the value of SectionName 

is "Customer", ART Processor emits the content of the second 

#option. 

VT 3. Extra Fragments 

Extra fragments are managed by ART commands #insert 

into #break. ART Processor emits to the output document 

fragments or sections contained in #insert at points designated 

by matching #break in templates. Matching is done by names 

associated with #insert and #break.  There are three variations 

of #insert that append, prepend or replace the content marked 

with matching #break.  

    SPC_Staff file:  
#set SectionName = "Staff" 
#adapt: "sectionTemplate.art" 
    #insert: "additional_content" 
        <Staff extra fragment content> 

    #endinsert 
#endadapt 

   sectionTemplate.art file 
<template content> 

#break "additional_content" 

In the above example, ART Processor emits extra fragment 

for Staff when processing #break “additional_content”, 

ignoring any text contained in #break.  

VT 4. ”Almost common” fragment 
Text in #break is a default output in case there is no matching 

#insert for a given #break. So “almost common” fragments are 

conveniently handled by making them #break’s defaults. In 

cases when the “almost common” fragment should be omitted 
(or replaced by other fragment), we place a suitable #insert 

matching the #break in SPC.  

VT 5. Repeated section 

ART command #while iterates over its body a predefined 

number of times emitting output accordingly.  

#set SectionName = Staff,Project,Task 
#while SectionName  
     #adapt "PCE_UserGuide.art" 
#endwhile 

SectionName is a multi-value variable, and #while iterates 

over its values adapting template PCE_UserGuide.art each time 

in different way. 

VT 6. Formatting variations 

We can use ART variables or selection to handle formatting 

variations. 

VT 7. Linked Document 

If we wish to split large documents into parts, then we use 

command #adapt to compose the whole document from its 

parts.  

In creating of ART templates, we could address any 

conceivable differences among documents with a single 

operation such as #select or #insert. The reason why we have 
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seven DME operations is to let the user intuitively think about 

document differences in terms of the seven Variation Types and 

map them to DME operations. Also, from our experience with 

using ART we know that by skillful use of these seven 

operations ART templates are much simpler than if we tried to 

address all the document Variation Types with a smaller number 

of operations.  

B. User Guide Template 

Document Architect creates templates using DME interface, 

for which she does not need to know ART or internal 

representation of Word documents. Document Architect’s view 
of a template is shown in Figure 5. Figure 8 shows an internal 

representation of a template and SPC to create the Staff User 

Guide (Figure 4). Our templates and SPC are written in Rich 

Text Format (RTF) parameterized with ART commands. 

Consequently, ART Processor also emits RTF documents. The 

choice of the format is irrelevant to our ability to parameterize 

document with ART commends. However, RTF makes text 

manipulation easy, as the whole document including formatting 

is defined as a text file. 

Document Developers define the required customizations via 

DME interface, from which DME generates an SPC.  The 

internal representation in RTF instrumented with ART is not 

easy to read, but it is hidden from users, generated and 

manipulated by DME user interface operations. 

SPC: 
#set SectionName = "Staff" 
#adapt "PCE_UserGuide.art" 

PCE_UserGuide.art: 
{\rtf1\ansi\deff0 \fs20 {\fonttbl {\f0 Times New Roman;}} 
{\pard\sb120\sa240 \qc \fs40 PCE for Agile Development: User Guide \par} 
Project Collaboration Environment is an integrated environment that 
supports Project teams in software development… 
#select SectionName 
    #option "Staff" 
        #adapt: "sectionTemplate.art" 
            #set extraLinkOperation = "" 
            #insert "data" 
Name: Full name of Staff\line 
Office: Room number of Staff\line 
… 
            #endinsert 
        #endadapt 
    #endoption 
    #option "Project" 
        #adapt: " sectionTemplate.art" 
            #set extraLinkOperation = ", Link with other projects" 
            #insert "data" 
Title: Project's title\line 
Type: Type of project Internal or External\line 
… 
            #endinsert 
            #insert "extra_actions" 
                #adapt "Project_extra_actions.art" 
            #endinsert 
        #endadapt 
    #endoption 
#endselect 

sectionTemplate.art: 
This section describes operations to manage ?@SectionName? Information 
in a Project Collaboration Environment.\line 
A ?@SectionName? profile contains the following information:\par} 
#break "data"\par} 
Available operations for ?@SectionName? module includes Create, 
Edit?@extraLinkOperation?, Delete, 
and Display ?@SectionName?'s information.\line 
The following sections provide detail instructions for each available 
operation for ?@SectionName? module 
Create a new ?@SectionName?}  

Figure 8. RTF document output from ART code
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VIII. FUTURE WORK 

The approach to managing families of similar documents 

presented in this paper, as well as DME are a proof of concept. 

We applied DME to a small number of documents. We also did 

usability tests to evaluate if the approach can be easily 

communicated to others, and if the DME’s user interface was 

simple and intuitive. We received mostly encouraging feedback 

from the evaluation. Some comments allowed us to refine the 

DME’s user interface. 
Still, much work needs be done before DME becomes a 

production quality tool (in terms of usability and reliability) that 

can be applied in real situations. Some issues, such as more 

intelligent user interface, may considerably improve usability of 

DME, but require further research, as we explain below.  

Our current DME prototype implements functions related to 

all document Variation Types except VT6 – repeated section. 

We are clear about internal mechanism to manage reuse of 

repeated sections, but still unclear about how to let DME users 

specify and then instantiate repeated sections in an easy way.   

DME described in the last section communicates with users 

in terms of variant document parts such as sentences or 

paragraphs. Such DME can provide effective assistance in 

managing documents in hands of technical staff, but it is too low 

level for non-technical staff.   

DME usability can be enhanced by allowing a Document 

Architect to model document variability and map it to template 

variation points. Feature diagrams [3] commonly used in 

Software Product Line [1] research and practice might be used 

to model document variability. Feature diagrams explicate 

common and variant features in an intuitive, hierarchical form 

that can be comprehended by non-technical staff. Document 

Architect can create feature diagrams for a given document 

family based on understanding of commonalities and 

differences in subject documents. When creating a custom 

document, Document Developer would select required variant 

features from the feature diagram, and DME would 

automatically inject relevant customizations to a template. This 

can eliminate (or at least substantially reduce) the need for 

manual customizations.  

Even higher-level of interaction can be achieved by letting 

DME users work on documents in terms of concepts of their 

application domain. Domain-specific languages and their 

generators can be implemented using Visual Studio’s DSL 
Toolkit. Both feature diagram-based and domain-specific mode 

of communication between users and DME will be more 

intuitive than the mode of communication described in the 

previous section. DME enhanced with the above features will 

provide higher levels of automation for document management, 

and will be easy to use for non-technical staff.  

Here is summary of functions that we plan to implement to 

further enhance usability of DME: 

1) DME will display a summary of customizations that 

occurred at specific variation points in custom documents 

created so far. 

2) Query-based analysis will allow users to selectively retrieve 

information from a customization history repository.  

3) DME will have a flexible rights-control system to 

allow/disallow different classes or users to perform certain 

actions. User rights will be applied to control which parts are 

read-only. 

4) DME will accept customization data from external sources 

such as databases, spreadsheets, data files, requirement 

management databases (such as DOORS), or already mentioned 

feature diagrams. 

5) Assistance will be provided for analysis of 

similarities/differences in existing document variants. If many 

documents already exist, identification of document variability 

may become difficult just using MS Word’s Compare function 

(described in Section A). Document analysis tool can compute 

editing distance similarity metrics to help Document Architects 

understand document variability, build a feature model, and 

identify a “typical” document, suitable for template creation. 
This will help Document Architect to create templates. 

6) DME will support Variation Point Documentation (VPD). 

VPD will allow users to enter/read meta-data of variation 

points. VPD will contain information such as variation point 

name, description, possible values, suggested customizations, 

etc. User customization rights will be contained in VPD.  

IX. RELATED WORK 

The presented approach has been inspired by research on 

software reuse. In Software Product Line (SPL) engineering [1], 

we manage a family of similar software products (e.g., financial 

products) from a common set of reusable software artifacts such 

as architecture shared by systems, source code components, 

documentation, test cases, etc. All SPL products are similar, but 

each one also differs from others in client-specific features. The 

impact of client-specific features shows as many changes that 

must be applied through code and documentation - a repetitive, 

time-consuming and error-prone process if done manually. 

Methods have been proposed to manage variability in software 

to address this problem, increasing productivity via software 

reuse, one of which is ART.  

DME can be viewed as a template engine, a tool that 

generates custom output from templates and a data model. 

Templates represent the textual contents in parameterized form, 

while data model defines parameter settings. In DME, 

parameter settings can be either imported or the user can define 

them in the interactive session, via DME user interface. DME is 

unique in fine-granular level of customizations, and in 

providing template engine capability for MS Word. 

Publishing tools such as Adobe FrameMaker™, DocBook™ 

and DITA™ generate documents and facilitate reuse of 

document fragments. However, these tools do not support 

customizations of reused fragments which is a key feature of 

DME approach. 

Generation of documentation for Software Product Lines is 

addressed in [4][5][6][7]. Research tools [4][7] extend 
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DocBook with document variability management, while 

commercial tools [5][6] generate custom documents from 

variability models. pure:variants [6] allows one to 

include/exclude  optional sections in MS Word documents 

based on selected features. DME supports optionality and yet 

other six document variation types (Section IV), and provides 

interactive means to manage document variability as well as 

importing of customization data. 

Commercial tools implement various approaches to 

document generation.  Many tools provide general means for 

document design; Q-Pulse stores document versions, provides 

facilities to track changes, but does not instantiate and propagate 

specific customizations  of document templates; we do; 

Intelledox generates documents based on selected rules; 

Corticon focuses on management of companies’ business 
rules/decisions as enterprise assets, and document generation in 

the context of supported business processes; Wizilegal supports 

end-user document creation via Web service; MS Word 

templates can be used to generate documents according to 

inputs from a database, Excel, XML or other data sources (data-

driven document generation). The general goal of these tools is 

the same as ours – to improve productivity of some aspects of 

document management. However, the specific goals and 

capabilities of these tools differ from ours mainly in the 

granularity and the nature of document variability that is 

addressed. We have not identified a document management tool 

on the market that focuses on managing client-specific detailed 

differences among multiple document versions, which is the 

strength of our approach. We believe our approach 

complements rather than competes with existing documentation 

tools.  

X. CONCLUSIONS 

We presented a method and tool called DME for managing 

families of similar documents. Implemented as an MS Word 

add-in, DME extends the concept of MS Word templates to 

achieve documentation reuse with automated propagation of 

custom changes during custom document generation. DME 

supports template creation and instantiation (document 

generation), automated propagation of customizations across 

documents and ease of adoption due to seamless integration of 

DME into the usual document processing model (Figure 1) and 

MS Word. We presented two implementation strategies for 

handling text manipulation: The first one uses Content Control 

API and is specific to MS Word technology, and the second one 

applied general-purpose text manipulation method and tool 

ART. 

We believe the ideas and technical approach to document 

management described in this paper could find applications in 

both software and non-software domains, where information 

reuse based on clear understanding of commonalties and 

differences among artifacts is important.  

Presented here DME is a proof of concept. In future work, we 

will apply DME in real world projects, validate basic 

assumptions, and build domain-specific interfaces to enhance 

DME’s usability. 
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Abstract—The  component-based  software  development
enables  to  construct  applications  from  reusable  components
providing particular functionalities  and simplifies application
evolution.  To  ensure  the  correct  functioning  of  a  given
component-based  application  and  its  preservation  across
evolution steps,  it  is necessary to test not only the functional
properties  of  the  individual  components  but  also  the
correctness of their mutual interactions and cooperation. This
is complicated by the fact that third-party components often
come without source code and/or documentation of functional
and  interaction  properties.  In  this  paper,  we  describe  an
approach for  performing rigorous  semi-automated testing  of
software components with unavailable source code. Utilizing an
automated  analysis  of  the  component  interfaces,  scenarios
invoking  methods  with  generated  parameter  values  are
created.  When  they  are  performed  on  a  stable  application
version and their runtime effects (component interactions) are
recorded, the resulting scenarios with recorded effects can be
used for accurate regression testing of newly installed versions
of  selected  components.  Our  experiences  with  a  prototype
implementation  show  that  the  approach  has  acceptable
demands on manual work and computational resources.

I. INTRODUCTION

HE component-based software development is an im-

portant part of contemporary software engineering. It is

based on the utilization of isolated reusable parts of the soft-

ware (called software components), which mutually provide

and require services (i.e., functionalities) using public inter-

faces. A component can be utilized in multiple applications

and,  at  the  same time,  an  application  can  be  constructed

from components created by different developers [1].  This

reinforces the necessity for testing.

T

The functionality of an individual component should be

tested primarily by its developer. However, it is also neces-

sary to test the functionality of the entire component-based

application where the correct cooperation of the components

is no less important. The situation is complicated by the fact

that many components exist in several versions. 

This work was supported by Ministry of Education, Youth and Sports of
the Czech Republic, project PUNTIS (LO1506) under the program NPU I.

The versions of a single component can differ by the in-

ternal behavior (different computations), by external behav-

ior (different interactions with other components), or by the

interface (different provided and required services). Theoret-

ically,  the  change  of  internal  behavior  of  a  component

should not affect the behavior of the entire application. Nev-

ertheless, in reality, the change can introduce an unwanted

error  into the new version,  add or  remove side  effects  of

some method invocations, prolong computation, which can

cause a time-out to expire, and so on. When installing a new

version of a component to a functional component-based ap-

plication, adequate regression testing is, therefore, desirable

even  when  there  are  no  apparent  external  changes  of  the

component.

The usually  performed manual  testing  is  a  lengthy  and

costly process and its automation is desirable wherever pos-

sible. In this paper, we describe an approach for semi-auto-

mated  regression  testing  of  software  components  whose

source code is not available (e.g., third party components).

The approach  is  suited  for  checking  whether  a  newly  in-

stalled version of a component exhibits the same behavior

within a component-based application as its old version. The

approach uses static analysis of the component implementa-

tions and employs methods of aspect-oriented programming

and stochastic testing to record runtime behavior of the ap-

plication with the old and new version of a component. The

comparison of both recordings can then reveal possible dif-

ferent behaviors and thus support debugging on the architec-

tural level. 

The description of the approach along with its validation

on two case studies is the main contribution of this paper. Its

structure is  as  follows.  The following section provides  an

overview of the basic notions and Section III discusses re-

lated  work  in  component  analysis  and  testing.  Section IV

covers  the  details  of  the  proposed  approach.  Section V

presents its validation including an analysis of performance

implications,  and  Section VI  summarizes  the  contribution

and future work.
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II. SOFTWARE COMPONENTS 

In component-based software development, the 

applications are sets of individual software components. 

A. Basic Notions 

A software component is a black-box entity, which 

provides services to other components via its well-defined 

interfaces and may require services of other components in 

order to function. The inner state of a component is not 

observable from the outside. So, the components are 

expected to mutually interact solely using their interfaces. A 

component should be reusable (i.e., it can be used in multiple 

applications) and, at the same time, a component-based 

application can be constructed from components created by 

different providers. These features are common to the 

majority of software components regardless of the 

component model [1]. 

A component model prescribes the behavior, interactions, 

and features of its software components and is implemented 

by (usually several) component frameworks. The 

experimental implementation of the interface-based 

component testing approach described in this paper has been 

created for the OSGi component model. OSGi [2] is a 

dynamic component model for the Java programming 

language. It is currently widespread in both industrial and 

academic spheres making it a good choice for 

experimentation. There are several commonly used 

implementations of the OSGi component model (i.e., OSGi 

frameworks), for example Equinox [3] or Felix. 

In OSGi, the components are referred to as bundles. Each 

bundle has the form of a single Java .jar file with 

additional information related to the OSGi component model 

(e.g., name of the bundle, version of the bundle, lists of 

provided/required packages, etc.) [2]. Each bundle can 

provide one or more services represented by standard Java 

interfaces. Together, the classes in exported packages and 

the provided services form the accessible interface of the 

OSGi components. 

The dynamic nature of the OSGi means that the bundles 

can be installed, started, stopped, and uninstalled without the 

necessity to restart the OSGi framework [4]. For this 

purpose, the OSGi framework runtime provides standard 

methods [2] for the exploration of the bundle’s context (i.e., 

environment) and the control of its life cycle. 

B. Testing of Software Components 

Testing of individual software components is similar to 

testing of ordinary monolithic software applications. 

However, the extra problems, which can be caused by the 

third party composition, need to be considered. 

Generally, the testing methods can be divided according to 

the available knowledge of the tested software [5]. If its 

source code is known, it can be (and usually is) used for the 

preparation of the testing, leading to the white-box testing. If 

their source code is unknown or not considered in test 

preparation (the black-box testing), other resources can be 

used for test preparation such as descriptions of the expected 

software behavior, the definition of its user and application 

interfaces, and so on [6]. The source code is often 

unavailable when we want to utilize a third party component 

in our component-based application and we want to test it 

first (both individually and as a part of our application). 

Regardless the type of the testing, its principle lies in 

subjecting the tested component(s) to a set of stimuli and 

observing the congruence of their reactions with the 

expected ones [7]. In most real situations, it is not feasible to 

test the responses to all possible stimuli. Instead, a subset of 

all possible stimuli is used. In that case, it is important to 

ensure that the stimuli of the subset represent well the 

complete set of stimuli and various methods for the subset 

creation are used in practice [5].  

An important criterion of the testing is its coverage, i.e. 

the amount of implementation code exercised by the tests. In 

the case of black-box component testing, coverage can be 

measured by the different invocations of individual 

operations on both provided and required sides of the 

component interface, considering also the actual parameter 

values. An important constraint is that it must be possible to 

achieve good coverage using the chosen subset of stimuli in 

a reasonable time [6]. 

The test design is usually described in so-called scenarios 

containing the stimuli and (optionally) the expected effects. 

Considering the testing of software components with 

unknown source code (i.e., black-box testing), each stimulus 

corresponds to an invocation of a service method provided 

by the tested component. The effects can be for example the 

return of a value or an invocation of an (outgoing) operation 

through the required side of component’s interface.  

When the scenario is executed, manually or in an 

automated way, the actual effects are compared to the 

expected ones to establish whether the component complies 

with the behavior specified by the scenario. Automated 

testing allows the scenarios to be executed repeatedly, which 

is important for the regression testing verifying whether new 

versions of components exhibit the same – or equivalent – 

behavior as the previous version(s). This aspect is important 

with respect to the highly flexible composition of 

components by third parties where the component provider 

cannot foresee the ultimate configuration of the component-

based applications. 

III. RELATED WORK 

The approach for the semi-automated testing of software 

components with unknown source code is related to several 

existing approaches, which are described below. 

A. Behavioral-Diagram-based Scenarios Generation 

Many approaches to testing scenarios generation are based 

on behavioral diagrams of UML (e.g., activity diagrams, 

sequence diagrams, state machine diagrams, etc.) [8]. The 
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approaches described below are not intended for utilization 

with software components, because such examples are rare. 

The activity diagrams are used for example in [6] for 

object-oriented applications. There, these diagrams 

representing concurrent activities (corresponding to method 

invocations) in an application are exhaustively explored. The 

scenarios are generated during the exploration. Because the 

exploration of all possible flows in the diagrams is infeasible 

for large applications, there are some constraints based on 

the application domain. These constraints are used to discard 

illegal or irrelevant scenarios [6]. 

The activity diagrams are also used in [8] where they are 

generated from multiple UML use case diagrams. Their 

purpose is to express the concurrency of the use cases. The 

exploration of the created activity diagrams is again used for 

the generation of the testing scenarios. The approach is 

intended for object-oriented applications [8]. 

B. Natural-Language-based Scenarios Generation 

The generation of the testing scenarios from a 

specification in natural language is an appealing approach. 

Nevertheless, this approach is still difficult to implement 

because of the poor understandability, ambiguity, 

incompleteness, and inconsistency of natural language [9]. 

To overcome these difficulties, a set of restrictions is 

commonly used. 

A restricted form of natural language is used for 

descriptions of the use cases in [10]. From them, a control-

flow-based state machine is created for each use case. These 

state machines are then combined into a single global system 

level state machine. The testing scenarios are then created by 

this state machine exploration [10]. 

A similar approach was considered in our previous 

research focused on the simulation-based testing of software 

components based on the descriptions of use cases written in 

natural language (see Section III.E). These descriptions are 

transformed into an overall behavioral automaton (OBA) 

using the FOAM tool [11]. Using the OBA, the testing 

scenarios can be generated. The restrictions of the approach 

lie in the descriptions of uses cases, which must conform to 

the rules described in [12], and in the necessity to manually 

enrich the descriptions of use cases with the annotations 

describing the flow of the program and its temporal 

dependencies, as well as connections between the actions in 

use cases and the corresponding method invocations [13]. 

C. Interface-Probing-based Scenarios Generation 

Interface probing is an approach, which utilizes the public 

interface of a software component (or another piece of 

software with a defined interface) for the examination of its 

behavior. This approach does not require the source code or 

any knowledge of the internal working of the software 

component. So, it is convenient for the black-box testing. Its 

basic idea is used in our approach as well (see Section IV). 

Using the interface probing, the interface of the 

component – the services of the component and their 

methods – is identified first. Then, the input values for the 

methods are generated and the methods are invoked using 

them. The outputs of the methods are then observed [14], 

[15]. For this purpose, the tested component can be wrapped 

in an encasing object controlling the input and output data 

flows [16]. 

A disadvantage of this approach is the necessity to 

generate the input values. This can be done randomly, 

systematically, or manually. In any case, it is possible that 

input values will be omitted, which are in fact important for 

examination of the behavior of the tested component [14]. 

The programmer therefore needs to instruct the generator on 

suitable value ranges, using a set of the test design methods 

[5] and based on other descriptions (e.g., Javadoc) of the 

component if available. 

D. Static Byte Code Analysis 

The static byte code analysis is an example of checking of 

the applications constructed from software components of 

various developers for type inconsistencies. These 

inconsistencies can arise even in statically-typed languages 

(e.g., Java), considering the component-based application. 

Because each component is compiled separately, the mutual 

dependencies of the components are not considered by the 

compiler [17]. 

A solution of this issue proposed in [17] is the byte code 

analysis. It consists of three steps – the discovery of 

component dependencies, the matching of component 

dependencies, and the consistency verification. All the 

information necessary for all steps is extracted from the byte 

code. During the analysis, a graph representing the 

dependencies of the components is created. The graph is 

then traversed and the particular dependencies are checked 

for the type compatibility. 

Although this approach represents a reliable method for 

the static determination of the compatibility of software 

components of a single component-based application, it 

cannot detect problems, which are not type-related. For 

example, if a method returns null instead of an expected 

instance, the problem will not be detected [17]. 

E. Simulation Testing 

The basic idea of the approach described further in this 

paper (see Section IV) was already utilized for the 

simulation testing of software components during our 

previous research [18]. This approach was based on the 

testing of real software components in a simulated 

environment. The testing was based on a discrete-event 

simulation when the individual events corresponded to the 

invocations of the particular methods of the tested 

component. Simulated and intermediate components were 

used to observe and record the behavior of the tested 

component [18]. 

The issues of this approach were the discrepancies of the 

tested software components running in a real time and the 

simulation running in a discrete time and the necessity to 
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create the simulation and intermediate components [18]. 

Hence, the discrete simulation was abandoned and the entire 

process was significantly simplified. The result is the 

approach described further in this paper (see Section IV). 

IV. INTERFACE-BASED COMPONENT TESTING 

As was mentioned above, the main theme of this paper is 

an approach for the black-box regression testing of software 

components in a component-based application – the inter-

face-based component testing. During the regression testing, 

we are determining whether the application with the old and 

the new version of a component exhibits the same behavior.  

In this section, we describe its idea, the model of 

application it uses, and the particularities of a prototype 

implementation. The overall process works as follows. It 

starts with the analysis of the interfaces, services, and 

methods of software components of a component-based 

application. Based on this analysis, the sets of invocations of 

the particular methods are generated and then performed. 

The consequences of each invocation are observed and 

recorded. The result is a testing scenario with actions and 

their consequences. The scenario can be then used to check 

whether a newly installed version of a component in a 

component-based application exhibits the same behavior as 

its old version. 

The details of the key parts of this process are discussed 

below, including experimental implementation aspects. 

A. The Invocations-Consequences Data Structure 

Usually, our method assumes that the entire component-

based application is subject to the testing, because the 

components inside a single application interact with each 

other and these interactions are important to uncover the 

behavior of the components. This is the main difference from 

the interface probing method (see Section III.C) where each 

component is tested alone. 

The service methods need to be determined for all the 

components of the tested application. This can be in general 

done by any method, which is able to recover complete 

method signature information. The components, their 

services, and their methods are explored and their identifiers 

are inserted into a tree data structure (see Fig. 1a). 

An initial set of invocations for each of the methods thus 

determined is generated and added to the tree data structure. 

A set of test data values for each parameter of the method 

has to be provided in conjunction; each invocation is created 

as a unique permutation of the values of all parameters of the 

method.  

In the current implementation of the approach (see 

Section IV.C), we use fully automatic generation of 

parameter values with a rather straightforward approach to 

cover the main test cases. The generated values depend on 

the parameter types. For primitive types, several 

representative and border values are generated. For general 

objects, only null value is used. 

 

Fig. 1 The tree data structure 

 

Additionally, when the user knows, which parameter 

values are critical for the tested component application, he or 

she can select any method, set the required parameter values 

and thus create and add a new invocation. The user can also 

restrict the set of generated values, where appropriate. 

In principle, it would not be necessary to use all methods 

for the initial invocation set to achieve good coverage. Since 

the source code is unknown however, the (side) effects of the 

methods execution are unknown as well. Hence, with the 

utilization of all methods, the probability of better 

exploration of the behavior of the components is higher than 

if some methods were excluded. 

Once the initial invocations are added to the tree data 

structure, they are performed (i.e., the application is 

executed in a testing mode) and their consequences (effects) 

are observed and recorded. The consequences of a method 

invocation are: the return of a value, a raised exception, a 

value change in the “out” parameters of the method, a sub-

sequent invocation of a service method of another (depended 

on) component, and a change of the inner state of the 

component. The change of the inner state of the component 

is different from the others consequences, because it is not 

easily observable. Hence, it is not considered by our method. 

There can be more than one consequence per an 

invocation of a method. All consequences are recorded and 

inserted into the tree data structure (under the invocation, 

which caused them), but only if they are not already present. 

Each invocation consequence record incorporates its type 

and further data depending on this type (e.g., the return 

value, the instance of an exception, etc.).  

The subsequent (outgoing) invocations are the most 

important consequences. Each subsequent invocation is 

described by the method it is invoking and the unique 

permutation of its parameter values. When a subsequent 

invocation of a method is performed such that has not yet 

been observed, it is recorded along with its parameter values. 
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This invocation is then added to the generated and already 

recorded invocations in the tree data structure. These 

invocations are valuable, because their parameter values are 

genuine, created by the internal logic of the component, 

which invoked the method. They can for example contain 

instances of objects, which would be difficult to generate 

automatically. Again, this is a substantial difference from the 

interface probing method (see Section III.C).  

The disadvantage of recording the subsequent invocations 

in this way is that we cannot be entirely sure what their 

actual cause was. As the components under tests are black 

box, we cannot create their full behavioral model and 

determine the causal relation between the method invoca-

tions. For example, if a component uses active threads, it can 

perform invocations on other components independently on 

the incoming invocations performed on its service methods. 

The invocations performed by such (internal) threads can 

still be intercepted and added to the tree data structure. Even 

though there is no causal relation between them and the 

incoming invocation, which preceded them chronologically, 

a false cause-effect relation is still recorded in the tree data 

structure. This may cause false alarms during the comparison 

of the tree data structures (see Section IV.B), because the 

corresponding invocation-consequence pairs may not occur 

in further application executions. The mitigation of this 

problem can be repeating the invocation and further analysis; 

it is a part of our future work. 

In order to maximally exploit the subsequent invocations 

during the testing, the invocation-driven exploration of the 

tree data structure repeats several times. The subsequent 

invocations generated in nth exploration can be performed in 

the (n + 1)th run and its consequences observed. When no 

new consequences are generated, the exploration ends. 

In the final tree structure, all invocations and 

consequences contain the number representing the iteration, 

in which they were inserted (starting with 1). The initial 

generated invocations or provided by the user prior to the 

exploration of the structure are numbered 0. The filled tree 

data structure is therefore enriched by the invocation 

consequences (see Fig. 1b) and by the invocations extracted 

from the subsequent invocations. This structure can be then 

saved to a file as a testing scenario. 

B. Testing Application Evolution: Comparison of Tree 

Data Structures 

The stored tree data structure is useful when a new version 

of a component is installed to the component-based applica-

tion. In this case, it can be tested whether the application 

with the new version of the component exhibits the same 

behavior as the old version (regression testing). For this 

purpose, the entire process described in Section IV.A is 

performed for the application with the new version of the 

component. The result is again the filled tree data structure. 

The original tree data structure (corresponding to the 

behavior of the application with the old version of the 

component) is then loaded from the file and the structures 

are compared. The comparison is performed on each level of 

the two tree data structures, which use the same set of initial 

invocations, starting from the component level. 

If a component is only in one tree data structure, this 

difference is reported and the services of this component are 

not considered further. For each pair of corresponding 

components, their services are compared by their names. If a 

service is only in one tree data structure, this difference is 

reported and the methods of this service are not considered 

further. For each pair of corresponding services, their 

methods are compared by their signatures. If a method is 

only in one data structure, this difference is reported and the 

invocations of this method are not considered further. 

Analogically, this continues down to the invocation 

consequences level (see Fig. 2 for examples). 

 

 

Fig. 2 Comparison of two tree data structures 
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The differences are expected to occur mainly in the 

invocations and invocation consequences levels of the tree 

data structure. Such a difference means that the tested 

component-based application with the new version of the 

component exhibits a different behavior. A difference on the 

methods level or on the services level implies the change in 

the public interface of the component. Our method is of 

course capable to detect these changes, but they can be 

detected also by the other means such as advanced methods 

of static analysis (e.g., see [17]). However, discovering 

differences in the invocations and consequences level by the 

static verification is difficult. Since these differences can 

mean significant problems in the tested application, the 

described interface-based component testing add significant 

value to the functional verification process. 

C. Experimental Implementation and Its Discussion 

The approach has been implemented for the Java 

programming language and the OSGi component model; 

however, the main ideas behind it can be used for other 

component models and programming languages as well. The 

implementation is a part of our Interface Analysis Tool 

(InAnT), which has the form of a single component (OSGi 

bundle) and is expected to be installed in the same OSGi 

framework as the tested component-based application. 

The interface-based testing begins when the InAnT 

component and the components of the tested application are 

started. The tool searches for all available components and 

their registered services using standard methods of the OSGi 

framework for this purpose. A proxy is then automatically 

created and assigned to each registered service of the 

components. This is achieved using standard OSGi hooks 

[2]. Each future invocation of a method of a service is 

subsequently mediated by the corresponding proxy, which 

records the invocation and executes it on the corresponding 

component using Java reflection. This way, all method 

invocations performed within the tested component-based 

application can be detected and traced.  

The proxies are similar to but much simpler than the 

intermediate components used in simulation testing (see 

Section III.E and [18]). There is a single generic proxy 

implementation whose sole purpose is to record method 

invocations and, for each registered service, there is one 

proxy instance. The intermediate components, on the other 

hand, incorporate functionalities related to the running of the 

components in a simulated environment [18]. Moreover, 

each service has an intermediate component designed 

specifically for it. 

There can be more than one independent component-

based application deployed in one OSGi framework. So, the 

user is encouraged to select the components of the 

application intended for the testing. It is possible to select 

only some components of the application, but the testing is 

then likely to be incomplete. Once the components for the 

testing are selected, the methods of their services are 

determined using Java reflection (since the services 

correspond to standard Java interfaces – see Section II.A) 

Since the framework services do not guarantee that the 

components are discovered in the same order across different 

framework runs, the components are sorted by bundle 

symbolic name in the tree data structure. Similarly, particular 

services of each component and particular methods of each 

service are sorted as well. This way, it is ensured that the 

initial set of invocations is always executed in exactly the 

same order. This is the necessary condition for the correct 

comparison of two tree data structures. 

The automatic generation of the invocations and their 

parameter values is deterministic and repeatable. Therefore, 

it does not negatively influence the comparison. However, 

when the user adds invocations manually or restricts the 

range of the parameter values of the automatically generated 

invocations, it is vital that he or she uses the same settings 

(including the order of manually added invocations). 

As it was described in Section IV.A, the parameter values 

generated by our implementation depend on the parameter 

types. For the number types, a set of representative values is 

generated. These values include the maximal and minimal 

possible values, 0, -1, 1, and several negative and positive 

values with a constant step. The size of the step can be 

selected by the user and can significantly influence the 

number of values and consequently the number of generated 

invocations. For the boolean type, both possible values are 

generated. For the char type, several single-byte values 

(corresponding to letters, digits, punctuation, and non-

printable characters) and several double-byte values are 

generated. For enum types, all possible values including the 

null value are generated. For the String class, the null 

value and the empty string are generated. For the wrapping 

classes of the primitive types (e.g., Integer for int or 

Character for char), the same values as for the primitive 

data types and null value are generated. For the remaining 

classes, only the null value is generated.   

The invocations of the tree data structure are then 

performed as described in Section IV.A. Their consequences 

are observed directly (the return of a value, a raised 

exception, a value change in parameters of the method) or 

indirectly by the proxies (a subsequent invocation). 

The filled tree data structure can be then stored to a 

specific XML file. The XML format was chosen because of 

its hierarchical nature and legibility for humans, which is 

useful during the development. The stored filled tree data 

structure can be compared to another stored filled tree data 

structure or to filled tree data structure created in the 

memory. The comparison is performed as described in 

Section IV.B. 

V. VALIDATION AND RESULTS 

The described interface-based component testing 

approach was validated by two sets of tests. The first one 
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was focused on the dependency of the number of generated 

invocations on the number of methods and the number of 

their parameters; this is described in Section V.B. The 

second set of tests was focused on the testing the ability of 

the approach to discover the different behavior of the tested 

application when a new version of a component was installed 

(see Section V.C). 

A. Environment and Application Used for Testing 

All tests were performed on a single desktop computer 

with quad-core Intel i7-4770 CPU at 3.40 GHz, 16 GB of 

RAM, and 1TB HDD. The software environment consisted 

of the operating system Windows 7 SP1 (64 bit), Java 1.6 

(32 bit), and the Equinox OSGi framework. 

A component-based application of our own design was 

used for the first set of tests. We chose not to use a 3rd party 

application to facilitate the analysis and manipulation of the 

test application source code (e.g., add and remove methods 

and their parameters, change the behavior of the methods, 

etc.) in order to test various features of the approach. The 

test application is a simple tool for mathematical calculations 

and processing of strings. It consists of five components (see 

Fig. 3). The Utilities component represents the 

interface of the entire application. The methods of its service 

perform high-level operations. The Text component 

provides a service for the processing of strings and utilizes 

the Calculator component for mathematical operations. 

The Calculator component provides a service for 

mathematical operations including geometrical 

transformations. For this purpose, it utilizes the Geometry 

component. The Logger component logs the running of the 

Utilities component. 

For the second set of tests, the test application was used as 

well, but, additionally, we used the well known CoCoME 

(Common Component Modeling Example – see [19]) 

application to demonstrate that our interface-based 

component testing approach is able to work with a real world 

application. The implementation, which was used for the 

testing, was developed internally in our group. 

B. Dependency on Number of Methods and Parameters 

From the description of the generation of the invocations 

for the methods in the tree data structure (see Section IV.C), 

it is obvious that the number of generated invocations grows 

very rapidly. We expected that it grows linearly with the 

total number of methods and exponentially with the number 

of parameters of each single method. In order to verify the 

assumption, a set of tests was performed. 

First, the dependency of the number of generated 

invocations on the number of parameters of a single method 

 

 

Fig. 3 The component-based application used for the testing 

was investigated. The Utilities component was used for 

this purpose. All its methods were removed and a testing 

method was added.  The method had between one and ten 

parameters, either all int parameters or all String 

parameters. When the number of parameters was changed, 

the component was recompiled and the invocations were 

generated for it. 

The results are depicted in Fig. 4a. As expected, the 

dependency on the number of parameters is exponential 

(note the logarithmic scale of the y-axis). It can be also 

observed that the increase in the number of generated 

invocations is far steeper for the int parameters than for the 

String parameters. In fact, an out of memory exception 

occurred for more than 6 int parameters. This difference is 

caused by the number of generated values used for each 

parameter (9 for int, and only 2 for String – see 

Section IV.C). So, the user should limit the range of the 

generated values wherever he or she is able (e.g., based on 

the documentation of the component). Although these results 

seem to negatively affect the usability of our approach, it 

should be noted that methods with more than 6 parameters 

are quite rare. Moreover, it is possible not to use all existing 

combinations of parameters, but use the common t-way 

approach (discussed for example in [20]) instead. 

Second, the dependency of the number of generated 

invocations on the number of methods with 5 parameters 

within one component was investigated. The parameters 

were String, Object, Object, int, and double. The 

number of parameters was chosen as a higher than average 

number in common applications. Similarly, the parameter 

types were chosen to represent common methods. Again, the 

Utilities component was used for testing and the tests 

were performed in the same way. The results are depicted in 

Fig. 4b. As expected, the dependency on the number of 

methods is linear (note the linear scale on the y-axis). This 

means that the number of methods per component does not 

significantly affect the usability of our approach. 

Third, the dependency of the number of generated 

invocations on the number of components each with 10 

methods (with total of 26 parameters of various types) was 

investigated. All the components of the test application (see 

Section V.A) were used for this purpose. The results are 

depicted in Fig. 4c. Again, the dependency on the number of 

components is linear and thus the number of components 

does not significantly affect the usability of our approach. 

The absolute number of generated invocations is highly 

dependent on the tested application. The purpose of the 

described set of tests was merely to investigate the 

dependency of the generated invocations count on the 

number of method parameters, the number of methods, and 

the number of components. It was shown that the major 

problem is the high number of method parameters. This can 

be mitigated by a more advanced generation of parameter 

values and the usage of the t-way approach, which is a part 

of our future work. 
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Fig. 4 Dependencies of the number of generated invocations 

C. Functioning of the Entire Approach 

In order to demonstrate the functioning of the entire 

interface-based component testing on an example, the second 

set of tests was performed using the same test application 

and the CoCoME application. The purpose of the tests was 

to demonstrate the ability of the approach to uncover 

changes in the component behavior. 

First, the testing method was performed on the test 

application. The numbers of methods and the total numbers 

of parameters per component are summarized in Table I. The 

user did not provide any initial invocations nor placed any 

restrictions on the invocation generation. The result of the 

method – the filled tree data structure – was stored to a file. 

Then, three changes were separately performed to the 

Calculator component. For each change, the testing was 

performed again. The resulting filled tree data structure was 

then compared to the tree data structure created earlier for 

the original component. The differences are summarized in 

Table II. The first change (#1) was one added method (with 

4 parameters) to the Calculator component. Second 

change (#2) was that one method of this component ceased 

to throw an exception when invoked with the null value. 

The third change (#3) was that one method of this 

component started to return null instead of an instance. 

The first change caused only one difference on the 

methods level. Of course, the filled tree data structure with 

the added method incorporates its invocations (and their 

consequences) as well (see column #1 in Table II). However, 

this is not counted as a difference, since the comparison does 

not explore lower levels of branches of the filled tree data 

structures when a difference is discovered on the higher 

levels. The second change caused numerous differences on 

the invocations and consequences levels (see column #2 in 

Table II), because the changed behavior of the method (i.e., 

not throwing an exception when invoked with the null 

value) influenced other methods as well. The third change 

caused numerous differences on the consequences level only 

(see column #3 in Table II). 

Second, the testing method was performed on the 

CoCoME application. The numbers of methods and 

parameters of the utilized components of the CoCoME 

application are summarized in Table III. Again, the user did 

not provide any initial invocations nor placed any restrictions 

on the invocation generation. The testing was performed the 

same way as with the test application (see above). Three 

changes were separately performed to the Data component. 

The differences are summarized in Table IV. The first 

change (#1) was one added method (with 1 parameter) to the 

Data component. Second change (#2) was that one method 

of this component ceased to throw an exception when 

invoked with the null value. The third change (#3) was that 

one method of this component started to return null instead 

of an instance. 

The first change caused only one difference on the 

methods level. The second change caused several differences 

on the consequences levels (see column #2 in Table IV), but 

not on the invocations level like the similar change in the test 

application (see Table II). The reason is that in the CoCoME 

application, the second change did not affect other methods. 

The third change caused only one difference on the 

consequences level (see column #3 in Table IV). 

It should be also noted that there are no subsequent 

invocations in Table IV. This does not mean that the 

components do not utilize services of the other components. 

The reason is that, in the CoCoME application (unlike the 

test application), the majority of the inter-component 

interactions are performed using OSGi Events, which are 

currently not intercepted by the interface-based component 

testing implementation. Despite this setback, the approach 

did uncover all introduced differences. 

1342 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



 

 

 

 

TABLE I. NUMBER OF METHODS AND PARAMETERS OF THE 

COMPONENTS OF THE TEST APLICATION 

Component Number of methods Total number of parameters 

Geometry 3 4 

Calculator 16 21 

Logger 5 3 

Text 7 10 

Utilities 4 8 

 

TABLE II. DIFFERENCES OF THE FILLED TREE DATA STRUCTURES OF 

THE TEST APPLICATION 

Structure Original #1 #2 #3 

Explorations 3 3 3 3 

Generated invocations 895 917 895 895 

Subsequent invocations 747 769 569 725 

Exceptions 10 10 9 10 

Return values 910 933 890 910 

Parameters changes 0 0 0 0 

Differences (methods) N/A 1 0 0 

Differences (invocations) N/A 0 21 0 

Differences (consequences) N/A 0 202 22 

 

TABLE III. NUMBERS OF METHODS AND PARAMETERS OF THE 

COMPONENTS OF THE COCOME APPLICATION 

Component 
Number of 

methods 

Total number of 

parameters 
Coordinator 1 1 
Data 16 25 
Dispatcher 2 6 
Reporting 3 3 
Store 12 8 
Bank 2 3 
CardReaderController 3 3 
CashBoxController 7 7 
CashDeskApplication 10 10 
CashDeskGUIController 10 10 
LightDisplayController 2 2 
ScannerController 1 1 

 

TABLE IV. DIFFERENCES OF THE FILLED TREE DATA STRUCTURES OF 

THE COCOME APPLICATION 

Structure Original #1 #2 #3 

Explorations 2 2 2 2 

Generated invocations 297 299 297 297 

Subsequent invocations 0 0 0 0 

Exceptions 224 224 213 224 

Return values 1 3 12 1 

Parameters changes 0 0 0 0 

Differences (methods) N/A 1 0 0 

Differences (invocations) N/A 0 0 0 

Differences (consequences) N/A 0 11 1 

 

The second set of tests successfully demonstrated that the 

interface-based testing was able to uncover all three 

introduced differences in both component-based 

applications. The thorough testing of the method including a 

significantly higher number of components and third party 

applications is a part of our future work. 

VI. CONCLUSION 

In this paper, we described an approach to component 

testing automation, with scenario generation and 

augmentation based on a static interface analysis and runtime 

logging. The approach can be used for detecting the 

differences in the behavior of various versions of a software 

component inside a given component-based application. 

The feasibility and effectiveness of the approach, as well 

as its limitations, were demonstrated using two sets of tests, 

which were performed using a prototype test generation 

implementation. Although the extent of generated data 

(parameter value combinations) grows prohibitively fast in 

the fairly rare case of methods with many parameters, the 

number of tested components does not significantly affect 

the usability of our approach. 

For future work, enhancing the formal models, on which 

the approach is based, could improve coverage while 

reducing test set size. Further, considering the effects of 

threading together with exploring the possibility of recording 

all occurrences of the invocation consequences, not only the 

first one, should improve test quality through better 

information about the behavior of the components. We will 

also explore the behavior of our method when there are two 

or more new versions of components in the tested application 

and focus on the situations when a subset of highly 

dependent components is changed for new versions in the 

component application.  

The priority of our future research is however the 

improved generation of parameter values for method 

invocations. We are working on creating an automatic 

generator that will provide the complex testing data, such us 

objects or object collections with all attributes set to values 

fulfilling expected criteria. This requires a method for 

describing the limits for the object attributes and also a tool 

that will be able to analyze object structure, including 

references to other objects and create automatically the 

necessary testing data
1
. Furthermore, along with attribute 

description, analysis of program control flow can be used in 

order to create tests that will provide sufficient coverage of 

tested application. 

REFERENCES 

[1] C. Szyperski, D. Gruntz, and S. Murer, Component Software – 

Beyond Object-Oriented Programming, ACM Press, New York, 2000. 

[2] The OSGi Alliance, OSGi Service Platform Core Specification, 

release 4, version 4.2, 2009. 

[3] J. McAffer, P. VanderLei, and S. Archer, OSGi and Equinox: 

Creating Highly Modular JavaTM Systems, Pearson Education Inc., 

2010. 

[4] D. Rubio, Pro Spring Dynamic Modules for OSGiTM Service 

Platform, Apress, USA, 2009. 

[5] G. J. Myers, T. Badgett, and C. Sandler, The Art o Software Testing, 

Third Edition, John Wiley and Sons, Inc., Hoboken, 2012. 

[6] P. G. Sapna and H. Mohanty, “Automated Scenario Generation based 

on UML Activity Diagrams,” International Conference on 

                                                           
1 Current implementation is at https://github.com/mrfranta/jop 

TOMAS POTUZAK ET AL.: INTERFACE-BASED SEMI-AUTOMATED TESTING OF SOFTWARE COMPONENTS 1343



Information  Technology,  2008,  December  2008,  pp.  209–214,
http://dx.doi.org/10.1109/ICIT.2008.52

[7] S. J. Cunning and J. W. Rozenbiit, “Test Scenario Generation from a
Structured  Requirements  Specification,”  IEEE  Conference  and
Workshop  on  Engineering  of  Computer-Based  Systems,  1999,
Proceedings,  March  1999,  pp.  166–172,
http://dx.doi.org/10.1109/ECBS.1999.755876

[8] X.  Hou,  Y.  Wang,  H.  Zheng,  and  G.  Tang,  “Integration  Testing
System  Scenarios  Generation  Based  on  UML,”  2010  International
Conference  on  Computer,  Mechatronics,  Control  and  Electronic
Engineering,  August  2010,  pp.  271–273,
http://dx.doi.org/10.1109/CMCE.2010.5610488

[9] V. A. De Santiago Jr. and N. L. Vijaykumar, “Generating model-based
test  cases from natural  language requirements  for space  application
software,”  Software  Quality  Journal,  vol.  20(1),  2012,  pp.  77–143,
http://dx.doi.org/10.1007/s11219-011-9155-6

[10] S. S. Somé and X. Cheng, “An Approach for Supporting System-level
Test Scenarios Generation from Textual Use Cases,” Proceedings of
the 2008 ACM symposium on Applied computing, Fortaleza, 2008,
pp. 724–729, http://dx.doi.org/10.1145/1363686.1363857

[11] V. Simko, D. Hauzar, T. Bures, P. Hnetynka, and F. Plasil, “Verifying
Temporal Properties of Use-Cases in Natural Language,” LNCS, Vol.
7253, 2011, pp. 350–367, http://dx.doi.org/10.1007/978-3-642-35743-
5_21

[12] A. Cockburn, Writing Effective Use Cases. Addison-Wesley, 2000.
[13] T. Potuzak and R. Lipka, “Possibilities of Semi-automated Generation

of  Scenarios  for  Simulation  Testing  of  Software  Components,”
International Journal of Information and Computer Science, vol. 2(6),
September 2013, pp. 95–105.

[14] B. Korel, “Black-Box Understanding of COTS Components,” Seventh
International  Workshop  on  Program  Comprehension,  Pittsburgh,
1999, pp. 92–99, http://dx.doi.org/10.1109/WPC.1999.777748

[15] S.  Liu and W. Shen, “A Formal Approach to Testing Programs in
Practice,” 2012 International Conference on Systems and Informatics,
Yantai,  2012,  pp.  2509–2515,  http://dx.doi.org/10.1109/
ICSAI.2012.6223564

[16] J. M. Haddox, G. M. Kapfhammer, and C. C. Michael, “An Approach
for  Understanding  and Testing  Third Party Software  Components,”
Proceedings of Annual Reliability and Maintainability Symposium,
Seattle,  2002,  pp.  293–299,  http://dx.doi.org/10.1109/
RAMS.2002.981657

[17] K. Jezek, L. Holy, A. Slezacek, and P. Brada, “Software Components
Compatibility Verification Based on Static Byte-Code Analysis,” 39th
Euromicro Conference Series on Software Engineering and Advanced
Applications, Santander, September 2013, pp. 145-152,  http://dx.doi.
org/10.1109/SEAA.2013.58

[18] T. Potuzak and R. Lipka, “Interface-based Semi-automated Generation
of  Scenarios  for  Simulation  Testing  of  Software  Components,”
SIMUL 2014 -  The Sixth International Conference on Advances in
System Simulation, Nice, October 2014, pp. 35-42.

[19] S. Herold, H. Klus, Y. Welsch, C. Deiters, R. Rausch, R. Reussner,
K. Krogmann, H. Koziolek, R. Mirandola, B. Hummel, M. Meisinger,
C.  Pfaller,  “CoCoME  -  The  Common  Component  Modeling
Example,” The Common Component Modeling Example, LNCS, Vol.
5153, 2008, pp. 16–53.

[20] B. S. Ahmed, K. Z. Zamli, “A variable strength interaction test suites
generation strategy using Particle Swarm Optimization,” The Journal
of  Systems  and  Software,  Vol.  84,  2011,  pp.  2171–2185,
http://dx.doi.org/10.1016/j.jss.2011.06.004

1344 PROCEEDINGS OF THE FEDCSIS. PRAGUE, 2017



4th Doctoral Symposium on Recent Advances in
Information Technology

THE aim of this meeting is to provide a platform for
exchange of ideas between early-stage researchers, in

Computer Science and Information Systems, PhD students
in particular. Furthermore, the symposium will provide all
participants an opportunity to get feedback on their studies
from experienced members of the IT research community
invited to chair all DS-RAIT thematic sessions. Therefore,
submission of research proposals with limited preliminary
results is strongly encouraged.

Besides receiving specific advice for their contributions
all participants will be invited to attend plenary lectures
on conducting high-quality research studies, excellence in
scientific writing and issues related to intellectual property in
IT research. Authors of the two most outstanding submissions
will have a possibility to present their papers in a form of
short plenary lecture.

TOPICS

• Automatic Control and Robotics
• Bioinformatics
• Cloud, GPU and Parallel Computing
• Cognitive Science
• Computer Networks
• Computational Intelligence
• Cryptography
• Data Mining and Data Visualization
• Database Management Systems
• Expert Systems
• Image Processing and Computer Animation
• Information Theory
• Machine Learning
• Natural Language Processing
• Numerical Analysis
• Operating Systems
• Pattern Recognition
• Scientific Computing
• Software Engineering

SECTION EDITORS

• Kowalski, Piotr Andrzej, Systems Research Institute,
Polish Academy of Sciences; AGH University of Science
and Technology, Poland

• Lukasik, Szymon, Systems Research Institute, Polish
Academy of Sciences, AGH University of Science and
Technology, Poland

REVIEWERS

• Arabas, Jaroslaw, Warsaw University of Technology,
Poland

• Atanassov, Krassimir T., Bulgarian Academy of Sci-
ences, Bulgaria

• Balazs, Krisztian, Budapest University of Technology
and Economics, Hungary

• Bronselaer, Antoon, Department of Telecommunications
and Information at Ghent University, Belgium

• Castrillon-Santana, Modesto, University of Las Palmas
de Gran Canaria, Spain

• Charytanowicz, Malgorzata, Catholic University of
Lublin, Poland

• Corpetti, Thomas, University of Rennes, France
• Courty, Nicolas, University of Bretagne Sud, France
• De Tré, Guy, Faculty of Engineering and Architecture at

Ghent University, Belgium
• Fonseca, José Manuel, UNINOVA, Portugal
• Fournier-Viger, Philippe, University of Moncton,

Canada
• Gil, David, University of Alicante, Spain
• Herrera Viedma, Enrique, University of Granada, Spain
• Hu, Bao-Gang, Institute of Automation, Chinese

Academy of Sciences, China
• Koczy, Laszlo, Szechenyi Istvan University, Hungary
• Kokosinski, Zbigniew, Cracow University of Technol-

ogy, Poland
• Krawiec, Krzysztof, Poznan University of Technology,

Poland
• Kulczycki, Piotr, Systems Research Institute, Polish

Academy of Sciences, Poland
• Kusy, Maciej, Rzeszow University of Technology,

Poland
• Lilik, Ferenc, Szechenyi Istvan University, Hungary
• Lovassy, Rita, Obuda University, Hungary
• Malecki, Piotr, Institute of Nuclear Physics PAN, Poland
• Mesiar, Radko, Slovak University of Technology, Slo-

vakia
• Mora, André Damas, UNINOVA, Portugal
• Noguera i Clofent, Carles, Institute of Information

Theory and Automation (UTIA), Academy of Sciences
of the Czech Republic, Czech Republic

• Pamin, Jerzy, Institute for Computational Civil Engi-
neering, Cracow University of Technology, Poland

• Petrik, Milan, Czech University of Life Sciences Prague,
Faculty of Engineering, Department of Mathematics,
Czech Republic

• Ribeiro, Rita A., UNINOVA, Portugal



• Sachenko, Anatoly, Ternopil State Economic University,
Ukraine

• Samotyj, Volodymyr, Lviv Polytechnic National Univer-
sity, Ukraine

• Szafran, Bartlomiej, Faculty of Physics and Applied
Computer Science, AGH University of Science and Tech-
nology, Poland

• Tormasi, Alex, Szechenyi Istvan University, Hungary

• Wei, Wei, School of Computer science and engineering,
Xi’an University of Technology, China

• Wysocki, Marian, Rzeszow University of Technology,
Poland

• Yang, Yujiu, Tsinghua University, China
• Zadrozny, Slawomir, Systems Research Institute, Poland
• Zajac, Mieczyslaw, Cracow University of Technology,

Poland



A general optimization-based approach
for thermal processes modeling
Paweł Drąg
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Abstract—In the article a new optimization approach for
thermal processes modeling has been presented. In the designed
method, the considered process is monitored by a measurement
system with a thermal camera. Then, a spatio-temporal dynamics
is discretized and transformed into a large-scale optimization
problem with differential-algebraic constraints. To preserve the
process dynamics in the assumed range, variability constraints
have been imposed. Finally, a new interior-point optimization
algorithm has been designed to solve the optimization problem
with the variability constraints. The applicability of the new
approach has been investigated experimentally.

Index Terms—variability constraints, DAE systems, nonlinear
optimization, thermal processes, thermal camera,

I. INTRODUCTION

OPTIMIZATION and control of thermal processes is a
complex issue, which has a large impact on various

branches of industry. Therefore, a general solution procedure
is consisted on the following steps:

1) Thermal camera-based measurement system to perform
observations of the considered surface [15].

2) The obtained measurements represent the spatio-
temporal dynamics of the process. Therefore, it is
needed to design an appropriate model of the considered
process [17].

3) A direct transcription method enables us to apply
a large-scale nonlinear optimization algorithms to solve
a model optimization problem.

The complexity of the considered issue motivates a recently
progress in the optimization of many real-life technological
processes. In the work [18] a three-dimensional numerical
model using enthalpy technique to describe the solidification
of phase change material has been developed. Therefore, the
effect of geometrical parameters on the thermal performance
of latent heat thermal energy storage system has been studied.
Finally, the optimum system geometry could be identified.
Mei and Xia [14] designed a multi-input-multi-output (MIMO)
model predictive control (MPC) for a direct expansion air
conditioning system to improve an indoor thermal comfort,
as well as air quality. Moreover, the energy consumption
has been minimized. The considered direct expansion air
conditioning system has been described by nonlinear algebraic
equations. The designed procedure has been verified by ob-
tained simulation results. In the article [11] a heat management

in optimization of highly exothermic reactions during gas-
phase olefin polymerization in fluidized bed reactors has been
discussed. Moreover, a high speed infrared (IR) camera and a
visual camera have been coupled to present the hydrodynamic
and thermal behavior of a pseudo-2D fluidized bed. The
applied infrared/visual camera technique generated detailed
information on the thermal behavior of the bed and enabled
to optimize a combined computational fluid dynamics and
discrete element model. Mariani et al. [12] considered a gas-
solid cyclone separator used in a complex cement production
plant. The objective of the study was aimed at optimization of
the performance evaluation, as well as the cyclone separator
in terms of particle separation and heat transfer efficiencies.
The losses of the pressure were treated as the additional
technological constraints. Bhaduri et al. [2] reported results
from process optimization experiments aimed at investigating
the influence of laser fluence and pulse overlap parameters on
resulting workpiece surface roughness following laser polish-
ing of planar 3D printed stainless steel (SS316L) specimens.
The optimized laser polishing technology was implemented for
serial finishing of structured 3D printed mesoscale SS316L
components. Finally, Uribe-Soto et al. [19] presented recent
approaches to significantly reduce or avoid CO2 emissions by
a designed process optimization procedure.

A detailed analysis of the thermal processes is possible by
efficient numerical optimization algorithms. Among the com-
monly known nonlinear optimization algorithms, the family of
internal point methods is of a significant importance. Recently,
an interior-point trust-funnel algorithm for solving large-scale
nonlinear optimization problems has been presented in [5].
The designed method achieves global convergence guarantees
by combining a trust-region methodology with a funnel mech-
anism. Moreover, it has a capability to solve problems with
equality, as well as inequality constraints. An efficient primal-
dual interior-point algorithm using a new non-monotone line
search filter method was presented in [20]. The designed non-
monotone line search technique has been introduced to lead to
relaxed step acceptance conditions and improved convergence
performance. Klintberg and Gros [10] designed an interior
point method with an inexact factorization technique for
optimal control of systems described by Differential-Algebraic
Equations (DAEs). A class of convex optimization problems,
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where both the objective function and the constraints have
a continuous dependence on time, have been considered in
[9]. The designed method utilized a time-varying constraint
slack and a prediction-correction structure that relies on time
derivatives of functions and constraints and Newton steps in
the spatial domain. Zorkaltsev [21] discussed a family of
interior point algorithms for linear programming problems.
In these algorithms, entering the feasible solution region of
the original problem has been considered as an optimization
process of a new extended problem. To obtain a solution of
a large-scale optimization problem with a considerable time,
Cao et al. [4] proposed an augmented Lagrangian interior-point
approach for general NLP problems that solves in parallel on
a Graphics Processing Unit (GPU).

The presented literature research indicates, that thermal
process modeling with thermal camera-based approach, as well
as with an application of a nonlinear optimization methods, is
nowadays under intensive investigations. Therefore, the article
is aimed at presentation of a general procedure, which enables
us to optimize the temperature distribution model. The new
issues introduced into optimization task are the technological
constraints imposed on a temperature variability. The designed
procedure is independent on a considered process and is
consisted on measurement system, as well as an interior point
optimization procedure.

This work is constructed as follows. In Section 2 the
problem was introduced. The main parts of the measurement
system, as well as data structures were presented. Moreover,
the main solution idea was proposed. In Section 3 the tempera-
ture distribution control problem was transformed into a large-
scale nonlinear optimization problem. The variability of the
state trajectories are treated as additional decision variables.
Finally, the new interior-point optimization algorithm for solv-
ing dynamic optimization tasks with variability constraints was
designed in Section 4. In Section 5 the presented considera-
tions were practically illustrated. The article was concluded in
Section 6.

II. THE PROBLEM STATEMENT

The task considered in this work is to find such parameters
of the surface temperature distribution model T̃ (x, y,vp, t),
that for a given time interval

t ∈ [t0 tF ] (1)

the results obtained by the model simulations are appropriate
to the given measurements

min
vp

∫ tf

t0

∫ xmax

xmin

∫ ymax

ymin

(
T ⋆(x, y, t)− T̃ (x, y,vp, t)

)2
dydxdt

(2)
or

min
vp

∫

t

∫ ∫

S

(
T ⋆(x, y, t)− T̃ (x, y,vp, t)

)2
dSdt (3)

where S = [xmin xmin] × [ymin ymin] denotes a range of
the considered surface, an observation time range t ∈ [t0 tF ],
T ⋆(x, y, t) denotes a wanted temperature distribution on the

surface at time interval t ∈ [t0 tF ], T̃ (x, y,vp, t) is the
model of the temperature distribution for a given vector
parameters vp ∈ Rnvp .

As one can observe, the process is characterized by
the spatio-temporal dynamics. Therefore, the value of
measured temperature is dependent on the time, as well as on
the values of geometrical coordinates. To reduce the number
of independent variables, the spatial discretization approach
was applied. This step enables us to divide the considered
surface into an assumed number of cells. Therefore, each cell
can be characterized by the values of geometrical coordinates.

Assumption 2.1: The considered surface S can be parti-
tioned into a given number of homogeneous cells

cx,y = [x−∆x x+∆x]× [y −∆y y +∆y]. (4)

Therefore, each cell cx,y can be described by a function
dependent only on the time t

cx,y ≡ cx,y(t). (5)

This approach was presented on the Figure 1. The size of each
cell is dependent on a discretization level. The reasonable size
of the cell should be equal or bigger than size of a pixel. In
the measurement system the thermal imaging camera FLIR
A615 was used. The specification of the used hardware was
presented in the Table I.

Fig. 1. An example of a thermal process.

Because each cell can be described by an exactly one-
independent-variable function, therefore a wide class of possi-
ble model functions can be indicated. One of the most general
family of such functions are the index-1 differential-algebraic
models

cx,y(t) =





żx,y,d(t) = Fx,y(zx,y,d(t), zx,y,a(t),vp, t)

0 = Gx,y(zx,y,d(t), zx,y,a(t),vp, t)
(6)
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TABLE I
THE THERMAL IMAGING CAMERA FLIR A615 SPECIFICATION.

Image frequency 50 Hz

Focal Plane Array (FPA)/ Uncooled microbolometer /
Spectral range 7.5-14 µm

IR resolution 640 × 480 pixels

Detector time constant 8 ms

Object temperature -20 to +150oC
range +100 to 650oC

+300 to +2000oC

where zx,y,d(t) ∈ Rnzx,y,d denotes a differential state variable
of the cell cx,y , zx,y,a(t) ∈ Rnzx,y,a is an algebraic state
variable of the cell cx,y , vp ∈ Rnvp denotes a vector of the
model parameters. Moreover, two vector-valued functions are
considered

Fx,y : Rnzx,y,d ×Rnzx,y,a ×Rnvp ×R → Rnzx,y,d (7)

Gx,y : Rnzx,y,d ×Rnzx,y,a ×Rnvp ×R → Rnzx,y,a . (8)

The presented approach enables us to describe each cell cx,y
of the surface by a vector of descriptor variables zx,y(t)

cx,y(t) =





żx,y,d(t) = Fx,y(zx,y(t),vp, t)

0 = Gx,y(zx,y(t),vp, t)
(9)

where

zx,y(t) =




zx,y,d(t)

zx,y,a(t)


 . (10)

In the numerical simulations of the differential-algebraic sys-
tems in the form (6), the index of the system is of a great
importance. In general, the algebraic part of the systems (6)
can be differentiated according to the independent variable t

żd(t) = F (zd, za,vp, t)

0 = G(zd, za,vp, t)
(11)

and as result the following form can be obtained

żd(t) = F (zd, za,vp, t)

∂G
∂zd

żd +
∂G
∂za

ża = −G(zd, za,vp, t)
(12)

Definition 2.1: A differential-algebraic system (6) has an
index one, if it can be rewritten as an ODE after exactly one
differentiation.

Definition 2.2: A system of ordinary differential equations
(ODEs) has an index zero.

To solve an index-one DAE system a vector of consistent
initial conditions need to be known.

Definition 2.3: For the system (6) with the vector of the
consistent initial conditions

zx,y(t0) =




zx,y,d(t0)

zx,y,a(t0)


 (13)

the equation

0 = Gx,y(zx,y,d(t0), zx,y,a(t0),vp, t0) (14)

is fullfilled.

Application of these equations to model thermal phenomena
has the following advantages

• the algebraic equations typically describe conservation
laws or explicit equality constraints,

• it may be difficult or impossible to reformulate the model
as an ODE when nonlinearities are present,

• the implicit models do not require the modeling simpli-
fications often necessary to get an ODE;

• it is easier to vary design parameters in an implicit model,
• the variables keep their original physical

interpretation [3].

In some practical applications an additional type of con-
straints need to be considered - the variability constraints. Es-
pecially, in such technological processes like a metal annealing
or control of airplane, the observed changes cannot happen
to fast, as well as to slow [1]. The variability constraints
are imposed on the left-hand side of the ordinary differential
equations and take the following form

żd(t) < cvar(t), (15)

where zd(t) denotes the differential state variables and cvar(t)
represents the constraint function. The function cvar(t) can
take any appropriate form. In the literature the variability
constraints have been formally introduced in [6]. Till now the
variability constraints have been treated unformally using the
right-hand side of the ODEs model

F (zd, za,vp, t) < cvar(t). (16)

The representation (16) introduces all difficulties connected
with the considered nonlinear differential model into a non-
linear optimization task.

The surface is consisted on the assumed number of cells
cx,y(t). The temperature of each cell can be modeled by the
system of continuous differential-algebraic equations (eq. 6).
Moreover, to simulate the cell behavior, the consisted initial
conditions need to be known, eqs. (13)-(14). The constraints,
which represents the initial conditions, have a pointwise na-
ture. Finally, the model optimization problem can be extended
by the explicitly imposed variability constraints eq. (15). The
presented methodology results in the nonlinear optimization
task with the piecewise-continuous constraints. Therefore, the
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presented method is aimed at minimization of the objective
function (2) subject to the presented constraints.

III. THE OPTIMIZATION PROCEDURE

The structure of the nonlinear optimization task, as well
as an optimization procedure, is dependent on the discretiza-
tion of the considered model-optimization problem. The new
optimization-based procedure takes a form of a five step
procedure.

1) The process duration time

t ∈ [t0 tF ] (17)

is divided into given number N subintervals. The length
of each subinterval is equal ∆t and the duration of each
interval is equal or larger than a measurements frequency

∆t ≥ δt, (18)

where δt is the measurements frequency. Therefore, the
following relation can be observed

t0 < t1 < t2 < . . . < tN−1 < tF , (19)

where
tn = t0 + n ·∆t (20)

with n = 0, 1, · · · , N .
2) The model discretization can be executed according

to the obtained subintervals. The cell cx,y(t) can be
represented by a series of submodels cnx,y(t

n),
n = 0, 1, · · · , N, where

żnx,y,d(t
n) = Fn

x,y(z
n
x,y,d(t

n), znx,y,a(t
n),vp, t

n)

0 = Gn
x,y(z

n
x,y,d(t

n), znx,y,a(t
n),vp, t

n)
(21)

and
tn = [tn0 tnF ] (22)

3) The obtained measurements mx,y(t) represent the state
of each cell cx,y at the time t. Moreover, in practical
applications the process can be influenced by addi-
tional parameters. This remark indicates, that an external
vector-valued control function u(t) can be also under
considerations.

4) Model parameters optimization. At this stage the un-
known model parameters need to be identified. The
identification can be treated as a model parameters
optimization according to the obtained measurements

min
vp

nx∑

i=1

ny∑

j=1

N∑

n=1

(ci,j(t
n)−mj,j(t

n))2. (23)

subject to the piecewise-continuous differential-
algebraic constraints. In some cases, the chosen cells
can be can be characterized by the different properties.

Therefore, the extended vector of the model parameters
need to be defined

V =




vp1,1

...
vp1,ny

vp2,1

...
vp2,ny

...
vpnx,1

...
vpnx,ny




, (24)

where in vpa,b : a = 1, · · · , nx and b = 1, · · · , ny .
5) The aim of the optimization algorithm is to find such

values of the surface temperature distribution model V,
which could result in a desired state of the observed
process. The presented discretization procedure enables
us to obtain the discrete form of the differential-algebraic
model constraints and pointwise constraints representing
the initial conditions. Finally, all the obtained constraints
with the unknown consistent initial conditions can be
represented in a short form of the nonlinear optimization
problem

min
V

nx∑

i=1

ny∑

j=1

N∑

n=1

(ci,j(t
n)−mj,j(t

n))2 = min
V

f(V)

(25)
subject to

cE(V) = 0 (26)

cI(V)− s = 0 (27)

s ≥ 0. (28)

The KKT conditions for the nonlinear optimization task
in the form (25)-(28) can be presented as

∇f(V)−AT
E(V)λE −AIλI = 0

SλI − µe = 0

cE(V) = 0

cI(V)− s = 0

s ≥ 0

λI ≥ 0

(29)

where AE(V) and AI(V) are the Jacobian matrices
of the functions cE and cI , respectively. Moreover, λE

and λI are their Lagrange multipliers. S is the diagonal
matrix with diagonal entries given by the vector s, and
let e = (1, 1, · · · , 1)T [16]. To solve the KKT system,
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the interior-point optimization algorithm implemented
in fmincon procedure [13] was used.

In the next section the results of the performed experiment,
as well as the numerical computations, were presented.

IV. THE EXPERIMENTAL RESULTS

The experiment has been performed with a metal key,
which was a part of an electrical circuit. The voltage was
equal to 22 V. The key is an asymmetrical object and built
from different layers. Each layer is characterized by another
properties. The measurement interval was equal to 30 sec. The
obtained results were presented on the Fig. 2-6.

There are two cells, which have been modeled by the
proposed methodology. The applied model for each of the cells
Sp1 and Sp2, had the general structure

ż(t) = vp,1z(t) + vp,2u. (30)

In order to preserve the too fast changes of the object temper-
ature, it was assumed that

−10 ≤ ż(t) ≤ 10 [oC/sec] (31)

Finally, the optimized model parameters of the assumed
model function are as follows

ṪSp1(t) = −42.0085 · TSp1(t) + 48.1760 · 22 (32)

and

ṪSp2(t) = −38.9154 · TSp2(t) + 73.5950 · 22. (33)

The obtained results indicate two important questions,
which are open for the future research:

1) The number of possible cells is really huge. The im-
portant question is, how to use efficient parallelization
methods to applied the presented methodology in a real-
life optimization algorithms? [7]

2) In order to minimize the number of the obtained models,
new cells aggregation procedures should be designed [8].

Fig. 2. The state of the object at the beginning of the process.

Fig. 3. The state of the object after 30 sec.

Fig. 4. The state of the object after 60 sec.

V. CONCLUSION

In the article a general optimization-based method for
thermal processes modeling has been presented. The discussed
methodology base on the spatio-temporal discretization of the
measured process. To solve the obtained nonlinear optimiza-
tion problem, the interior-point optimization algorithm was
applied. The obtained results suggest two direction of the
future work

• How to make the needed simulations in parallel in order
to minimize a computation time?

• How to aggregate the spaces characterized by the similar
properties in order to minimize the number of considered
cell models?
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Abstract—Analysis of electrocardiogram and heart rate pro-
vides useful information about health condition of a patient. The
North Sea Bicycle Race is an annual competition in Norway.
Examination of ECG recordings collected from participants of
this race may allow defining and evaluating the relationship be-
tween physical endurance exercises and heart electrophysiology.
Parameters reflecting potentially alarming deviations in the latter
are to be identified in this study. This paper presents results of a
time-domain analysis of ECG data collected in 2014, implement-
ing K-Means clustering. A double stage analysis strategy, aimed
at producing hierarchical clusters, is proposed. The first phase
allows rough separation of data. Second stage reveals internal
structure of the majority clusters. In both steps, discrepancies
driving the separation could stem from three sources. The
clusters were defined predominantly by combinations of features:
heartbeat signals correlation, P-wave shape, and RR intervals;
none of the features alone was discriminative for all the clusters.

I. INTRODUCTION

THE North Sea Bicycle Race (Nordsjørittet) is an in-
ternational competition organized annually in Rogaland,

western Norway, between cities: Egersund and Sandness. It
is open to a wide spectrum of competitors, from amateurs to
professionals. In 2014, ECG data were collected from over a
thousand participants on three days: the day of the race, the
day before and after, as part of the North Sea Race Endurance
Study (NEEDED). Continuation of this project with extended
set of recorded data is planned for years 2017-2019.

Analysis of electrocardiogram (ECG) is a valuable tool
in monitoring and diagnosis of patients for various cardiac
conditions. The procedure of automatic ECG signal analysis
can be performed in time or frequency domain and is usually
divided into two steps: feature extraction and classifier des-
ignation [1]. There are various methods for feature extraction
discussed in the literature. The aspects of Principal Component
Analysis (PCA) related to ECG signal processing are discussed
in [2], application of customized wavelet transform (WT)
in ECG discriminant analysis is described in [3], while the
use of Hilbert transform for feature extraction from ECG
signal was examined in [4]. Comparison of support vec-
tor machine (SVM) algorithm and artificial neural network
approach (ANN) for classification of arrhythmias in ECG
signal is presented in [5]. Deep learning method for active

classification of electrocardiogram signals was applied in the
research described in [6], while the clustering method for QRS
complexes classification was applied in [7].

Measurement of ECG and heart rate (HR) during daily
activity is a potential tool for early diagnosis of cardiac dis-
eases and may provide individualized guidance to exercise and
physical training. This project aims at identifying ECG and
HR parameters useful for differentiating normal and abnormal
patterns during prolonged, high intensity endurance exercise.

II. THE DATASET AND SOFTWARE

The database consisted of 3158 ten-second ECG recordings.
After rejecting participants for whom some of the record-
ings were missing, 996 complete sets of 3 recordings were
obtained. The collection was further reduced by cases of
erroneous ECG segmentation. Further analysis was conducted
for 989 participants (2967 ECG recordings). The data were
processed and analyzed using Python programming language
with packages: BioSPPy, SciPy, and scikit-learn.

III. DATA PRE-PROCESSING AND FEATURE EXTRACTION

The dataset provided 8-channel ECG recordings, containing
signals from leads I, II, and six precordial leads. In this project,
only lead-I signal was analyzed. The channel of interest was
extracted and subjected to pre-processing and measurements.
The procedure aimed at visualization of changes in the ECG
signal over the three days and extraction of features relevant
for comparison of data obtained from different participants.

A. Data pre-processing

The lead-I ECG signal was subjected to filtering to suppress
high-frequency noise and remove baseline drift using bandpass
Finite Impulse Response (FIR) filter with cutoff frequencies
of 3 and 45 Hz. Next, locations of R-peaks were detected
applying Engelse-Zeelenberg approach modified by Lourenco
et al. [8]. For singular cases in which this method failed
to reliably identify the peaks (less than 3 peaks found in
a 10-s recording), the detection was repeated with Christov
method [9]. The identified R-peaks were used as reference
during extraction of heartbeat templates, defined in a time
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Fig. 1. ECG key points detection - exemplary results.

window of 0.3 s. before and 0.4 s. after the spike. Algorithms
implemented in the BioSPPy package were used.

Finally, heartbeat templates extracted from a single record-
ing were averaged to improve signal-to-noise ratio [10]. Addi-
tionally, parameters referring to the heart rate (mean duration
and standard deviation of RR intervals) were derived.

B. Heartbeat templates measurements

In order to measure the ECG waveforms, methods for
searching key points (peaks of P, Q, R, S, and T waves, as
well as onsets and endpoints of some of them) in the heartbeat
templates were developed. The location of R-peak in the signal
was fixed at time 0.0 s (see Fig. 1). P wave top was defined as a
maximum before the occurrence of R, excluding 0.05 s directly
preceding the latter. Mirror-reflected procedure was applied
for determining the top of the T wave. The Q and S points
were found as local minima within a fixed, short time window
before and after the R. The S wave endpoint was defined as a
point where the positive slope after S is <90% of its value at S.
Onsets and endpoints of P and T waves were found following
the idea described by Laguna et al. [11]. Exemplary results of
the ECG key point search are presented in Fig. 1. Each subplot
presents an averaged heartbeat template for the respective day
of measurements for the same participant. The points were
used to measure intervals and amplitudes of ECG signals. For
estimation of amplitudes, the level of Q was regarded as the
baseline. ST elevation was defined as difference in amplitude
between the endpoint of the S wave and the onset of the T
wave.

C. Morphological comparison of heartbeat templates

A set of parameters was derived from comparison of
morphology of the extracted heartbeats, either a full set of
beats from one signal or a set of 3 averaged beats from
the 3 days for a given participant. To exclude correlation
changes stemming from heart rate variation between the days,
processing was done on QRS complexes, whose shape did
not exhibit any heart-rate dependency. A basic measure to
compare the heartbeats is Pearson r coefficient. Its value was
computed for every pair of heartbeats within the analyzed set.
To ensure that exclusively the shape of the beats is compared,
with no influence of residual baseline drift, the coefficient was
calculated using first differences of the signals.

Another aspect in beat contour analysis is the idea of mor-
phological classification [12], [13]. QRS complexes from the

1st day were iteratively compared using Pearson r coefficient.
Similar peaks were grouped into a class; if similarity threshold
was exceeded, a new class was created. Beats within each
class were averaged to serve as templates for comparison with
signals from the 2nd and 3rd day. Beats from days 2 and 3
were assigned to this of the 1st day classes to which they
were the most similar. In case Pearson coefficient for a beat
and each of the classes’ templates was below the threshold,
the beat was considered an outlier.

D. Features definition

Ten ECG features were derived from the measurements
using the above described approaches:

• Shape coefficient of P wave - ratio of height of the wave
to its width; the used features expressed change in this
value from day 1 to day 2 or 3 (P_shape_12 and
P_shape_13 respectively).

• Difference in duration of QT interval on day 2 or 3 with
respect to day 1 (QT_12 and QT_13 respectively).

• Difference in duration of RR interval on day two or three
with respect to day 1 (RR_12 and RR_13 respectively).

• Change (difference) in mean correlation of heartbeat
templates from the 2nd or 3rd recording with respect
to correlation in the 1st day (correlation_12 and
correlation_13 respectively).

• Maximal ST elevation (max_ST_elev) - maximum
from values measured on the three days. ST elevation
itself, not necessarily its change from day to day, should
be regarded as an alarming ECG feature. [14]

• Percentage of morphological outliers - percentage of
beats from days 2 and 3 not matching any beat class
defined in day 1 for the given participant (expressed with
relation to total number of beats from the three days), as
defined in the previous section (morph_outliers).

Features based on differences between days are defined by
subtracting value on day 2 or 3 from value on day 1. Positive
values of these features indicate a decrease with respect to day
1 (shorter intervals or decline in correlation).

IV. FEATURE SET ANALYSIS

Analysis of the derived set of features was performed
by unsupervised clustering. Clustering on the entire dataset
tends to yield one or more larger clusters and a few ’far
outliers’ groups, containing points significantly separated from
the majority. Therefore a two-stage procedure was developed:
after first-attempt analysis and clustering, the outliers’ clusters
(containing <10% of the total number of observations) were
removed and the analysis was repeated to reveal structure of
the majority clusters. Each of the two stages consisted of two
main elements: principal component analysis (PCA) and K-
means clustering combined with silhouette analysis.

A. Principal Component Analysis

PCA is a statistical operation aimed at reduction of dimen-
sionality of the clustering data [15], frequently applied prior to
K-means clustering. It allows reducing computational effort by
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decreasing number of dimensions to be analyzed and suppress-
ing possible correlation between the original features [16].
PCA was applied after data normalization on both stages of
the analysis. Six principal components, explaining 80% of
the data variance, were retained. The data mapped on the PC
space was passed to clustering and silhouette analysis.

B. Clustering with Silhouette Analysis

Since no prior assumptions on the structure of the data were
made, and the K-means clustering requires specified number
of clusters as an input, silhouette analysis was launched on the
dataset. It allows validating consistency of computed clusters
by comparing cohesion of each sample and its separation
from other clusters. The resulting silhouette score is a fraction
between -1 and 1, where 1 represents good sample classi-
fication and -1 indicates that the sample might have been
assigned to an improper cluster. Average silhouette score of all
samples allows assessing general consistency and validity of
the clustering [17]. Silhouette analysis on the PC-transformed
data was performed for number of clusters ranging from 2
to 7 to choose the one with highest average score. K-means
clustering with the chosen number of clusters was applied to
the dataset mapped to the reduced PC space. The result was
presented and analyzed graphically in the PC and the original
feature space for both processing stages.

V. RESULTS AND DISCUSSION

The results of clustering in the original feature space and
PC space are presented in scatter plot of observations in two
dimensions of the feature space (Fig. 2-5). The results of PCA
are shown as bar plots of components’ eigenvectors (Fig. 6).

In the first stage of the analysis, the majority (over 90%)
of observations were assigned to cluster 1, while the other
two clusters are smaller (Fig. 2 and 3). Cluster 2 is sep-
arated from the other two with respect to the PCs 4 and
5 (Fig. 2a), defined mainly by percentage of morphological
outliers and ST elevation (Fig. 6a). As confirmed by Fig. 3a,
this cluster is composed of the observations with high values
for morphological outliers percentage, while in most cases
the values are close to 0. Cluster 0 in PC 4&5 projection
is overlapped partially with clusters 1 and 2. However, it is
clearly separated when observed from PCs 1 and 3, exhibiting
high dependence on beat correlation (Fig. 3b). Analysis of
respective projection of the data reveals majority of the points
being concentrated around the (0,0) point, indicating little
change in intra-recording beat correlation between the days.
For some participants - assigned to cluster 0 - correlation on
both the 2nd and 3rd day was considerably high when com-
pared to day 1. This is typically not accompanied by increased
percentage of morphological outliers since the latter uses day
1 as a reference. Since the clusters 0 and 2 encompassed minor
portion of the observations (1.2% and 4.8% respectively), they
were excluded from further analysis. The second stage of the
procedure was conducted on the points originally assigned to
cluster 1. In second phase results, the three major clusters (0,
1, and 4) can be discriminated by looking i.a. at principal

Fig. 2. Result of clustering on the full dataset, in the PC space - projection
on: (a) PCs 4 and 5; (b) PCs 1 and 3. (normalized).

Fig. 3. Result of clustering on the full dataset, in the original feature space
- projection on: (a) QT interval difference (days 1 and 2) and percentage of
morphological outliers; (b) correlation difference-related features.

components 1 and 4 (Fig. 4a), dependent on maximal ST
elevation and features related to QT and RR interval (Fig. 5a).
Clusters 2, 3, and 6, can be distinguished by projection onto
PCs 2 and 3, defined predominantly by features associated
with shape of the P wave, correlation, and morphological
outliers percentage (Fig. 6 and Fig. 4b). Statistical significance
of the latter was slightly lower than in the first stage of the
analysis (considering its contribution to the first two PCs);
however, it is still one of main components differentiating
cluster 2 from others (as shown in Fig. 5b). This is particularly
interesting when compared to correlation representation of
the clustering result (Fig. 5c). Cluster 2 is constituted by
points for which decreased correlation was indeed observed,
but predominantly either on day 2 or 3; rarely on both
days. On the other hand, closer look at the P shape allows
discriminating cluster 3 (Fig. 5e). For participants belonging
to this cluster, P wave was flattened (lower height-to-width
ratio) in days 2 and 3 with respect to day 1. The change
in shape was more prominent than observed in the other
groups. Finally, cluster 5 is distinctly separated with respect
to PCs 5 and 6 (Fig. 4c). It was not reflected in any of the
first components due to relatively small size of this cluster
(ca. 0.5% of all observations), which diminishes its impact
on the total variance of the dataset. Original features that
contribute the most to this component include those related

Fig. 4. Result of clustering on the restricted dataset, in the principal
component space - projection on: (a) PCs 1 and 4; (b) PCs 2 and 3; (c)
PCs 5 and 6.
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Fig. 5. Result of clustering on the restricted dataset, in the original feature
space - projection on: (a) RR interval difference (days 1 and 2) and maximal
ST elevation; (b) correlation difference between days 1 and 2 and percentage
of morphological outliers; (c) the correlation difference-related features; (d)
differences in QT and RR intervals between days 1 and 3; (e) the P-shape-
related features.

Fig. 6. PCA results: eigenvectors and explained variance portions of the six
components; results of the first (left) and second (right) stage of the analysis.

with QT and RR intervals. As presented in Fig. 5d, decrease in
duration of QT interval is in general correlated with increase
in RR interval. For cluster 5, however, this trend does not
apply. Further detailed investigation is needed to determine
whether the phenomenon is a question of improper key point
localization or a sign of potential cardiac issue.

VI. CONCLUSION

The NEEDED study focuses on characterization patterns as-
sociated with a prolonged endurance exercise. One of its major
goals is identification of parameters related to ECG and heart
rate which could be used to distinguish between regular and
deviated heart performance. Several potentially discriminative
features were recognized. Further investigation and validation
with additional data is needed to verify their relevance in
detection of electrocardiophysiological abnormalities.

The study was conducted using 2 stage clustering and
principal component analysis. It was found that no single
feature or principal component would provide separation be-
tween all the clusters globally. Each cluster could be described
by a combination of two to four features making it distin-
guishable. Determination of features defining the partition
was facilitated by analysis of eigenvectors of the principal
components. However, PCA is only based on variance of the
dataset, which is not equivalent to separation between clusters.
Discriminative features are always reflected in high values in
PCs’ eigenvectors, but the reverse is not always true.

The presented method produces hierarchical structure of
clusters. This allows 2-level investigation of the data structure,
with separate insight in huge discrepancies and more subtle
trends. Furthermore, the hierarchy is also followed in analysis
of statistical significance of the features. Combined with
additional data, it could be used in differentiation between
natural groups among the population and allow early detection
of certain cardiac abnormalities.

Future works include a fusion of time-domain and
frequency-domain analysis of the ECG data. The new dataset
will be supplemented with information of i.a. patients’ age,
gender, the race completion time, and possibly indication of
medical condition. This will allow to verify the significance
of the ECG features derived and investigated in this paper.
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

Abstract—Code review is a key tool for quality assurance in

software development.  It is intended to find coding mistakes

overlooked during development phase and lower risk of bugs in

final  product.  In  large  and  complex  projects  accurate  code

review  is  a  challenging  task.  As  code  review  depends  on

individual  reviewer  predisposition  there is  certain  margin of

source code changes that is not checked as it  should.  In this

paper  we  propose  machine  learning  approach  for  pointing

project  artifacts  that  are  significantly  at  risk  of  failure.

Planning and adjusting quality assurance (QA) activities could

strongly  benefit  from  accurate  estimation  of  software  areas

endangered by defects. Extended code review could be directed

there. The proposed approach has been evaluated for feasibility

on large medical software project. Significant work was done to

extract features from heterogeneous production data, leading

to  good  predictive  model.  Our  preliminary  research  results

were  considered  worthy  of  implementation  in  the  company

where  the  research  has  been  conducted,  thus  opening  the

opportunities for the continuation of the studies.

I. INTRODUCTION

EFINING QA processes is a challenging task for orga-

nizations developing  software-intensive  systems.  QA

efforts could strongly benefit from accurate estimation of er-

ror prone project areas. Taking into account relative cost of

fixing software defects based on time of detection, any im-

provements in early development stage are worth the effort

(Fig. 1). The National Institute of Standards and Technology

(NIST) estimates that code fixes performed after release can

result in 30 times the cost of fixes performed during the de-

sign phase  [1]. Additional costs may include a significant

loss of productivity and confidence. The NIST report  also

indicates,  that involving programmers in tracking and cor-

recting their own errors, by reviewing code before run time

testing  improves  their  programming  skills.  Curhan  states

that “some types of defects have a much higher costs to fix

due to the customer impact and the time needed to fix them

or the wide distribution of the software in which they are

embedded” [2]. Adam Kolawa [3] defines error as a human

mistake and a defect as a fault, bug, inaccuracy, or lack of

expected functionality in a project artifact. Broad definition

of defects, thus includes problems such as contradicting re-

quirements, design oversights or coding bugs. With proper

D
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processes for requirements and design review in place, when

building prediction model we are focusing on coding prob-

lems only. In fact, every software moved to production con-

tains defects, although many are not detected yet. Thus, un-

deniable increase of corrections costs for subsequent project

stages lead to conclusion that major effort should be put in

the earliest possible phases of software production process.

We assume that best place to focus is code review stage, a

place in the process, when we have a chance to eliminate the

problems at its genesis (Fig. 2) McIntosh et. al. [4] summa-

rized  their  case  study  with  statement:  “Components  with

higher review coverage tend to have fewer post-release de-

fects”.  Their analysis also indicates that “Although review

coverage is negatively associated  with software  quality  in

our  models,  several  defect-prone  components  have  high

coverage rates, suggesting that other properties of the code

review process are at play.”  In our situation, company with

full code review coverage, still face relatively large number

of defects reported. 

We put the thesis, that with predicting code changes fail-

ures we can direct more focus on endangered areas, with ad-

ditional  code review,  and have potential  defects  corrected

before testing phase. That would significantly improve final

software  quality,  with  lower  operational  costs.  Important

part of this research is feature engineering that allows build-

ing  reliable  problem prediction  model.  There  is  also  pro-

posed approach for software development process with de-

fect prevention mechanism, improving QA effectiveness in

large and complex software projects. Particular attention is

paid to having the research applicable in real life scenarios.

Our preliminary research results were considered worthy of

implementation in the company.  The authors’ contribution

to the work is feature set development, data mining from va-

riety of sources, feature selection and building reliable pre-

diction model.  We explicitly define  our  goals  aligned  the

objectives of company in Section 2. We explain how the re-

sults will be evaluated in Section 3. Data acquisition caveats

and the data set are presented in Section 4. We present main

challenges and taken approach to getting results in Section

5. We conclude with summary of our work and future sug-

gestions in Section 6, followed by Appendix with list of all

attributes acquired for this research.
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II. GOALS

The main objective in this work was to build problem pre-

dictor model that could be integrated into process of a large

software project to support decisions and improve quality of

final products. The paper is a case study on building Rework

prediction system for one of the leading companies develop-

ing software for hospitals and medical  laboratories around

the  world.  Company  established  QA  department  over  15

years ago and employs highly qualified testing team work-

ing according to best industry standards. Along with manual

testing there is also automated testing team that is continu-

ously  monitoring  product  quality.  The  company  has  been

certified to the ISO 9001:2008 and ISO 13485:2012 stan-

dards  [5]. With the requirements for a quality management

system, specific to the medical  devices industry,  the com-

pany is expected to constantly improve quality management

processes. A good example of such actions is implementing

static  code analysis  process,  which  increased  source  code

overall  quality,  but it  has not had significant influence on

number of defects in general. Company introduces changes

in processes  on  different  organizational  levels  to  improve

quality, and our research is part of these endeavors.

Number  of  source  code change reworks  is  constant  for

last three years (Fig. 3). This period will be a base for build-

ing a prediction model. Rework stands for “change imple-

mented by programmer that was rejected, qualified for cor-

rection either by code reviewer or testing team”. Software

change can be rejected for multiple reasons and our analysis

will focus on following categories:

• Source code review failed

◦ Source changes rejected by programmer

◦ Static code analysis problems detected

• Functional testing failed

◦ Manual testing (change, integration, etc.)

◦ Automated testing (acceptance, regression)

The expected problem detection moment is when the pro-

grammer completed the work. Ideally, the programmer who

is implementing the change, reviews the code and corrects

bugs that were introduced, before passing the finished work

for code review by other programmer and testing. Also ac-

ceptable  situation  is  when  code  reviewer  (technical  team

leader) is able to track down the problems and move the im-

plementation  back  for  corrections.  Our  goal  is  to  support

this flow of events. The complete change called “an issue”

consists of functional requirements,  design documents and

files that were modified and submitted to Apache Subver-

sion (SVN), a software versioning and revision control sys-

tem. In this work we consider reworks as individual files,

that  were  submitted  to  SVN  after  rejection  of  the  whole

change. The assumption was made, that these files are “re-

worked” and, they require additional changes or corrections.

That is not true for every instance but acceptable for purpose

of building the model in this research.

The  company  requested  to  have  reliable  information

which source code changes require extensive code review.

Information about records with increased risk should be de-

livered  as  soon  as  programmer  completes  the  work  and

marks the task as ready for review. To guide development

Fig 3. Rejected code changes vs. correct changes, in years 2014-2016,
monthly

Fig 2. Software development process stages with flow of coding tasks
rejections (reworks)
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teams, our model should be able to classify particular file

changes either Correct or Rework. 

III. MODEL EVALUATION

Performance of the classifier is measured with Confusion

Matrix,  which is a table describing predictive  ability of  a

classifier  on  test  data  set  for  which  the  true  values  are

known,  as in Table 1.  Rework  denotes  positive value and

Correct  denotes negative value. Tp, Fp, Tn, and Fn denote

the number of true positives, false positives, true negatives,

and false negatives, respectively. Predictive ability of multi-

ple models can be compared by measuring the area under

receiver operational characteristics (AUROC) of each classi-

fier  [6]. Receiver operating characteristic (ROC) is a curve

on  two  dimensional  space  where  x  axis  is  False  Positive

Rate (i.e. Fp/(Fp+Fn)) while y axis is the True Positive Rate

(i.e. Tp/(Tp+Tn)). We measure True Positive Rate and False

Positive Rate of the classifier and the set of attributes. Mea-

surements are taken directly from Weka software. A perfect

classifier's False Positive Rate is zero and True Positive Rate

is one, thus the perfect classifier is a point on ROC curve. A

completely  random  classifier  would  have  equal  true  and

false positive rates, therefore a random classifier is a diago-

nal line on the ROC curve. We expect any good classifier to

be above the random curve and close to the perfect  point

(0.0, 1.0).

Results of the classification can be said to be precise if the

values are close to the average value of the quantity being

measured, while the results can be said to be accurate if the

values are close to the true value of the quantity being mea-

sured. Precision and accuracy are defined [7] as follows:

Precision=
T p

T p+F p

(1)

Accuracy=
T p+T n

T p+F p+T n+F n

(2)

Sensitivity is the probability that a model will indicate  Re-

works among those which actually are Reworks:

Sensitivity=
T p

T p+ F n

(3)

Specificity is the fraction of  Correct  records which will be

qualified as Correct

Specificity=
T n

T n+F p

(4)

Sensitivity and specificity are characteristics of the model

that  does not depend on Correct  and Rework proportions.

Although in our situation significant classes imbalance has

to be taken  into consideration  as  there  are only 17% Re-

works in data. Thus, important variable in model evaluation

is the prevalence of the  Reworks in question. Prevalence is

defined as the percent of instances in the test set that actu-

ally are Reworks.

Positive Prevalence=
T p+F p

T p+F p+T n+ Fn

(5)

Development team would like to get answer to question:

what is the chance that a file change classified as a Rework

truly is a Rework? If classified record is in the second row of

Table 1, what is the probability of being Tp as compared to

Fp? An answer to these questions would be Positive Predic-

tive  Value  (PPV)  and  Negative  Predictive  Value  (NPV).

Both PPV and  NPV are influenced by the positive preva-

lence of Rework instances in the test set. If we test in a high

prevalence setting, it is more likely that instances qualified

as Rework truly are Reworks than if the testing is performed

in a set with low prevalence.

Positive Predivtive Value=
T p

T p+ F p

(6)

Negative Predivtive Value=
T n

T n+F n

(7)

IV. DATA

The data set used to build and test the model consists of

files changes registered during development of medical lab-

oratory  software,  between  years  2014-2016.  The  data  set

contains  237128  observations  and  a  large  number  of  ex-

planatory variables (20 nominal, 6 ordinal and 51 numeric)

involved  in  assessing  file  change  values.  Data  were  col-

lected from many data sources  (project  management  data-

base,  issue  tracker,  requirements  library,  human  resource

management database,  source control  repository,  and code

metrics software) and consolidated into one data set. Each

record is an individual file, changed in context of bigger en-

tity which is a task. For each record (file change) there has

been class assigned, appropriately Correct or Rework. 

The combination of data from different systems was pos-

sible thanks to the processes that were introduced by the QA

department and good integration of these systems. To com-

mit changes to source control (in our case it was SVN), pro-

grammer  should  have  created  earlier  and  approved  valid

task number. SVN was configured in the way that changes

with  wrong  task  number  were  rejected.  If  a  programmer

passes  valid  task  number,  information  about  all  changed

files with change type (A- added, U – updated, D – deleted)

and information about author are stored in issue tracker sys-

tem. This way data about all revisions are stored in system.

TABLE I.
CONFUSION MATRIX FOR REWORK PREDICTOR

Predicted

Correct

(negative)

Rework

(positive)

Actual

Correct

(negative) Tn Fp

Rework

(positive)
Fn Tp
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The company uses proprietary system for development man-

agement called SoftDev. 

To query data from the company systems related to devel-

opment management we used SQL queries. For manipulat-

ing the data, we used Java JDMP [8] and Python Pandas [9]

libraries.  The  data  was  stored  in  CSV (comma  separated

value) format. For basic data set, we have created collection

of  additional  mining  scripts  that  queried  other  systems

(source control  system (SVN),  HR database,  requirements

library and code metrics software) for contextual data.

In our rework prediction research, large number of fea-

tures has been collected and grouped into following five cat-

egories:

• Employee metrics – metrics containing information

about author of file change. All attributes are time

aware and are in reference when change was made.

We  measure  for  example  experience  in

module(MX)  affected  by  change,  experience  in

sub-module  (DMX) as  well  as  experience  in  file

(UEXP).

• Task metrics – set of metrics related to change re-

quest.

• Changed file metrics – attributes related to modi-

fied file.

• Change  quantitative  metrics  –  metrics  of  file

change size.

• Source code metrics – metrics obtained from static

code analysis using tool SourceMonitor [10].

All attributes description is available in the appendix. 

Medical laboratory system that is subject of this research

is  developed  in  Java  and  .Net  programming  languages.

Client part, Graphic User Interface (GUI) is built with .Net

Windows Forms technology. Server part in Java implements

logic,  database  operations,  and  exposes  web-services  for

GUI. Most of coding tasks require changes in both .Net and

Java classes. This limits the number of source code metrics

only to those applicable to both technologies. The project is

modular with about 4 million Java lines of code and 7 mil-

lion .Net lines of code. All source code files for the analysis

retrieved  from  source  control  repository  took  challenging

85 GB of disk space. This is caused by development running

on several branch lines that are separated from main devel-

opment  for  months  or  years.  All  these  development  lines

were included in the research.

Acquired  historical  data  (2014-2016),  with  only  Java

and .Net files has 237128 records, which gives around 300

files committed a day, where 17% was marked as a Rework.

Learning from historical  instances we could predict which

changes will be  Reworked and assign it for more extensive

review (review could be done by additional programmers or

architects).  With  17%  detected  defects  there  is  certain

amount of overlooked problems that will be included in re-

lease version, but some of them could have been discovered

if critical changes were reviewed more carefully. In defect

prediction studies  [11],[12], both process  and source code

metrics are used. We were not able to get satisfactory results

with  commonly  used  attributes  as  well  as  [13] and  [14].

With  company  software  development  experts,  we worked

out long list of attributes that are worth including in predic-

tion model. Apart from attributes commonly used in defect

prediction practices,  we tried to build other,  like these de-

scribing employee metrics with experience per module (on

different modularization levels), employee history in terms

of failures, task complexity related to number of functional

requirements or number of people involved in task coding.

Final list contains 77 attributes.

V. RESULTS

We  used  WEKA  3.8.1  [15] software  package  to  build

classifiers,  select  features  and  produce  prediction  reports

with  metrics  described  in  section  II.  WEKA  is  an  open-

source package initiated by University of Waikato, with rich

collection of  machine learning algorithms for  data mining

tasks. The algorithms can be either applied directly to a data

set or from the Java source code. Due to large data set in our

research (223712 records with 77 attributes) we had to use

distributed computing when evaluating different classifiers

and subsets of attributes. 

To reflect real use case for the system, we have trained

classifier  with  90% of  all  data  and  tested  with  remaining

10%. Assumption is that the model will be built with histori-

cal data for certain period, and new instances will be classi-

fied with it. Prediction model should be rebuilt every month.

Taking into account software development process changes

and experience with production cycle specifics we chose 3

years period as input for the model. Results of testing with

models built for shorter periods confirmed this decision.

Performance of different classifiers and attribute sets, due

to significant imbalance in class distribution, has to be done

by measuring the AUROC of each classification [7].  From

our experience in this research, the problem of attributes se-

lection was a key aspect to obtain satisfactory results, which

was also confirmed by [16], [17], and [18]. With appropriate

attributes identified, the better accuracy could be achieved

for  a  smaller  sets  of  attributes  with  a  simple  appropriate

classifier. We evaluated the following attribute selection al-

gorithms: 

• CorrelationAttributeEval which  evaluates  the

worth of an attribute by measuring the correlation

(Pearson's) between it and the class

• PrincipalComponents which  performs  a  principal

components analysis and transformation of the data

• ReliefFAttributeEval which evaluates the worth of

an attribute by repeatedly sampling an instance and

considering the value of the given attribute for the

nearest instance of the same and different class.

• GainRatioAttributeEval which evaluates the worth

of an attribute by measuring the gain ratio with re-

spect to the class

• InfoGainAttributeEval which  evaluates  the  worth

of an attribute by measuring the information gain

with respect to the class
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All  these  attribute  selection  methods  were  tested  with

Weka ranker which ranks attributes by their individual eval-

uations.  Ranker  was  also used  to find best  number  of  at-

tributes, evaluating in range of 15 to 65 attributes with step

6. Combination of 5 classification algorithms, attribute se-

lection methods and number of attributes gave challenging

number of 275 cases for grid search. Calculations were done

with WEKA distributed computing,  using company server

resources.  The best  result  has  been  achieved  for  Random

Forest  algorithm  with  25  attributes  selected  with  Info-

GainAttributeEval algorithm.

Performance  comparison  of  selected  classifiers  is  pre-

sented in Table II. For chosen list of attributes the Random

Forest algorithm provided the highest performance measure

by means of AUROC (0.930). The results for other metrics

are presented in Tables III-IV.

The interpretation of the results for development team is:

If  model  classifies  records  as  Correct, its  confidence  is

94%. Only 11% of all changed files have to be sent for

extended  code  review,  to  hit  79%  potential  problems.

Predictive model is able to recognize correctly 62% of all

Reworks.

We evaluated the classifier using 10 folds cross validation to

find out that results are very close to those done in percent-

age split test. We take this as a confirmation, that prepared

model is stable and ready for use in real life scenarios. List

of all attributes mined in this research is available in Appen-

dix,  with  best  25  preselected  attributes,  marked  with  a

star (*).

VI. Conclusions

Our  Rework  prediction model will support QA activities

with effective estimation of software areas that are at risk by

mistakes  introduced  during  source  code  changes.  System

will direct extended code review to these places. The pro-

posed approach has been evaluated for feasibility on large

medical software project and research results were consid-

ered worthy of implementation in the company where the re-

search has been conducted. With very high precision  (97.12

%) and accuracy (92.27 %), company should expect visible

effects after implementation of the system build upon our re-

search results. We show that by comparing AUROC values,

Random  Forest  provides  Rework prediction  models  with

better  predictive  ability  then  other  algorithms  like  Bayes

Net, C4.5, KNN, and Naive Bayes. We believe that sophisti-

cated mechanisms developed to collect the data for this re-

search will be a base for subsequent analysis,  and knowl-

edge retrieved will support project management. Subjective

medical software project is developed in multiple remote of-

fices  in  different  locations  around  the  world,  making  the

data set even more challenging and interesting from analyti-

cal point of view.

Next  steps  would  include  incorporating  the  prediction

model  into company regular  operations  and follow up on

mechanisms to measure effectiveness of the implementation.

APPENDIX

Attributes collected from project management database:

ISST Problem category with possible values: Defect, De-

ficiency,  Enhancement,  Performance,  Refactoring,

Coding  Standard,  Demo,  Custom  scripts,  Test

Case, External – 3rd party

ISSS Severity of issue with possible values: Non Critical,

Critical, Risk to Health

ISSP Priority of issue. Available values: 0-5 (Low - Ur-

gent)

HLE Task coding time high level estimation in hours (*)

OFF Employee office name

Attributes collected from issue tracker system:

CR Task number. Generally task is created from issue

and is assigned to programmer.

TABLE II.
COMPARISON OF DIFFERENT CLASSIFIERS

Classifica-

tion

algorithm

Attribute selection

algorithm

Number of

attributes
AUROC

Random 
Forest

InfoGainAttributeEval 25 0.930

Bayes Net GainRatioAttributeEval 60 0.816

C4.5 InfoGainAttributeEval 20 0.872

KNN GainRatioAttributeEval 20 0.829

Naive Bayes GainRatioAttributeEval 45 0.787

TABLE IV.
BEAST PREDICTION MODEL PERFORMANCE METRICS

Metric Value

Precision 97.12 %

Accuracy 92.27 %

Sensitivity 62.23 %

Specificity 97.32 %

AUROC 0.930

Positive Prevalence 11.25 %

Positive Predictive Value 79.64 %

Negative Predictive Value 93.87 %

TABLE III.
CONFUSION MATRIX FOR BEST PREDICTION MODEL

Predicted

Correct

(negative)

Rework

(positive)

Actual

Correct

(negative)
19755 543

Rework

(positive)
1290 2125
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IMPBY Person who marked task as ‘Implemented’ (done).

After this action task is passed to testing team.

IMPD Date when person marked task as ‘Implemented’ 

SOLBY Person who created solution for task. (Generally, it

is more experienced person like architect  or team

leader)

SOLT This is set of 20 predefined values describing type

of solution.

ECH Estimated  hours  for  coding  based  on  all  details

from task (*)

ACH Actual hours spent on coding. (*)

NCMR Number of commits for task (*)

NFCR Number of file changed for task (*)

PINCR Number  of  users  who  committed  changes  within

task

NAM Number of affected modules (*)

NADM Number of affected “dipper modules” (*)

NCSR Number of .net files changed within task (*)

NJVR Number of java files changed within task (*)

ASM Number of affected files in the same module (*)

ASDM Number of affected files in the same “dipper mod-

ule” (*)

AOM Number of affected files in other modules (*)

AODM Number of affected files in “dipper modules” (*)

Data collected from issue tracker system on ‘file change

level’:

CBY Person who committed file change to source con-

trol system

REV Source control revision related to change

OPT File change operation: A – addition, D – deletion,

U – update

PAT Absolute path to modified file in source control tree

RPAT Relative path to modified file

BRA Source control branch name

PROJ Project name of modified file

MOD Module name of modified file

DMOD Very big modules were divided it into small pieces

called “dipper module”

LAN Coding language of modified file

RWRK This  information  stating  if  particular  file  change

was  good  or  was  not.  If  at  least  one  file  was

marked  as  rework,  then  related  task  was  also

marked as rework

URE This is information on how many reworks has per-

son  who  committed  particular  change  in  his/her

history.  Attribute  was  calculated  from the  whole

user history till commit date (*)

URYB This is information on how many reworks has per-

son who committed particular change over the last

year (*)

NOFF Number of commits of file within task (*)

PIIF Number of people involved in file within task

Attributes collected from source control (svn):

MCEXP Sum of all modifications on file made by user who

committed change till commit date

TC Sum of all modifications on file made by all users

till commit date. This attribute may be treated as

file age measures in changes.

CGTC File age categorized by expert into 8 categories

UEXP Contribution of committed user in file till commit

date expressed in percentage

CGUX User Contribution categorized by expert into 6 cat-

egories

NFUX For 63 records we cannot establish user experience

MMX Sum of all modifications on module made by user

who committed change till commit date (*)

DMMX Sum of all modifications on “dipper module” made

by user who committed change till commit date (*)

TMX Sum of all modifications on module made by all

users  till  commit  date.  This  attribute  may  be

treated as module age measures in changes (*)

TDX Sum of all modifications on “dipper module” made

by all users till commit date. This attribute may be

treated as module age measures in changes (*)

MX Contribution  of  committed  user  to  module  till

commit date expressed in percentages (*)

DMX Contribution  of  committed  user  to  “dipper  mod-

ule” till commit date expressed in percentage (*)

CMX User Contribution categorized by expert into 8 cat-

egories

CDMX Same as CMX but on “dipper module” level

DIFI Number of line insertions on a file in last commit

DIFD Number of line deletions on a file in last commit

DIFC Number of chunks on a file in last commit

DIFER For  60  records  we  cannot  establish  last  commit

size

SDIFI Sum of all line insertions per file per task

SDIFD Sum of all line deletions per file per task

SDIFC Sum of all chunks per file per task

LFRD Duration  of  the  file  change  process  measured  in

the number of revisions throughout the project (*)

LMP How many days have elapsed since last modifica-

tion of file in concrete svn branch

LMRP How many days have elapsed since last modifica-

tion of file across all svn branches

LMU How many days have elapsed since last modifica-

tion  of  file  across  all  svn  branches  by  user  who

committed this change

DAISS Number of requirements assigned to issue (*)

DACR Number of requirements assigned to task (*)

Source code metrics for Java and .Net classes:

WBA Average block depth for file

WBB Agerage complexity for file

WBC Number of lines of code

WBD Number of statements

WBE Number of statements per method

WBF Number of lines number of deepest block

WBG Number of lines of most complex method

WBH Maximum complexity

WBI For 3124 records we were not able to obtain met-

rics from file exported by SourceMonitor
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WBJ For 9 records SourceMonitor throws an exception

WBK For files that were deleted metrics were not calcu-

lated
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

Abstract—This  paper  presents  a  deep  analysis  of

literature on the problems of optimization of parameters

and  structure  of  the  neural  networks  and  the  basic

disadvantages  that  are  present  in  the  observed

algorithms and methods. As a result, there is suggested a

new  algorithm  for  neural  network  structure

optimization, which is free of the major shortcomings of

other  algorithms.  The  paper  describes  a  detailed

description  of  the  algorithm,  its  implementation  and

application for recognition problems.

I. INTRODUCTION

HE  unit  of  neural  networks  is  widely  used  to  solve

various  problems  including  recognition  tasks.  The

existence  of  a  method  for  automatic  search  of  neural

network optimal structure could provide an opportunity to

get the structure of  a neural network much faster, that would

better suit the subject area and existing incoming data.

T

Since there are no well-defined procedures for selecting

the parameters of a NN and its structure for a given applica-

tion, finding the best parameters can be a case of trial and er-

ror.

There are many papers, like [1-3] for example, in which

the authors  arbitrarily  choose  the  number  of  hidden  layer

neurons, the activation function, and number of hidden lay-

ers. In [4], networks were trained with 3 to 12 hidden neu-

rons, and it was found that 9 was optimal for that specific

problem. The GA had to be run 10 times, one for each of the

network architectures. 

Since selecting NN parameters is more of an art than a

science, it is an ideal problem for the GA. The GA has been

used in numerous different ways to select the architecture,

prune, and train neural networks. In [5], a simple encoding

scheme  was  used  to  optimize  a  multi-layer  NN.  The

encoding  scheme consisted  of  the number  of  neurons  per

layer, which is a key parameter of a neural network. Having

too few neurons does not allow the neural network to reach

  Presented results of the research, which was carried out under the theme

No. E-3/627/2016/DS, were funded by the subsidies on science granted by

Polish Ministry of Science and Higher Education.

an  acceptably  low error,  while  having  too  many  neurons

limits the NN’s ability to generalize. 

Another important design consideration is deciding how

many connections should exist between network layers. In

[6],  a  genetic  algorithm  was  used  to  determine  the  ideal

amount of connectivity in a feed-forward network. The three

choices were 30%, 70%, or 100% (fully-connected). 

In general, it is beneficial to minimize the size of a NN to

decrease learning time and allow for better generalization. A

common  process  known  as  pruning  is  applied  to  neural

networks after they have already been trained. Pruning a NN

involves  removing any unnecessary  weighted synapses.  In

[7], a GA was used to prune a trained network. The genome

consisted of one bit for each of the synapses in the network,

with  a  ‘1’  represented  keeping  the  synapse,  while  a  ‘0’

represented  removing  the  synapse.  Each  individual  in  the

population  represented  a  version  of  the  original  trained

network with some of the synapses pruned (the ones with a

gene  of  ‘0’).  The  GA  was  performed  to  find  a  pruned

version of the trained network that had an acceptable error.

Even  though  pruning  reduces  the  size  of  a  network,  it

requires  a  previously  trained  network.  The  algorithm

developed in this research optimizes for size and error at the

same  time,  finding  a  solution  with  minimum  error  and

minimum number of neurons. 

Another  critical  design  decision,  which  is  application-

specific,  is  the  selection  of  the  activation  function.

Depending  on  the  problem  at  hand,  the  selection  of  the

correct  activation  function  allows  for  faster  learning  and

potentially a more accurate NN. In [8], a GA was used to

determine  which  of  several  activation  functions  (linear,

logsig, and tansig) were ideal for a breast cancer diagnosis

application. 

Another common use of GA is to find the optimal initial

weights  of  back-propagation  and  other  types  of  neural

networks. As mentioned in [9], genetic algorithms are good

for global optimization, while neural networks are good for

local  optimization.  Using  the  combination  of  genetic

algorithms  to  determine  the  initial  weights  and  back

propagation learning to further lower error takes advantage

of both strengths and has been shown to avoid local minima

in  the  error  space  of  a  given  problem.  Examining  the

specifics of the GA used in [1] shows the general  way in
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which  many  other  research  papers  use  GA  to  determine

initial weights. In [1], this technique was used to train a NN

to perform image restoration. The researchers  used fitness

based  selection  on  a  population  of  100,  with  each  gene

representing one weight in the network that ranged from -1

to 1 as a floating point number. Dictated by the specifics of

the problem, the structure of the neural network was fixed at

nine input and one output node. The researchers arbitrarily

chose five neurons for the only hidden layer in the network.

To determine the fitness of an individual, the initial weights

dictated  by  the  genes  are  applied  to  a  network  which  is

trained using back propagation learning for a fixed number

of epochs. Individuals with lower error were designated with

a higher fitness value. In [9-10], this technique was used to

train a sonar array azimuth control system and to monitor the

wear  of  a  cutting  tool,  respectively.  In  both  cases,  this

approach  was  shown  to  produce  better  results  that  when

using  back-propagation  exclusively.  In  [11],  the

performance  of  a  two  back  propagation  neural  networks

were compared: one with GA optimized initial weights and

one  without.  The  number  of  input,  hidden,  and  output

neurons  were  fixed  at  6,  25,  and  4,  respectively.  Other

parameters  such  as  learning  rate  and  activation  functions

were also fixed so that the only differences between the two

were the initial weights. 

In [1, 10-12], each of the synaptic weights was encoded

into the genome as a floating point number (at least 16 bits),

making the genome very large. The algorithm developed in

this  research  only encodes  a  random number  seed,  which

decreases  the search  space  by many orders  of  magnitude.

Determining the initial  values using the GA has improved

the performance of non-back propagation networks as well.

In  [13],  a  GA  was  used  to  initialize  the  weights  of   a

Wavelet Neural Network (WNN) to diagnose faulty piston

compressors. WNNs have an input layer, a hidden layer with

the wavelet activation function, and an output layer.  Instead

of using back propagation learning, these networks use the

gradient  descent  learning  algorithm.  The  structure  of  the

network  was  fixed,  with  one  gene  for  each  weight  and

wavelet  parameter.  Using  the  GA was  shown to  produce

lower  error  and  escape  local  minima  in  the  error  space.

Neural  networks  with  feedback  loops  have  also  been

improved with GA generated initial weights. 

Genetic algorithms have also been used in the training

process  of  neural  networks,  as  an alternative  to the back-

propagation algorithm. In [14] and [15], genes represented

encoded weight values, with one gene for each synapse in

the  neural  network.  It  is  shown  in  [16]  that  training  a

network  using  only  the  back-propagation  algorithm  takes

more CPU cycles than training using only GA, but in the

long  run  back-propagation  will  reach  a  more  precise

solution.  In  [17],  the  Improved  Genetic  Algorithm (IGA)

was used to train a NN and shown to be superior to using a

simple  genetic  algorithm  to  find  initial  values  of  a  back

propagation neural network. Each weight was encoded using

a real  number instead of a  binary number,  which avoided

lack of accuracy inherent in binary encoding. Crossover was

only performed on a random number of genes instead of all

of  them,  and  mutation  was  performed  on  a  random digit

within  a  weight’s  real  number.  Since  the  genes  weren’t

binary, the mutation performed a “reverse significance of 9”

operation (for example 3 mutates to 6, 4 mutates to 5, and so

on). The XOR problem was studied, and the IGA was shown

to be both faster and produce lower error. Similar to [2], this

algorithm requires a large genome since all the weights are

encoded.

Previously, genetic algorithms were used to optimize a

one layered network [18],  which is too few to solve even

moderately  complex  problems.  Many  other  genetic

algorithms were used to optimize neural networks with a set

number of layers [1-2, 11, 13, 19-20]. The problem with this

approach is that the GA would need to be run once for each

of  the  different  number  of  hidden  layers.  In  [19],  the

Variable  String Genetic  Algorithm was  used to  determine

both the initial weights of a feed forward NN as well as the

number of neurons in the hidden layer to classify infrared

aerial images. Even though the number of layers was fixed

(input, hidden, and output), adjusting the number of neurons

allowed the GA to search through different sized networks. 

A wide range of algorithms is used to build the optimal

neural network structure. The first of these algorithms is the

tiled constructing algorithm [21]. The idea of the algorithm

is to add new layers of neurons in a way that input training

vectors  that  have different  respective initial  values,  would

have  a  different  internal  representation  in  the  algorithm.

Another prominent representative is the fast  superstructure

algorithm [22].  According to this algorithm new neurons are

added between the output layers. The role of these neurons is

the  correction  of  the  output  neurons  error.  In  general,  a

neural network that is based on this algorithm has the form

of a binary tree. 

In summary, the papers mentioned above studied genetic

algorithms that were lacking in several ways: 

1. They do not allow flexibility of the number of hid-

den layers and neurons. 

2. They do not optimize for size. 

3. They have very large genomes and therefore search

spaces. 

The algorithm described  in  this  article  addresses  all  of

these issues. The main goal of this work is to analyze the

structure optimization algorithm of neural network during its

learning  for  the  tasks  of  pattern  recognition  [23]  and  to

implement the algorithm using program instruments.

II. THE ALGORITHM OF STRUCTURAL OPTIMIZATION

DURING LEARNING

Structural  learning  algorithm  is  used  in  multilayer

networks  and  directs  distribution  networks  and  has  an

iterative nature: on each iteration it searches for the network

structure that is better than the last one. Network search is

performed by sorting all possible mutations of network and

by selection and combination of the best ones (selection and

crossing).

Consider the basic parameters of the algorithm.

Learning parameters: 

 learning rate: η;
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 inertia coefficient: μ;

 damping weights coefficient: ε ;

 probability of hidden layer neuron activation: ph;

 probability of input layer neuron activation: pi.

Structured learning parameters:

 initial number of neurons in the hidden layer;

 activation function for the hidden layer;

 activation function in the output layer;

 maximum number of mutations in the crossing;  

 number of training epochs of the original network;

 number of training epochs in the iteration;

 acceptable mutation types;

 part of the training sample used for training.

III. ELEMENTARY STRUCTURAL OPERATIONS ON

NEURAL NETWORK

According  to  [24]  the  following  basic  structural

operations on the network have been introduced:

 adding a synapse between two randomly selected

unrelated network nodes or neurons – operation

SynADD;

 removing  the  synapse  between  two  randomly

selected  unrelated  network  nodes  or  neurons  –

operation SynDEL;

 moving synapse between two randomly selected

unrelated network nodes or neurons – operation

SynMOD;

 changing the activation function of the neuron to

randomly selected neuron – operation AMOD;

 serialization  of  the  node  or  the  neuron  –

operations SerNODE and SerNR;

 parallelization  of  the  node  or  the  neuron  –

operations  ParNODE and ParNR;

 adding  a  node  or  a  neuron  –  operations

AddNODE and AddNR;

 create a new layer – operation LADD;

 removing the layer NN – operation LDEL.

The use or nonuse of described structural operations depends

on the complexity of the task. 

For  recognition  problems that  will  be  described  in  this

article operations (mutations) described in [25] are used.

IV. ALGORITHM IMPLEMENTATION

Internally  neural  networks  are  presented  as  numeric

matrix sequences of each layer weight except for the input

one. In Fig.1 the matrix sequence for [2-3-2] network type is

showed: hidden layer matrix 2x3 and output layer one 3x2.

Each  element  aij in  matrix  Ak equals  to  weight  value

between i and j network neurons.

For  realization  of  different  types  of  mutations,  the

operations on matrices are used. When adding a new neuron

to  the  layer  a  combination  of  adding  operations  of  new

matrix row and column is implemented. In Fig. 2, 3 and 4

the realization of neuron addition to the input, hidden and

output layers has been presented.

Fig.2 Neuron addition to the input layer

Fig.3 Neuron addition to the hidden layer

Fig. 4 Neuron addition to the output layer

To extract neurons opposing operations are used. In Fig. 5

there is a realization of extraction of a second neuron in  the

hidden network. 

Fig.5 Hidden layer neuron extraction.

When  adding  a  new  layer,  the  new  weight’s  matrix

insertion operation is performed.

Since some operations change matrices’ structures, there

is  a  certain  difficulty  in  their  combination.  For  example,

when  extracting  the  hidden  layer  O
3
 neuron  in  [2-3-2]

network the  O
4
 neuron in the resulting network will shift

Fig. 1 [2-3-2] Network internal realization example
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one  position  and  become  O
3
 neuron;  when  adding  new

hidden layer,  that  contains  4  neurons  in  front  of  existing

hidden  layer,  next  layer  will  shift  one  position.  When

combining different  mutations their  step-by-step execution

has to be done in a strict order, which depends on type and

parameters  of  each  mutation.  In Listing 1 there  is  a  code

fragment  implemented  in  Clojure  [26],  that  executes

combined mutation. At first the mutations that do not change

structures  -  addition  and  extraction  of  connections,  are

executed, then the addition of new neurons and extraction of

existing ones is executed; new layers are added at the end.

Mutations  which  extract  neurons,  are  executed  in  neuron

number decrease order, similarly as layer addition - in new

layer index decrease order.

(defmethod mutate ::combined

[net {:keys [mutations]}]

(let [grouped-ms (group-by :operation mutations)

{add-node-ms ::add-node del-node-ms ::del-node

layer-ms ::add-layer} grouped-ms

safe-ms  (mapcat  grouped-ms  [::identity  ::add-

edge ::del-edge])

safe-del-node-ms (reverse

(sort-by #(second (:deleted-node %)) del-node-ms))

safe-layer-ms (reverse (sort-by :layer-pos layer-

ms))

ms  (concat  safe-ms  add-node-ms  safe-del-node-ms

safe-layer-ms)]

(reduce mutate net ms)))

Listing 1 - Code fragment implemented in Clojure, that executes com-

bined mutation

One of the Clojure [8] benefits over other programming

languages  is  usage  of  unchangeable  data  structures  -

collections and containers,  the content of which cannot be

changed. In return, while trying to add a new element to  the

collection the new substance of the collection will be created

containing  this  element.  The  operation  of  creating  a  new

collection is optimized this way: both objects will use the

mutual part of collection. In Fig. 6 the result of adding object

5 to  the  end  of  array  [......]  is  showed.  V denotes  an  old

collection object, v2 denotes newly created collection object.

Fig.6 Principle of data structure work in Clojure

Programming  with  unchangeable  data  structure  usage

makes programs much easier to understand.

 program parallelization  simplicity  -  unchangeable

data can  be  used in  parallel  without  any need  to

synchronize threads;

 no problems with memory leaks;

 caching simplicity;

 major memory economy in some cases.

Due to these characteristics of unchangeable structures the

main part  of  an  algorithms work  is  done in  parallel  with

maximum computing resources usage.

The developed system has a client-server architecture. A

system deployment diagram is showed in Fig. 7. In general

the system consists of 2 parts:

 server  application,  which  does  neural  network

learning  and  implements  structure  optimization

algorithm;

 client application, which implements GUI

Fig.7 System deployment diagram

Clojure  has  been  used  to  implement  the  server

application.  The  Java  platform  [27]  has  been  used  as  a

runtime environment.

For the GUI implementation, the ClojureScript - Clojure

dialect [26], executed in JavaScript, has been used.

V. EXPERIMENTAL RESEARCH

The  implemented program  system  is  used  to  research

problems  of  human  face  recognition.  The  face  image

database of Yale university was used as output data [28]. 

Sampling 10 different persons and 50 different images of

each person were selected. Each image has been scaled to

the  size  of  26x26 pixels  and  coded  into  676-dimensional

vector, the values of pixels’  brightness were normalized to

0…1  range.  Each  output  class  representing  a  particular

person was coded into a 10 element vector which contains 9

zeroes and a single 1 at a different index. The obtained 500

samples  were  randomly  divided  into  training  and  testing

sets 2:1.

In Fig. 8 the source images and images used for neural

network learning are showed.

Architecture of source network. A network architecture

which is shown in Fig. 9 was used to evaluate the work of

the algorithm
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Fig.9 Image recognition network architecture

Research  of  the  algorithm.   The  following  training

values and structural  optimization settings have been used

for SGD with weight decay regularization [29]:

● learning rate: η=0.002;

● inertia coefficient: μ=0.1;

● damping weights coefficient: ε=0.1;

● probability of hidden layer neuron activation:

ph=1;

● probability of input layer neuron activation: pi=1.

Selected parameters following algorithm:

● initial number of neurons in the hidden layer: 3;

● activation function for the hidden layer: ReLU[30];

● activation function in the output layer: softmax;

● maximum number of mutations in the crossing:

M=50;

● number of training epochs of the original network:

T
0
=100;

● number of training epochs in the iteration: T i=5;

● acceptable mutation types: adding and removing 

synapses;

● part of the training sample used for training: 1;

● type of cost function: cross-entropy [31].

During 40 iterations of the algorithm 300 extractions and

128 additions of synapses were carried out.  In Fig.10 and

Fig.  11  the  dependency  of  price  and  precision  values  of

classification from amount of implemented learning epochs

has been presented. Received values are shown in Table 1.

Due  to  connections’  optimization  structure  we  could

lower false classification percentage to 4.2% on testing set. 

An  experiment  has  also  been  made  in  which  T i=3,

which is shown in Fig. 12 and Fig. 13. 

During 100 iterations of the algorithm 645 extractions and

457 additions of synapses were carried out. We could lower

the false recognition percentage from 7.8 to 6.0 on testing

set. The result is shown in Table 2.

TABLE 1 THE RESULTING ACCURACY OF IMAGE CLASSIFICATION

FOR T i=5

Type NN Training, % Testing, %

Common 97.59 93.41

Optimized 98.19 95.80

Fig.10 Image classification accuracy for T i=5

Fig.11 Price value for image classification for T i=5

TABLE 2 THE RESULTING ACCURACY OF IMAGE CLASSIFICATION

FOR T i=3

Type NN Training, % Testing, %

Common 98.79 92.21

Optimized 99.09 94.01

Fig.8 Data set formation example

GRZEGORZ NOWAKOWSKI ET AL.: THE REALISATION OF NEURAL NETWORK STRUCTURAL OPTIMIZATION ALGORITHM 1369



Fig.12 Image classification accuracy for T i=3

Fig.13 Price value for image classification for T i=3

VI. CONCLUSION

The  problem  of  a  structural  optimization  algorithm

implementation  was  considered  in  this  article,  and  the

possible appliance of this algorithm in an image recognition

problems was analyzed. 

Due to the optimisation structure of connections we could

lower  the  false  classification  percentage  to  4.2%  in  the

testing  set  and  also  we  could  lower  the  false  recognition

percentage from 7.8 to 6.0 in the testing set. The proposed

algorithm has  flexibility  in  the  number  of  hidden  layers,

neurons and links.

The obtained results prove the efficiency of the proposed

algorithm for using with recognition problems.
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Różewski, Przemysław . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 995
Rudnik, Marcin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .1315
Rueda, José L. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Ruta, Dymitr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149, 429
Rychlý, Marek. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .561
Ryšavý, Ondrej . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561

Sadamasa, Kunihiko . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
Sałabun, Wojciech . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 949
Santorek, Jakub . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1235
Sanz, Jorge Gomez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299
Šarafín, Peter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 891
Sarbinowski, Antoine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
Scaglione, Francesco . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 601
Šcavnický, Jakub . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Schaaf, Sebastian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Schäffer, Thomas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 989
Schwarzbach, Björn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 925
Sciuto, Grazia Lo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 601
Segura, Edwar Luján . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
Segura, Flabio Gutiérrez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .453
Seller, Hannes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
Semberecki, Piotr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Sepczuk, Mariusz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 783
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Trzciński, Tomasz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1275
Tunia, Marcin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 783
Tyszka, Apoloniusz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

Uceda, Rafael Asmat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
Urgo, Marcello . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587
Usaha, Wipawee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 877
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