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EAR Reader, it is our pleasure to present to you Posi-
tion Papers of the 2018 Federated Conference on Com-

puter  Science  and  Information Systems (FedCSIS),  which
took place in Poznań, Poland, on September 9-12, 2018.

D
We consider position papers  to be important  enough to

recognize them as a separate publication. As you will see,
they comprise two categories of contributions –  challenge
papers and  emerging research  papers.  Challenge  papers
propose and describe research challenges in theory or prac-
tice of computer science and information systems. Papers in
this category are based on deep understanding of existing re-
search or industrial problems. Based on such understanding
and experience, they define new exciting research directions
and show why these directions are crucial to the society at
large.  Emerging  research  papers present  preliminary  re-
search results from work-in-progress based on sound scien-
tific approach but presenting work not completely validated
as yet. They describe precisely the research problem and its
rationale.  They  also  define  precisely  the  intended  future
work including the expected benefits  from solution to the
tackled problem. Subsequently, they may be more concep-
tual than experimental.

FedCSIS 2018 was Chaired  by prof.  Krzysztof  Jassem,
while dr. Paweł Skórzewski acted as the Chair of the Orga-
nizing Committee. This year, FedCSIS was organized by the
Polish Information Processing Society  (Mazovia Chapter),
IEEE Poland  Section  Computer  Society  Chapter,  Systems
Research  Institute  Polish  Academy  of  Sciences,  Warsaw
University of Technology, Wrocław University of Econom-
ics, and Adam Mickiewicz University.

FedCSIS  2018  was  technically  co-sponsored  by:  IEEE
Region  8,  IEEE  Poland  Section,  IEEE Computer  Society
Technical  Committee  on  Intelligent  Informatics,  IEEE
Czechoslovakia  Section  Computer  Society  Chapter,  IEEE
Poland  Section  Gdańsk  Computer  Society  Chapter,  SMC
Technical  Committee  on  Computational  Collective  Intelli-
gence, IEEE Poland Section Systems, Man, and Cybernetics
Society Chapter, IEEE Poland Section Control System Soci-
ety  Chapter,  IEEE  Poland  Section  Computational  Intelli-
gence Society Chapter, ACM Special Interest Group on Ap-
plied  Computing,  International  Federation  for  Information
Processing, Committee of Computer Science of the Polish
Academy of Sciences, Polish Operational and Systems Re-
search  Society,  Mazovia  Cluster  ICT Poland  and  Eastern
Cluster ICT Poland. FedCSIS 2018 was sponsored by Intel,
Gambit,  Samsung,  Silver  Bullet  Labs,  eSensei  and  Data
Center PPNT.

During FedCSIS 2018, keynote lectures have been deliv-
ered by:
• Aksit,  Mehmet,  University  of  Twente,  “The  Role  of

Computer Science and Software Technology in Organiz-
ing Universities for Industry 4.0 and Beyond”

• Bosch, Jan, Chalmers University Technology, “Towards
a Digital Business Operating System”

• Duch,  Włodzisław,  Nicolaus  Copernicus  University,
“Neurocognitive  informatics  for  understanding  brain
functions”

• O'Connor, Rory, V., Dublin City University, “Demystify-
ing the World of ICT Standardisation: An Insiders View-
point”

FedCSIS 2018 consisted of the following events (confer-
ences, symposia, workshops, special sessions). These events

were grouped into FedCSIS conference areas, of various de-
gree of integration. Specifically, those listed without indica-
tion of the year 2018 signify "abstract areas" with no direct
paper submissions to them (but with submissions to their en-
closed events).

• AAIA'18 – 13th International Symposium Advances in 
Artificial Intelligence and Applications
∘ AIMaViG'18 – 3rd International Workshop on Artificial

Intelligence in Machine Vision and Graphics
∘ AIMA'18 – 8th International Workshop on Artificial 

Intelligence in Medical Applications
∘ AIRIM'18 –  3rd International Workshop on AI aspects 

of Reasoning, Information, and Memory
∘ ASIR'18 –  8th International Workshop on Advances in 

Semantic Information Retrieval
∘ DMGATE'18 –  1st International Workshop on AI 

Methods in Data Mining Challenges
∘ SEN-MAS'18 –  6th International Workshop on Smart 

Energy Networks & Multi-Agent Systems
∘ WCO'18 – 11th International Workshop on 

Computational Optimization
• CSS – Computer Science & Systems

∘ BEDA'18 –  1st International Workshop on Biomedical 
& Health Engineering and Data Analysis

∘ CANA'18 –  11th Workshop on Computer Aspects of 
Numerical Algorithms

∘ C&SS'18 –  5th International Conference on 
Cryptography and Security Systems

∘ CPORA'18 – 3rd Workshop on Constraint 
Programming and Operation Research Applications

∘ LTA'18 –  3rd International Workshop on Language 
Technologies and Applications

∘ MMAP'18 –  11th International Symposium on 
Multimedia Applications and Processing

• iNetSApp – International Conference on Innovative 
Network Systems and Applications
∘ INSERT'18 –  2nd International Conference on Security,

Privacy, and Trust
∘ IoT-ECAW'18 –  2nd Workshop on Internet of Things - 

Enablers, Challenges and Applications
• IT4MBS – Information Technology for Management, 

Business & Society
∘ AITM'18 – 15th Conference on Advanced Information 

Technologies for Management
∘ ISM'18 – 13th Conference on Information Systems 

Management
∘ KAM'18 –  24th onference on Knowledge Acquisition 

and Management
• SSD&A – Software Systems Development & Applications

∘ MDASD'18 –  5th Workshop on Model Driven 
Approaches in System Development

∘ MIDI'18–  6th Conference on Multimedia, Interaction, 
Design and Innovation

∘ LASD'18 –  2nd International Conference on Lean and 
Agile Software Development

∘ SEW-38 & IWCPS-5 –  Joint 38th IEEE Software 
Engineering Workshop (SEW-38) and 5th International 
Workshop on Cyber-Physical Systems (IWCPS-5)

• DS-RAIT'18 – 5th Doctoral Symposium on Recent 
Advances in Information Technology
Each paper, found in this volume, was refereed by at least

two referees.
The program of FedCSIS required a dedicated effort  of

many people. Each event constituting FedCSIS had its own



Organizing and Program Committee. We would like to ex-
press our warmest gratitude to all Committee members for
their hard work in attracting and later refereeing 394 regular
submissions.

We thank the authors of papers for their great contribution
to research and practice in computing and information sys-
tems. We thank the invited speakers for sharing their knowl-
edge and wisdom with the participants. Finally, we thank all
those responsible for staging the conference in Poznań. Or-
ganizing a conference of this scope and level could only be
achieved by the collaborative effort of a highly capable team
taking charge of such matters as conference registration sys-
tem, finances, the venue, social events, catering, handling all
sorts of individual requests from the authors, preparing the
conference rooms, etc.

We hope you had an inspiring conference and an unforget-
table stay in the beautiful city of Poznań. We also hope to
meet you again for FedCSIS 2019 in Leipzig, Germany.

Co-Chairs of the FedCSIS Conference Series

Maria Ganzha, Warsaw University of Technology, Poland 
and Systems Research Institute Polish Academy of Sciences, 
Warsaw, Poland
Leszek Maciaszek, Wrocław University of Economics, 
Wrocław, Poland and Macquarie University, Sydney, 
Australia
Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, Warsaw Poland and Management 
Academy, Warsaw, Poland
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13th International Symposium Advances in
Artificial Intelligence and Applications

AAIA’18 brings together scientists and practitioners to
discuss their latest results and ideas in all areas of

Artificial Intelligence. We hope that successful applications
presented at AAIA’18 will be of interest to researchers who
want to know about both theoretical advances and latest
applied developments in AI.

TOPICS

Papers related to theories, methodologies, and applications
in science and technology in the field of AI are especially
solicited. Topics covering industrial applications and academic
research are included, but not limited to:

• Decision Support
• Machine Learning
• Fuzzy Sets and Soft Computing
• Rough Sets and Approximate Reasoning
• Data Mining and Knowledge Discovery
• Data Modeling and Feature Engineering
• Data Integration and Information Fusion
• Hybrid and Hierarchical Intelligent Systems
• Neural Networks and Deep Learning
• Bayesian Networks and Bayesian Reasoning
• Case-based Reasoning and Similarity
• Web Mining and Social Networks
• Business Intelligence and Online Analytics
• Robotics and Cyber-Physical Systems
• AI-centered Systems and Large-Scale Applications

We also encourage researchers interested in the following top-
ics to submit papers directly to the corresponding workshops,
which are integral parts of AAIA’18:

• AI in Medical Applications (AIMA’18 workshop)
• AI in Machine Vision and Graphics (AIMaVIG’18 work-

shop)
• AI in Reasoning Foundations (AIRIM’18 workshop)
• AI in Information Retrieval (ASIR’18 workshop)
• AI in Data Mining Challenges (DMGATE’18 workshop)
• AI in Smart Energy Networks (SEN-MAS’18 workshop)
• AI in Computational Optimization (WCO’18 workshop)

All submissions accepted to the main track of AAIA’18 and
to the above workshops are treated equally in the conference
programme and are equally considered for the paper awards.

PROFESSOR ZDZISŁAW PAWLAK BEST PAPER AWARDS

We are proud to continue the tradition started at the
AAIA’06 and grant two “Professor Zdzisław Pawlak Best
Paper Awards” for contributions which are outstanding in their
scientific quality. The two award categories are:

• Best Student Paper. Papers qualifying for this award must
be marked as “Student full paper” to be eligible.

• Best Paper Award.
Each award carries a prize of 300 EUR funded by the Ma-
zowsze Chapter of the Polish Information Processing Society.

EVENT CHAIRS

• Kwaśnicka, Halina, Wrocław University of Science and
Technology, Poland

• Markowska-Kaczmar, Urszula, Wrocław University of
Science and Technology, Poland

ADVISORY BOARD

• Kacprzyk, Janusz, Polish Academy of Sciences, Poland
• Marek, Victor, University of Kentucky, United States
• Matwin, Stan, Dalhousie University, Canada
• Michalewicz, Zbigniew, University of Adelaide, Aus-

tralia
• Skowron, Andrzej, University of Warsaw, Poland
• Ślęzak, Dominik, University of Warsaw, Poland
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• Zaharie, Daniela, WCO’18
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Estimation of Student Understandings from Pulse
Wave Changes Caused by Load in Preparatory

Course
Atsushi Hagihara

Ritsumeikan University
Graduate School of Information

Science and Engineering
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Yusuke Kajiwara
Komatsu University

Faculty of Production Systems
Engineering and Sciences
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Abstract—We propose a method to estimate whether student
hold knowledge on the contents and tasks of the class, using
cognitive load and mental load. We estimate the cognitive load
of the student using a pulse wave and the pulse change.The
mental load can be estimated from the activity of the autonomic
nerve. In order to clarify student knowledge on course contents,
we estimate student schemata from the load on the student.We
conducted an experiment, preparing 2 kinds of tasks; S1 task
can be answered with student schemata, while S2 task cannot be
answered with student schema. Through the experiment using
the proposed method, we classified tasks given to students into
S1 tasks and S2 tasks.It was possible to estimate the student
schemata from the standard deviation of the heart rate.This
method makes it possible to figure out student understanding
earlier than traditional knowledge measurement method.

I. INTRODUCTION

FLIPPED CLASSES are introduced to actual educa-
tional classes, as open teaching materials, e-learning,

and MOOCs(Massive Open Online Courses) spread[1][2]. In
Flipped classes, learners prepare before lessons, based on
open teaching materials and assignments. Meanwhile, in the
classes, the teachers check the learners’ knowledge. If they
find contents the students fail to understand, they explain the
contents.

In face-to-face classes, the learners study at designated
places such as classrooms and at fixed times. The learners
review the lesson contents after the lesson. They engage in
homework to develop their learning. However, in face-to-face
classes, teachers put their main points in giving knowledge to
learners. Learners also concentrate on acquiring knowledge.
As a result, there are concerns that initiative learning of
students would decline, because they cannot enhance interests
in acquiring new knowledge and problem solving skills.

In the flipped classes, there is no constrains on place or
time for learners to prepare the content of the class. They
can learn at any place and any time suitable for each learner.
The learners can determine contents to study and the learning
time for themselves. In addition to that, since the learners
study the prepared knowledge in classes, they can increase

opportunities to use the knowledge. Through these aspects,
flipped classes are expected to have good effects to increase
the learning time and motivation of learners, to promote ini-
tiative learning. Some colleges in U.S. have introduced flipped
classes, showing the effect of improving learning motivation
and raising the completion rate of students [1][2].

However, there are some defects for flipped classes. For
example, in flipped classes, it is not secure the learning
time[3]. Since teachers cannot grasp the comprehension degree
of individual learners, they cannot conduct classes suitable
for each of learners. If assignments or class content given to
students at the time of preparation is too easy, learners would
acquire less knowledge, which makes the learning efficiency
low. Therefore, it is necessary for teachers to grasp the
knowledge acquired by learners at the time of preparation and
the knowledge they have already acquired, in order to make the
learning more efficient and the progress of the flipped classes
smooth. The paper proposes a method to estimate whether or
not learners hold knowledge about lesson contents. We focus
on the cognitive load in learner during preparation and the
mental load due to emotional changes such as impatience and
tension. Existing studies have revealed that when cognitive
load or emotion changes, the sympathetic and parasympathetic
functions change, which causes the pulse wave to fluctuate.
Based on the results, this method uses a pulse wave sensor to
measure the cognitive load and the mental load of learners.
We extract learners’ features representing cognitive load and
mental load from various data elements of pulse waves and
pulse fluctuations. In the experiment using this method, we
have found that the standard deviation of the heart rate of
the learner at the time of problem solving is effective to
discriminate whether the learner holds knowledge on the given
task.

In this paper, we introduce related research in ChapterII.
ChapterIII explains the method proposed in this research.
ChapterIV gives experiments and evaluations. ChapterV dis-
cusses the experimental results. ChapterVI summarizes this
research.
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II. EXISTING RESEARCH

Learner’s stumbling and troubles occur at the time of prepa-
ration in the flipped classes, because of lack of knowledge
of learners on tasks and contents in classes. At this time,
the learner is overloaded. The overload makes the leaners
avoid their learning. On the contrary, learning effect is low
when they are forced to answer the task they have already
achieved. This task has low cognitive load for learners. More
than one researches have been conducted to measure the load
on learners at the time of learning, aiming at providing them
with appropriate load according to the ability of the learners
and reducing the burden on learners[5].

A. Existing research on cognitive load

The cognitive load theory[4] points out there are working
memory and long term memory (LTM) in the human memory
structure for learning. The working memory is a memory
which has limited capacity and holds information temporarily.
When humans perceive experiences and knowledge, burdens
are imposed on the working memory. Schema is stored in
LTM. A schema is a onein which human experiences and
knowledge are accumulated and organized.

There are three types of cognitive loads which occur during
learning[6]. The intrinsic cognitive load is the one caused
by task itself such as difficulty level and complexity in task
solving. It is defined by the number of factors considered
in learning. Although it is not related to the task itself, the
extraneous cognitive load occurs in recognition of design and
format of the teaching material used for learning. The germane
load occurs when learners are establishing schemas to fix the
knowledge in problem solving and memorization. Since these
three kinds of cognitive loads are additive relationships, they
never appear in a completely separate way. Many studies try
to measure these three types of cognitive loads individually,
operating experiment environments[8].

B. Measurement of cognitive load

The cognitive load is measured using subjective evaluation,
physiological index, performance index such as the learner’s
exam results. Mizuno et al[9]. measured cognitive load using
reaction time in problem-solving learning as a performance
index. In order to measure the learner’s load on line at an early
stage during learning, it is effective to acquire a physiological
index using a sensor. Examples of physiological indices used
for measuring cognitive function include skin conductance
response, pupillary reaction, and heart rate[11]. Tsunoda et
al[13] measured cognitive load at mental load work of brain
workers, using heart rate variability as a physiological index.

Most of studies measure the cognitive load based on whether
or not a load is applied. There are few studies which measure
the cognitive load, focusing on schema construction. We
cannot know whether learners hold knowledge on learning
contents from the cognitive load of learners at their learning
time.

Fig. 1. The outline of the schema estimation system

III. ESTIMATION OF LEARNER’S SCHEMA USING LOAD ON
LEARNER

A. Improve flipped classes by estimating learner’s schema
From ChapterII，There are many researches to estimate

cognitive load from pulse fluctuation, and it can be estimated
with high accuracy. However, few researches focus on the
relationship between pulse fluctuation and the schema held by
the learner. Therefore, in this research, we propose a system
which classifies whether or not the learner holds the schema
for the task from the pulse wave and the pulse fluctuation at
the time of answer the task by the learner. Figure1 shows
the outline of the system (schema estimation system) that
estimates the schema held by the learner using this method.

The learner’s learning content is improved by identifying
from learner’s pulse wave and pulse fluctuation whether it
is a task that can be answered by the learner’s schema. The
procedure is shown below.

1) By using the pulse wave sensor, acquire pulse wave and
pulse fluctuation during answer task of learner.

2) Analyze pulse wave fluctuation and pulse fluctuation of
the acquired by the learner, and calculate 18 variations
of learners’ autonomic nerves.

3) From the calculated 18 variations of the learner ’s
autonomic nervousness, it is identified whether the task
given to the learner is a task or not that can be answered
by the learner’s schema.

4) When it becomes possible to grasp the schema held by
the learner from heart rate variability, it is possible to
identify whether learners are able to organize knowledge
on the task. And it can be done earlier and in real time
than traditional knowledge measurement methods such
as hearing and testing.

Through these procedures, depending on the schema held
by the learner, it is possible to support such as giving hints or
changing the difficulty level of the task. And it is possible to
improve the learning efficiency at the time of preparation in
the flipped class.

B. Relationship between learner’s schema and cognitive pro-
cessing

In this research, we focus on differences in cognitive pro-
cessing at the time of solution of tasks that can be answered
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Fig. 2. Cognitive processing when the learner holds the schema and does not
hold it

by the learner’s schema and tasks that can not be answered.
Figure2 shows how cognitive processing is performed when
learners answer tasks. There are two ways of human cognitive
processing, System 1 and System 2 proposed by Daniel
Kahneman et al[14].

System 1: This Cognitive processing that can automatically
understand without much perceptual activity. Because the
experiences and the knowledge about the task are already
organized and structured as a schema and it is kept in long-
term memory. System 2: This Cognitive processing that con-
sciously understands the objects. Because, it is unfamiliar to
experiences and knowledge concerning the object to be recog-
nized, construction of the schema is not done, and perceptual
activity is necessary for understanding.And, by repeatedly
performing cognitive processing of System 2, a schema related
to the experiences and knowledge is constructed, and cognitive
processing of System 1 can be perceived. Replacing the ideas
of System 1 and System 2 with learning, tasks can be divided
into the following two types.

• The tasks that the learner can construct the schemata has
been able to organize the knowledge on the tasks, and
the tasks that do not require much perceptual activities
to answer.

• The tasks that learner have not been able to construct
schemata have not been able to organize knowledge about
the tasks, and the tasks that require much perceptual
activities to answer.

Therefore, in this research, the tasks that can be answered
by the schema held by the learner are set as S1 tasks, and the
tasks difficult to solve by the schema held by the learner are
set as S2 tasks.

C. Estimation of load using learner’s pulse wave and pulse
fluctuation at task solving time

When solving the S1 task, the cognitive load on the learner
is small, and the usage of the working memory is small.
In solving the S2 task, the cognitive load on the learner is
large, and the working memory is pressed. Also, when the
learner solves the S2 problem, it is difficult to solve the S2
task, and emotional changes such as impatience and tension
appear[10]. Therefore, by using pulse fluctuation that can
estimate cognitive load and emotion, S1 task and S2 task are
identified. It is known that the cognitive load on learners at

task solving time can be estimated from pulse wave and pulse
fluctuation of learners [11].

In addition, the load due to mental factors such as im-
patience and tension of the learner can be estimated from
autonomic nervous fluctuation that can be calculated from the
pulse wave or pulse fluctuation of the learner. As a method of
acquiring the pulse rate and pulse fluctuation of the learner,
there is a method of attaching a pulse wave sensor to the
learner. By using a pulse wave sensor, it is possible to measure
pulse wave and pulse fluctuation easily from the fingertip and
earlobe, so there is little extra load due to attaching a pulse
wave sensor to the learner. In this research, we estimate the
load at the time of task solving by the learner from the pulse
wave and pulse fluctuation acquired by attaching the pulse
wave sensor to the learner. By analyzing the acquired pulse
wave and pulse fluctuation, we calculate the following nine
variables which are indices of the autonomic nerve.

From the heart rate variability, the following components
can be obtained; Heart Rate, RR Interval (RRI), TP (total of
VLF, LF, HF), VLF (Very Low Frequency), LF (Low Fre-
quency), HF (High Frequency), LF / HF(Indicator of sympa-
thetic function), HFnorm(Expression (1)), LFnorm(Expression
(2)). HFnorm, LFnorm are calculated by the following expres-
sions.

HFnorm = (
HF

HF + LF
) × 100 (1)

LFnorm = (
LF

HF + LF
) × 100 (2)

We calculate the mean and standard deviation of the indices
of these nine autonomic nerves and estimate the load on the
learner when solving the tasks from the total of 18 variables.

D. Classification of tasks by machine learning

In this study, we classify tasks as S1 tasks or S2 tasks
for learners, based on the difference between cognitive load
and mental load on learners at the time of solving tasks
of S1 task and S2 task. The S1 task and the S2 task are
classified by machine learning. We use the variation of the
autonomic nerves of the 18 learners written in SectionIII-C.
As an explanatory variable and two kinds of tasks given to the
learner as objective variables. There are two types of S1 task
and S2 task. In this system, the S1 task and the S2 task are
presented to the learner beforehand. At that time, acquire the
variation amount of the learner’s autonomic nerve, and use it as
teacher data. Random Forest (RF)[15] with ensemble learning
is used for machine learning algorithm. RF has a learning
phase and an classification phase. In the learning phase, the
RF constructs and learns an ensemble of decision trees using
the obtained teacher data as training data. Thereafter, in the
classification phase, each decision tree of RF classifies whether
the task given to the learner from the load of the learner at
the time of problem solving is the S1 task or the S2 task. And
outputs the most frequent classification result.
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E. Adjustment of tasks by estimating learner’s schema

By using this method, it is possible to classify whether the
task given at the preparation from the load at the time of
task solving is the S1 task or the S2 task for the learner. If
the task given to the learner is the S1 task, the learner can
answer the task without much thinking. And the learner has
little knowledge to acquire at the time of the task solving
and poor learning efficiency. On the other hand, if the task
given to the learner is the S2 task, the leaner needs perceptual
activities for answers and it may be thought that the task is too
difficult for the learner. Therefore, the learner can not answer
the task, leading to problems such as learners’ giving up and
stumbling[18].

In order to improve the learning efficiency, it is required
for the learner to have an appropriate difficulty level that the
task is not too simple and not too difficult. Therefore, if the
assignment given to the learner is the S1 task, the learner
can construct the schema for the assignment and it is too
easy, so it is necessary to adjust the task, such as reduction
of hints and changes to applied task, in order to improve
the learning efficiency. If the task given to the learner is the
S2 task, the learner can not be able to construct the schema
for that task and it may be too difficult. It is necessary to
adjust the task, such as addition of hints and changes to more
basic tasks, in order to set tasks suitable for learners[7]. Also,
if the learner can correctly answer the S2 task, the learner
repeatedly answers the same difficulty task, so that the learner
can construct the schema and shift to the S1 task. By using
this schema estimation system at the time of preparation in
the flipped class, it is possible to adjust appropriate tasks and
improve the learning efficiency of the learner.

IV. PURPOSE AND OVERVIEW OF EXPERIMENT

In this experiment, we examined whether the tasks presented
to the learner can be identified as S1 task or S2 task, from
the pulse rate and pulse fluctuation at the time of answer
by the learner. The research participants were 12 university
students aged 20 to 24 and answered six programming tasks
as shown in Figure3. The programming task which was set
by research participants is the selection problem of the filling
format of programming code written in C language. And, we
set questions of the following two patterns three questions at
a time. And the task has the following two patterns. Each
question was set three questions for each subject[16].

• Ｓ 1 Task(Tasks:1,2,3); Even if the learner does not
understand the contents of the whole programming code,
the question that can be solved if the leaner understands
basic syntax

• Ｓ 2 Task (Tasks:4,5,6); The learners can not solve the
question unless they understand the flow of the whole
programming code or the functions in the code.

In order to avoid stress which is unrelated to the solution
of the programming task, we did not set time limit of an-
swer time. We allowed research participants to use the Web
Browser and search when questions arise. To obtain the pulse

Fig. 3. Example of the programming tasks

rate and pulse fluctuation at the time of research participant
programming solution, the research participant wears Vital
Meter that a wireless earlobe pulse wave device manufactured
by TAOS Laboratories. We get the following nine indicators
from learners at the time of answering programming tasks.
And calculate their mean and variance. The nine indicators
are Heart Rate, RRI, LF, HF, LF / HF, VLF, TP, HFnorm,
LFnorm. The sampling period in acquiring the pulse wave and
pulse fluctuation was 1 kHz. Using these calculated values as
explanatory variables, the task solved by the learner classifies
either the S1 task or the S2 task based on the difference
between the load amount when the learner solves the S1 task
and the S2 task.

A. Confirmation of the validity of the tasks

In order to confirm the validity of the S1 task and the
S2 task, the research participants were asked to answer the
questionnaire. Questionnaire survey was conducted at the end
of each task solution. We asked the questioner about the extent
of perceptual activity such as calculation and memorization
and answered in 6 steps of Linkert scale[17]. TableI shows
the number of correct answers for each task. As a result of
the questionnaire, the average of tasks 1, 2, and 3 were 3
points or less, and the average of 4, 5, and 6 were 4 points
or more. Among the 12 research participants, the number of
correct answers of tasks 1,2, and 3 were more than half, and
the number of correct answers of tasks 4,5, and 6 were less
than half. Based on the questionnaire result and the number
of correct answers, it was confirmed that the tasks 1, 2, and
3 were S1 tasks because the learner needed less perceptual
activity to the task solution and the correct answer rate were
high. Also, tasks 4, 5, and 6 confirmed that the task were
S2 because the learner needed perceptual activity to solve the
problem and the correct answer rate were low.

B. Identification using Random Forest

In this experiment, using the analysis software attached to
Vital Meter, the Heart Rate, RR Interval, LF, HF , LF / HF,
VLF, TP, HFnorm, LFnorm, and a total of 18 variables of the
mean and standard deviation of each of the nine variables.
We used variance analysis to select effective variables from
these 18 variables for classifying S1 task and S2 task. The
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TABLE I
NUMBER OF CORRECT ANSWERS

Task Number Task 1 Task 2 Task 3 Task 4 Task 5 Task 6
Number of correct answers 10 10 9 5 5 5

TABLE II
RESULTS OF VARIANCE ANALYSIS OF EACH 18 VARIABLES FOR CLASSIFYING S1 TASK AND S2 TASK

Explanatory variable Heat Rate RRI HF LF LF/HF VLF TP HF_norm LF_norm
Mean 0.6763395 0.7962887 0.3208657 0.2567065 0.9865234 0.5166716 0.3151521 0.0453415 0.3158083P value Standard deviation 0.0161003 0.2538482 0.1276715 0.443223 0.5046133 0.2063358 0.3018221 0.2666182 0.2666182

TABLE III
RESULT OF RANDOM FOREST USING STANDARD DEVIATION OF HEART

RATE AND MEAN OF HFNORM

S1 Task S2 Task
S1 Task 1910 1701
S2 Task 1690 1899
Recall 0.531 0.528

Precision 0.529 0.529
F-measure 0.530 0.528

TABLE IV
RESULT OF RANDOMFOREST FOR EACH VARIABLE

Explanatory variable Recall Precision F-measure
Standard deviation of Heart Rate 0.625 0.625 0.625

Mean of HFnorm 0.500 0.500 0.497

results of the analysis of variance are shown in TableII. This
result shows a variable with a significant difference with the
significance level set at 5%.

As a result of analysis of variance, it was shown that there is
a significant difference between the standard deviation of heart
rate and the mean of HFnorm. Explanatory variables were two
variables, the standard deviation of heart rate and the mean
of HFnorm. In order to compute the universal discrimination
result, 12 leave-one-out cross verification were carried out by
using Random Forest. Random Forest constructs a decision
tree by randomly sampled training data. In order to reduce
the influence due to bias in random sampling, 100 times
identification was performed using Random Forest. TableIII
shows the result of totaling the identification results by 100
times Random Forests. From the results of Random Forest,
when using the standard deviation of heart rate and the mean
of HFnorm as explanatory variables, the recall, precision, and
F-measure were each about 0.53.

Also, 12 cross-validation was performed using Random
Forest for each variable with the standard deviation of heart
rate and the mean of HF norm. TableVII shows the results of
identification using Random Forest for each variable. From the
classification results using Random Forest, when the average
of HFnorm is used as an explanatory variable, the recall,
precision, and F-measure were each about 0.5. On the other
hand, If the standard deviation of the heart rate is used as an
explanatory variable, both the recall, precision, and F-measure
were about 0.62, and the S1 task and the S2 task can be
classified.

V. DISCUSSION

A. Deviation of heart rate

In ChapterIV, we conducted an experiment to distinguish the
S1 task where learners hold the schema from the S2 task where
learners do not hold the schema, using the pulse and pulse

fluctuation. Based on the experimental results, we showed that
the task given to the learner can be classified more accurately
than random judges, using the standard deviation of the heart
rate of the learner at the time of task engagement. The standard
deviation of heart rate is high in tasks 4, 5, and 6, which falls
into S2 task. It is conceived that the cognitive load imposed
on the learners caused the high standard deviation of the heart
rate. At the same time, we found the learners often sighs during
the S2 task. It is conceived that the variation in heart rate was
great because the heart rate is affected by the big breathing.

B. Dependence on individual learners

In this experiment, we did not take into consideration
whether it is a high-load task or a low-task for individual
learners. Here, we discuss this point. Using questionnaire,
the tasks given to each learner were classified into high-load
tasks or low-load tasks. We calculated the deviation value of
the perceptual activity based on Likert scale 6. Tasks with
deviation values of 50 or less were regarded as low load tasks,
and the others high load tasks. TableV shows the task loads
calculated from the questionnaire. For each of the 18 variables
acquired at the time of the task engagement, we performed the
variance analysis to examine significant differences between
the high-load tasks and the low-load tasks. The results are
shown in TableVI.

The results show that there was a significant difference in
the standard deviation of the heart rate. We adopt the standard
deviation of the heart rate as the explanatory variable to judge
whether the tasks given to the learner were high-load ones.
As a result of 12 cross-validation using Random Forest, the
recall, the precision, and the F-measure were about 0.57, which
means we cannot judge only with the standard deviation of the
heart rate. Since the standard deviation of HF had the second
lowest P value, we added the standard deviation of HF to
explanatory variables. TableVII shows the results of 12 cross-
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TABLE V
A QUESTIONNAIRE RESULT ON WHETHER EACH TASK IS A HIGH-LOAD TASK OR A LOW-LOAD TASK

Task Number Task 1 Task 2 Task 3 Task 4 Task 5 Task 6
Number of learners who answered high-load tasks 2 2 1 11 11 7

TABLE VI
RESULTS OF ANALYSIS OF VARIANCE OF EACH 18 VARIABLES. IN ORDER TO FIND THE DIFFERENCE BETWEEN HIGH-LOAD TASK AND LOW-LOAD TASK.

Explanatory variable Heart Rate RRI HF LF LF/HF VLF TP HF_norm LF_norm
Mean 0.7330816 0.5980086 0.3791852 0.1775325 0.928875 0.6977778 0.2977588 0.227955 0.227955P value Standard deviation 0.0082179 0.4444583 0.0861439 0.5396019 0.7337266 0.6905658 0.7072911 0.5477441 0.5477441

TABLE VII
IDENTIFICATION OF A HIGH-LOAD TASK OR A LOW-ORDER TASK USING RANDOMFOREST

Low-Load Task High-Load Task
Low-Load Task 2807 1364
High-Load Task 993 2036

Recall 0.739 0.599
Precision 0.673 0.672
F-measure 0.704 0.633

validation using Random Forest. We identified it 100 times by
Random Forest, to calculate the average.

The judgement using Random Forest taking the standard
deviation of the heart rate and the standard deviation of HF
as explanatory variables presents about 0.67 of the recall, the
precision, and the f-measure. Based on the subjective difficulty
level, it was possible to identify whether the tasks given to
learners were difficult tasks or simple tasks.

VI. CONCLUSION

In this research, in order to give lesson contents and tasks
suitable for learners at the time of preparation in the flipped
class, we proposed a method to estimate whether the learner
holds the schema related to the contents or not, using the
cognitive load of the learner. We obtained cognitive load from
autonomic nerve fluctuation calculated from learner’s pulse
wave and pulse fluctuation. By using machine learning, we
identify whether the tasks given to the learner are hard ones
from the cognitive load, to estimate whether the learner holds
the schema for the tasks.

By experiment, we identified the difficulty level of tasks
given to learners, using standard deviation of heart rate. As
a result, the F-measure was about 0.62. By using the system
proposed in this research, it is possible to adjust the contents
of lessons and tasks for the learner, to improve flipped classes.
In the future, in order to improve the accuracy, we will analyze
data other than the pulse waves and the pulse fluctuation.
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Abstract—In this paper we present our work in progress on
building an artificial intelligence system dedicated to tasks re-
garding the processing of formal documents used in various kinds
of business procedures. The main challenge is to build machine
learning (ML) models to improve the quality and efficiency of
business processes involving image processing, optical character
recognition (OCR), text mining and information extraction. In
the paper we introduce the research and application field, some
common techniques used in this area and our preliminary results
and conclusions.

I. INTRODUCTION

NOWADAYS, business processes are not enough time and
cost effective, so much effort is made to automate them.

Researchers together with business partners are expecting that
a vast majority of repetitive human work can be eliminated
with the aid of artificial intelligence. Besides human work
automation, there are also other advantages to gain: economic
leverage of large scale, reduction of a process duration, repet-
itiveness, analytics of a process, higher specialization in core
business, lower maintenance costs [1]

In a typical Robotic Process Automation (RPA) tool human
work is automated by observing the user perform a task in
the graphical user interface (GUI), and consecutively with the
help of artificial intelligence repeating the same task in the
GUI. There are a lot of companies that help to automate parts
of business processes that fit that model, like ‘Blue Prism’,
‘UiPath’, ‘Verint’, ‘WorkFusion’ [2][3][4][5].

In our case, we want to focus on dealing with unstructured
data (e.g. letters, e-mails, invoices). This is one of the hardest
parts to solve because one does not take exactly the same
actions to process each document. Examples of such tasks are:
finding relevant monetary amounts in invoices, automatically
understanding customer complaints, chat bots for call centers,
etc.

The main contribution of this paper is to state and organize
challenges associated with RPA based on unstructured data.
Moreover, we present our baseline machine learning models
for processing formal documents and try to challenge them
with innovative approach incorporating deep learning methods,
e.g. transfer learning using language models, state-of-the-art
deep learning architectures, etc.

In the following sections we introduce requirements for
RPA, show a general architecture of such a system (section II),

and sketch state-of-the-art ML methods that are used for
particular parts of our system (section III). Then we show
our approach to automation of processing formal documents,
describing use cases and preliminary results (section IV).
Finally, we conclude our work with future plans and important
tips for RPA with ML methods (section V).

II. ROBOTIC PROCESS AUTOMATION OF UNSTRUCTURED
DATA

It is observed that in big companies a lot of communication
with clients or business partners takes place through some kind
of documents (e.g. letters, e-mails, images, pdfs, text files).
Nowadays, the typical solution is to create Business Process
(BP) to handle that kind of information channel.

Robotic Process Automation can be defined as a support
system which automates human work that involves routine
tasks [6]. In our study we solely deal with business processes
that handle unstructured data (we call them documents). Ac-
cording to Fung [7] not all of BPs can be automated, so we
define criteria and a general architecture of a business process
that may adopt RPA mechanism. Processes which meet these
requirements could be automated and bring improvements to
operational efficienvy of any organization.

Criteria that must be fulfilled by a business process to apply
a RPA solution:

1) High volume – thousands and thousands of documents
are processed every month, involving much workforce
in a business process.

2) Standardization – a business process must be standard-
ized at some level, i.e. a process must have specifications
that are fixed most of the time. For instance, we must
know what kind of information should be extracted from
a document.

On the other hand, we also define criteria which must be
met by a RPA solution:

1) Simple architecture – ensures easy integration at various
stages of a business process.

2) High scalability – ensures ability to cope with a high
volume of documents. RPA service should be easy to
scale and it should process documents in a matter of
milliseconds or seconds rather than minutes.
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Fig. 1. General Business Process Architecture.

3) Flexibility – each model should be implemented as a
separable module to make it easy to use.

4) Quality – machine learning models must be very ac-
curate in order to ensure profitability from a business
perspective.

5) Security – ensures appropriate access control to com-
pany’s data and resources.

A. General Business Process Architecture

According to our criteria, we present a common architecture
of a business process (Fig. 1), in which a RPA system can be
applied. In the proposed architecture we can distinguish the
following blocks:

1) Document Received – a document was sent to the
process and assigned an ID as a marker. Commonly,
companies use queues to store documents for further
processing.

2) Basic Processing – at this stage we define two main
modules: Document Classification and Document Iden-
tification. In the classification task a human specialist
must assign a category/categories to the document, based
on a taxonomy specified in the Process Description
document. Each category has some specific meaning re-
garding the particular business process, e.g. e-mails with
the ‘Complaint’ category will have a greater priority than
e-mails with the ‘Payment Confirmations’ category. The
main goal of the Document Identification module is to
link the existing database records from the company’s

CRM system to each document, e.g. finding a client ID
or a contract ID related to this document.

3) Process Path Selection – the business process owner
defines a set of rules based on the information collected
from the Basic Processing stage which determines a
processing path for the document, e.g. the document
category determines an object list that must be extracted
in the next step. Those rules are implemented in an
application to support the business process.

4) Specific Path Processing – when a path is selected, we
can process the document based on Process Specifica-
tion. Each path has two modules: Information Extraction
and Action. It means that first we must extract specific
objects from documents and then we should take a
specific action related to the collected information. For
instance, if we know that a client sent an e-mail with
the ‘Payment Confirmation’ category, we can extract
an amount of the payment and afterwards check if
the amount is the same as the value retrieved from
CRM. If the two amounts agree, we can unblock the
user account, and if not, we can send an e-mail to the
client. Additionally, we can store all extracted valuable
information in the CRM system.

5) Document Processed – the final stage of the process. It
means that the document is marked as processed and all
relevant actions have been taken.
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Fig. 2. Business Process Architecture with RPA Services.

B. Automation of Business Process

As we can see in Fig. 1 a lot of work is done manually
by company employees in any business process. Most of such
tasks can be replaced by machine learning methods such as:

1) Image processing – scanning letters, invoices, attach-
ments from emails, etc.

2) Classification – labeling documents according to a tax-
onomy described in Process Specification documents,
linking CRM information to documents.

3) Information extraction – extracting specific objects from
image/text that are needed to process documents.

We offer our own system architecture (Fig. 2), in which
most of modules are replaced by services using machine
learning methods. That solution reduces the amount of work
done by human workforce. To make reading easier blue blocks
indicate tasks done by humans and yellow ones indicate tasks
done by RPA services.

The workflow of the business process is mostly the same.
From the company’s perspective this is a big advantage
because they do not need to change much of their business
process environment. Additionally, our solution assumes that
all communication between RPA services and a business
process system is based on REST web-services, which is a
standard solution these days. The difference is only in three
extra blocks, which were added for integration purposes:

1) Document Processing Service – a service to pre-process

documents for further use in all RPA services (perform
OCR on images, process a text by NLP tools, etc.).

2) Validation And Improvement Path – at this stage humans
check if the data have been correctly classified and
extracted. If some models made a mistake it is sent to
Validation Service.

3) Validation Service – a service to ensure high accuracy of
models. This service is provided with information from
model errors which are diagnosed and used to correct
our predictions in the future.

III. MACHINE LEARNING METHODS

In this chapter we describe some state-of-the-art and classic
techniques that are used in tasks similar to these that we need
in our RPA solution.

A. Image Processing
The most common and standard methods to improve the

quality of images involve image filtering in the spatial or
frequency domain. In a spatially filtered image, the value
of each output pixel is the weighted sum of neighboring
input pixels. The weights are provided by a matrix called the
convolution kernel or filter. There are following kinds of filters:
texture filtering to smooth an image or to sharpen it, filters
that extract edges, morphological filters, etc. [8]. There are
environments to do these operations in an easy way: Matlab
environment [9] and OpenCV library with API for the most
common programming languages [10].
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To perform easier tasks there are still common classical
methods that need preparing feature extraction from images
and then building ML models using these features as an input.
These models can be: random forest [11], linear regression,
etc.

Currently the most popular ML methods for computer vision
are deep learning (DL) neural networks. The latest research
shows that DL can outperform even humans in tasks of object
class recognition, etc. [12]. For example, to detect and classify
particular (previously defined) classes of objects, the most
efficient architecture is ’Faster-RCNN’ [13].

These DL techniques take advantage of the knowledge
gleaned from very big open datasets (e.g. ImageNet [14],
COCO [15]) and models built to classify, detect and even
segment objects in them (e.g. AlexNet, ResNet, VGG archi-
tectures [16]). This technique is called transfer learning.

B. Classification

The problem of classification can be defined as a prediction
of a discrete class or classes y given a vector of features x =
(x1, . . . , xk). The domain of y is a set of possible classes
depending on a problem. In machine learning area a whole
range of methods may be used to tackle this problem.

In recent years, linear models (e.g. logistic regression or
support vector machines) have seen an increase in usage,
mainly when dealing with big data. This is thanks to their
ability to scale very well when using appropriate optimization
techniques (e.g. stochastic gradient descent) and possibility
of on-line learning [17][18][19]. However, we can observe a
great improvement in classification accuracy when using deep
neural networks[20][21] or XGBoost method [22].

1) Logistic Regression: Logistic regression (LR) is in its
basic form a linear binary model. It tries to estimate the
probability of a positive class given the input observations.
Formally, it can be expressed by the following equation

P (Y = 1|x) = σ(xTw)

where x is input data, w is a vector of model weights (or
coefficients) and σ is sigmoid function which transforms the
value of xTw from (−∞,+∞) into [0, 1].

To find parameters w LR uses log loss function during
optimization, defined as

L(y,wx) = log(1 + e−ywx).

2) Support Vector Machines: Support Vector Machines
(SVMs) were proposed by Cortes and Vapnik in 1995 [23] and
later employed for text classification by Joachims in [24]. A
SVM model attempts to find a hyperplane separating positive
and negative training examples with additional condition of
maximizing the margin (i.e. the distance of training examples
to the hyperplane). In case of linearly separable classes, to
this end one needs to use only a small fraction of training
examples called support vectors – hence the name.

Assume we are given a sequence of data points xi ∈ Rd

together with their class labels yi ∈ {±1}. The SVM assigns
to each point a score by the formula

A(x) = xTw + b,

where w ∈ Rd, and b ∈ R are the trainable parameters of the
model.

The optimization objective is defined with help of the hinge
loss function which penalizes not only misclassification, but
also, to a lesser extent, predictions with low confidence. The
loss to be minimized is defined as

C

N

N∑

i=1

max{0, 1 − (yiA(xi))} +
1

2
‖w‖2,

where C is a regularization constant.
3) Convolutional Neural Networks (CNN) : Convolutional

neural networks improve their efficiency not only in image
processing techniques, as they were initially used, but also in
text classification. Overall, CNNs are extremely effective in
mining semantic clues in contextual windows [25]. The latest
research underlines their great achievements in text field [26].

Assume we have an embedding matrix W ∈ Rnxd which
is a d-dimensional representation of embeddings of n words
(or letters). This input layer can be pre-trained or initialized
randomly. Convolutions are performed on consecutive parts
of this input embedding layer (on a consecutive row of input
embedding matrix).

The convolutional layer involves a filter k ∈ Rhxd which
is applied to a window of h words to produce a new feature
and a non-linear activation function, for example, ReLU. The
filter k is applied to all possible windows using the same
weights to create the feature map. A set of convolutional
filters of different widths slides over the entire embedding
matrix and they extract patterns of n-grams. Convolutions are
usually followed by max-pooling, which subsamples the input
to provide fixed-length output and keep the most salient n-
gram features across the whole input [25].

C. Information extraction

In the information extraction task we try to find a set of ob-
jects (e.g. Person, Localization, Amount, etc.) in unstructured
text data relevant to a specific domain [27]. The most common
approach is to represent a text as a sequence of tokens (words
or characters) denoted as vector x = (x1, . . . , xn), and the
corresponding vector y = (y1, . . . , yn), representing output
class labels (each value xi has its own output class yi with
domain D), where i is a position of a token in the text. As a
baseline we have used Conditional Random Fields (CRF) but
this is being replaced by deep learning architecture involving
state-of-the-art recurrent neural networks.

1) Conditional Random Fields: Conditional Random Fields
(CRF) was proposed in 2001 by Lafferty [28] and for a long
time it was considered one of the most accurate methods of
sequence labeling.

CRF is a probabilistic graphical model that defines a single
log-linear distribution over label sequences y = (y1, . . . , yn),
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given a particular observation sequence x = (x1, . . . , xn),.
Lafferty [28] defines that probability as a normalized product
of potential functions

P(y|x, λ) = 1

Z(x)
exp

N∑

i=1

∑

j

λjfj(yi−1), yi,x, i)

where Z(x) is a normalization factor, λj is a parameter to
be estimated and fj(yi−1), yi,x, i) is a feature function that
expresses some characteristic of the empirical distribution that
we wish to hold in the model distribution [29].

2) Recurrent Neural Networks: Although recently chal-
lenged by temporal convolutional networks, recurrent neural
networks (RNNs) are the traditional neural architectures used
for sequence labeling [30][31][26]. Given a sequence of vec-
tors

x = (x1,x2, . . . ,xn)

of arbitrary length n, a RNN model produces an output
sequence (yi) of the same length, which in general can be
described by the following recurrent formula

yi =

{
F0(x0) if i = 0,
F (xi,yi−1) otherwise,

where F0 and F are functions of a prescribed form with
trainable parameters. The two most common choices for these
functions lead to long short-term memory (LSTM) and gated
recurrent unit (GRU) modules. We refrain from presenting the
exact formulas, as they are a bit complex and out of scope of
this paper.

What is important though is the fact that suitably defined
recurrent modules, such as LSTMs or GRUs, exhibit a behav-
ior that can be described as possessing memory. Namely, the
model may learn to store information encountered in earlier
steps in the output vectors yi, and use it later, when needed.

IV. APPLICATION

A. Use-case Description

In this section we describe a problem of automating BP
from a debt collector company. The company receives more
than 150 000 documents each month sent by courts and bailiffs
as letters via the post office. Such an enormous information
stream is hard to handle by human workers alone. It is also
important to process each document immediately because
some debt collection cases have limited time to react to.
Below we present the results of our baseline solution, which
is currently being improved by employing new innovative
techniques.

First, each document is scanned and company workers
assign the main category to it: either ‘Bailiff document’ or
‘Court document’. Next, the process looks very similar to the
one presented in Fig. 2:

1) Document Received – supporting ID is created.
2) Document Preprocessing – documents are preprocessed

and OCR-ed.

3) Basic Processing – documents are classified and then
Case and Client are identified and matched to the
existing client’s database.

4) Information Extraction – relevant information is ex-
tracted from the document, based on its category.

5) Extraction Validation – data is verified and sent to a
validation service if not correct.

6) Action – a specific action is taken based on the extracted
information.

7) Document Processed – supporting ID is closed.

One of the many challenges in the process is to interpret
and understand Polish language texts that are retrieved with
OCR. Thus we make an effort to process document scans
and obtain texts in as good quality as possible to improve
further processing. Having texts after OCR we try to recognize
important entities (e.g. persons, addresses, ID numbers of
documents, dates), extract monetary amounts, etc. These tasks
are very challenging regarding that NLP tools for Polish are
not of as high a quality as NLP for English, mostly because
Polish is a highly inflected language with a complex grammar.

B. Approach and Results

1) Image Processing: In order to improve OCR results, we
need to have high quality document images. Thus we need
image processing methods to remove noisy background from
images, detect important parts of images that should be treated
differently from other parts of scans, e.g. tables and multiple
columned texts.

To improve document image quality, we use morpholog-
ical filtering and correcting text line skewness with Hough
transform techniques [8]. Then to detect table headers, which
are particularly difficult to OCR mechanism, we classify them
as having particular grayish background or inverse colors of
the background and text using image feature extraction and
random forest models. Then we can distinguish those different
backgrounds and take proper further steps.

At the same time we detect multicolumn texts, e.g. tables
with monetary amounts calculations using DL methods. We
adopt transfer learning – ‘VGG-19’ learned on ImageNet
dataset and ‘Faster-RCNN’ architecture. Then we train them
on our small dataset of about 400 documents.

With these technique we achieve preliminary results on
a test set of about 300 documents to identify tables with
about 91% of precision and 87% of recall, even without
preprocessing steps.

The next process is to select important regions of document
images to OCR them with adjusted parameters for these
particular tasks, e.g. OCR of tables. Additionally we try to
improve OCR results in order to help information extraction
methods and extract columns and rows of tables, e.g. to extract
proper monetary amounts and their classes. Here we use
heuristics that have a table and column area in the images
and OCR results (that is bounding boxes and recognized text
tokens). Thus we have prepared text documents of as high a
quality as possible.
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2) Document classification: The first and the most impor-
tant task during the whole process is to classify incoming
documents into appropriate categories. There are two possible
sources of documents: either bailiff or court documents. Bailiff
documents are classified into one of 18 categories and court
documents are classified into one of 25 categories. This is
a single-label multi-class categorization problem. The task is
really important because further processing depends on the
classification results.

The training set for court documents contains 26639 doc-
uments and for bailiff documents – 25339. Additionally, we
have independently prepared test sets and they have 2501 and
2691 documents for court and bailiff respectively.

The solution presented here uses SVM classifier to complete
this task. Throughout years SMVs were shown to achieve
good performance in text classification tasks and are a good
starting point [32]. This is why we chose it as a baseline
method to compare our future results with. Yet our current
experiments show that SVMs can be outperformed using more
sophisticated methods, even with less training data.

In the beginning we perform classic document prepro-
cessing (lowercasing, removing diacritics and stopwords, to-
kenizing, etc.). We take unigrams and bigrams as features,
weighted with TF-IDF algorithm. Features so prepared are
passed to the SVM classifier. For SVM training we use popular
LIBLINEAR library [18].

With such a baseline solution, we were able to achieve
92.08% accuracy for bailiff documents and 92.36% accuracy
for court documents on the test sets. Moreover, we have
verified our predictions on real data and reached about 91%
on court and about 93% accuracy on bailiff documents.

As mentioned above, document classification is an essential
part of the whole process, as it directly impacts further
processing. That is why we put a lot of effort into improving
its quality. Currently, we are experimenting with different deep
learning methods for classification. We tried convolutional
neural networks [21] and temporal convolutional networks
[26]. We were able to improve upon SVM performance by
about 0.5-1.0 pp.

Moreover, apart from deep learning efforts, we experiment
with transfer learning [33]. To do this we have built a language
model based on a very large data set and this model is then
used as an input to a classifier. Preliminary results show that
it is a very promising approach. Not only can we obtain better
accuracy, but also do it with much less data.

3) Document identification: After classifying a document,
we need to assign it to an existing case using the information
from our client’s database. This process has four steps.

The first one is information extraction. We extract such
objects as court reference numbers, personal identification
numbers, addresses, debt amounts etc. We typically either find
only a subset of information that could be extracted from the
document or we end up with noisy information that render
extracted objects unhelpful in further steps. This step ends
with an incomplete set of textual features, some of which may
contain errors.

The second step is to search the client’s database for cases
which partially match the extracted information. We call these
cases ‘candidates’.

After finding the candidates, we once again compare each
candidate’s database entry with the extracted information, and
use compatibility measures to produce numerical features, thus
describing each candidate by a real-valued vector.

In the last step we pass the feature vectors through a
machine learning model (our baseline solution uses logistic
regression) that produces a probability that a given candidate is
the correct match for the document in question, and return the
candidate with the highest probability, provided that it exceeds
some fixed threshold.

With our benchmark solution we are able to achieve 99.84%
precision and 76.02% recall. Obtained recall results are still
below our expectations but we are optimistic that using a pre-
trained language model to improve quality of the text will
result in a much better performance of document identification.

4) Information extraction: Apart from the information
extracted in the process of document identification (sec-
tion IV-B3), we are currently dealing with the problem of
extracting monetary amounts of different kinds, which appear
directly in the document. There are a few groups of amounts
we are working on and each of them requires a different
architecture.

In general, this problem can be modeled as follows. Given
a document x represented as a sequence of characters

x = (x1, . . . , xn),

we may infer a sequence

p = (p1, . . . , pn),

where pi ∈ [0, 1] is the probability that the character xi

belongs to the amount to be extracted. Having produced such
a sequence of probabilities, we extract maximal contiguous
subsequences of the form (xk, xk+1, . . . , xℓ) such that pi > T
for all k ≤ i ≤ ℓ and a given threshold value T . These excerpts
then undergo validation and normalization procedures, mainly
due to the noise in OCR-ed texts, but also to eliminate some
obvious errors such as partial extraction.

A single model can be also used to extract multiple related
objects. In this case we just use pi ∈ [0, 1]k, where k is the
number of extracted objects.

To produce the score sequence we use state-of-the-art
character-level recurrent neural networks (section III-C2). Ar-
chitectures that we employ consist of an embedding layer,
possibly followed by some convolutional layers, a single-layer
GRU module, and some densely connected layers producing
the final scores. Intuitively, using convolutional layers means
that we try to look not only at single characters, but also
syllables or even words – depending on the parameters of
the convolutional module. We are also experimenting with
applying a pre-trained character based language model instead
of a classical embedding layer.
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TABLE I
PERFORMANCE OF MONETARY AMOUNT EXTRACTORS

Task Precision Recall F1 Score # of test documents # of test objects # of train documents # of train objects
Bailiff costs 83.07% 86.40% 84.70% 3316 10729 12500 40637

Court costs 77.46% 97.77% 86.44% 20557 6131 126665 38058

We did not found a significant difference when using LSTM
instead of GRU, and increasing the number of recurrent layers
beyond 1 leads to unacceptable prediction times.

There is a technical issue here, related to the potentially
unlimited length of the documents. Unlike some other ap-
plications, information extraction requires us to process the
whole document. We solve the problem by cutting the text
into overlapping fragments of the form

(xk(ℓ−s), xk(ℓ−s)+1, . . . , xk(ℓ−s)+ℓ−1)

of prescribed length ℓ and overlap size s. We pass these
fragments to the model separately, and suitably interpolate
the resulting probability sequences on overlapping fragments,
once again obtaining a single sequence of probabilities.

Now, let us get back to the problem at hand. We are working
on two groups of amounts: attorney representation costs, and
costs related to various actions performed by the bailiff in
search of debtor’s assets. Table I presents the performance of
extractors trained with 80%-20% train-test split. It is worth
noting that our current data sets were obtained in a partially
automated manner. Thus they need to be verified by linguists
to achieve results of a higher quality.

V. CONCLUSIONS

In this paper we described general business processes for
documents flow and current approaches to automating them;
we also presented our baseline solutions for a specific busi-
ness process. Our particular use-case is dedicated to a debt
collecting process. We described possible applications of ML
methods to improve the efficacy of these processes. This is a
significant benchmark for all future work in this field.

We are devoted to an ongoing aim to improve our existing
models. Each part of our RPA solution is constantly being up-
graded. Much emphasis is given to further research into deep
learning methods and into transfer learning, using previously
trained language models.

We believe that the core value of our solutions in the near
future will be the reduction of training data size required to
achieve performance comparable to the currently used state-
of-the-art methods. Corporate clients will need to provide
significantly less data and the whole process of implementing
automation will be a lot more efficient (lower cost, quicker
integration, robust, etc.).

Besides, we plan to experiment with automation of Action
(Fig. 1) stage. We want to be able to automatically take actions
for more complicated use-cases, e.g. responding to a client via
e-mails based on collected information from Basic Processing
and Information Extraction modules.
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3rd International Workshop on Artificial
Intelligence in Machine Vision and Graphics

THE main objective of the 3rd Workshop on Arti-
ficial Intelligence in Machine Vision and Graphics

(AIMaViG’18) is to provide an interdisciplinary forum for
researchers and developers to present and discuss the latest
advances of artificial intelligence in the context of machine
vision and computer graphics. The workshop covers the whole
range of AI-based theories, algorithms, technologies and sys-
tems for diversified and heterogeneous areas of vision and
graphics.

TOPICS

The topics and areas include but are not limited to:
• image processing
• scene analysis, modeling, and understanding
• machine vision
• pattern matching and pattern recognition
• image synthesis, including three-dimensional imaging

and solid modeling
• computer-aided graphic arts and animation
• mathematical approaches to image processing, analysis,

and synthesis
• computational geometry
• image models and transforms
• visualization and graphical data presentation
• diagrammatic knowledge representation and reasoning
• monocular and stereo vision

• modeling of human visual perception
• innovative uses of various graphic and vision devices and

systems

EVENT CHAIRS

• Kwaśnicka, Halina, Wrocław University of Science and
Technology, Poland
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Abstract—In this paper, a solution to ESENSEI data mining
challenge concerning the analysis of microscopic hair images is
described. The task of the challenge was to detect locations of
hair follicles in closeup images of a human scalp. The proposed
solution is based on a convolutional neural network architecture.
To improve generalization performance, we enhance training and
test datasets using image transformations applied to both input
and output. The chosen transformations are two axis symmetries
and switching axes, all of which are possible to apply regardless of
resolution without producing interpolation artifacts. Since these
can be combined, 23 = 8 possible views of each image can be
created to expand both training and test data. We demonstrate
the effects of dataset enhancement in both training and classifying
on results achievable on the competition dataset. The solution
placed 2nd in the final challenge evaluation.

I. INTRODUCTION

IN RECENT years, convolutional neural networks (CNN)
have become the standard for machine learning tasks

concerning image analysis. Following the introduction [1],
breakthrough results in recognition of handwritten digits [2],
and significant speed improvements achieved with GPU com-
puting [3], over the past decade the deep learning approach
has been widely recognized as the current state of the art
in image classification tasks. The capability of convolutional
networks to perform well on raw data has freed machine
learning researchers of the need to design features with specific
invariance properties that are expected in image analysis (in-
variance to scaling, rotations, transposition). Simultaneously,
developments in areas of GPU processing and big data made it
more feasible to deploy these complex architectures, requiring
large amounts of training data, on real datasets for practical
problems.

The weaknesses of convolutional networks related to the
complexity of the models have been since an object of
attention. In widely publicised result presented in [4], an ob-
servation was made that it is possible to completely "confuse"
neural networks by altering images in ways imperceptible to
humans. This has shown that the CNN’s generalization ability
still does not directly correspond to our perception of visual
data. One possible approach to lessen this problem comes in
form of data enhancement: creation of additional samples in
the dataset that cover potential cases in which the network
could not otherwise learn by generalizing training data. These

can include noise disturbances, adversarial samples, and trans-
formations such as rotation by few degrees or scaling.

In this paper, we describe a CNN-based solution developed
during the ESENSEI data mining competition [5] to the task
of detecting hair follicles in microscopy images. The crucial
insight that allowed the proposed approach to place 2nd in
the final evaluation is that expanding the dataset by rotation
and symmetrical reflections can significantly improve results.
However, due to the nature of the data (specifically, the
output being a low-resolution binary image), enhancing the
data using transformations that require interpolation does not
produce good results. Therefore, the final submission limited
transformations to combinations of three different ones that do
not require interpolation.

The paper is organised as follows: in section II, chal-
lenge data is described and analysed. Section III outlines
the implemented approach: preprocessing applied to the data,
convolutional network architecture and data enhancement.
In section IV we experimentally demonstrate the influence
on data enhancement on results. Section V summarizes the
conclusions.

II. CHALLENGE DESCRIPTION

The task of ESENSEI data mining challenge was to predict
the locations of hair follicles on microscopic images. The
dataset consists of 1920x1080 images in color. Fig. 1 shows
sample images from the dataset, demonstrating the significant
variability in hue, lighting, hair color and the number of folli-
cles on each image. The dataset has 4880 images for training
and 1000 for testing. During the competition, leaderboard
evaluation was based on 10% of the test set.

Hair follicles are marked on a 16x9 grid. Output variables
are binary, i.e., either the 144x144 square corresponding to
the position on the grid contains a follicle or does not. The
submissions format was the same as annotations, i.e., binary
values on a 16x9 grid. These were evaluated using F-score as
a metric, with F-score calculated for each image separately
and then averaged over the dataset.

III. METHOD DESCRIPTION

The proposed approach uses a fairly standard convolutional
neural network architecture with downscaled images as an
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Fig. 1: Sample images from training data with significant
differences in hue, lighting, hair color and hair density

input. As CNNs are known to function well with raw data,
we strived to minimize the preprocessing steps.

A. Data preprocessing

All images are first resized to 1/8 of the original height
and width. This partially removes significant noise present in
the challenge images, while making processing of the images
significantly less resource-heavy. Then, simple normalization
is applied by first scaling all channels to (0,1) interval by
dividing them by 255, and then transposing each channel to
zero mean. This is done for each image separately to alleviate
differences in hue and lighting between images.

B. Network Architecture

The neural network employed for follicle detection consists
of convolutional layers and pooling only. Each convolutional
layer utilizes ReLU activation and 3x3 filters. Layer size was
set to 40 for all layers. Full network is shown in Fig. 2. A
single residual connection [6] between layers is used, adding
the output of the 1st layer to the output of layer 4 as the input
of layer 5. This allows faster training given the model depth.
We built this architecture though iterative deepening, i.e., we
started with 6 layers of convolution with 2 pooling layers in
between, and then added new layers as long as performance
improvements were seen on both validation set during training,
as well as leaderboard after uploading test set results. The
residual connection was added when problems in propagating
gradients first appeared at 10 layers depth.

With two pooling layers, the image is downscaled 15 times,
to 16x9, which means the network output can be compared di-
rectly with the ground truth grid. As the problem is effectively
mapping images onto images, we did not find it necessary
to use any fully connected layers on top of the network.
For optimization objective, we chose standard Mean Square
Error loss. The network weights are optimised with Adadelta
adaptive gradient descent method [7].

As the output is real-valued, thresholding must be applied
to obtain locations marked as follicles. The threshold that has
to be exceeded in order to mark a particular pixel in the 16x9

Fig. 2: CNN architecture for the final submission. Plus sign
denotes a residual connection.
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Fig. 3: 20x20 resolution picture and its rotation by 10 degrees.
Interpolation results are clearly seen and will affect training
of a CNN.

output as a follicle is chosen based on validation set results.
We test treshold values from 0.01 to 0.5 (every multiple of
0.01) and choose the one that maximises F1 score on the
validation set. The split of data into training and validation
is done randomly, using 4400 images out of 4880 for training.

C. Dataset Enhancement

As convolutional networks do not possess invariance proper-
ties regarding scaling or rotation naturally and are expected to
learn these from data, we utilize data enhancement to improve
results.

For a model where (x, y) is a valid input-output training
sample, we seek transformations T for which (T (x), T (y)) is
also a valid input-output training sample that can be added to
the data. Rotations and symmetries are among these transfor-
mations - the locations of follicles in a rotated image should
be possible to obtain by rotating the follicle locations on the
original image, and the same is true for symmetric reflections.
However, due to the very small resolution of the output
grid, interpolation artifacts produced by rotations that are not
multiples of 90 degrees could influence results in a significant
way. Fig. 3 presents results of rotation requiring interpolation
on a 20x20 resolution picture. Due to concerns of interpolation
affecting the output values, we limit the transformations to
three that do not require interpolation:

• X axis symmetry
• Y axis symmetry
• switching X and Y axes
By combining these, we can obtain 8 possible transforma-

tions, including rotations by multiples of 90 degrees. These
are shown in Fig. 4.

Additionally, some other enhancement transformations that
could be considered are scaling and random noise distortion.
However, we decided not to include these in the dataset
based on our intuitions concerning the data. Enhancing the
training dataset is applicable only when the enhancement
improves generalization ability on the test data. For rotations
and symmetries, it can be intuitively justified. As the hair on
training and test images grow in different directions and at
different angles, we would like training samples to cover most

Fig. 4: Possible transformations resulting from different com-
binations of two axis symmetries and axis switching.

angles possible, and one way to do this is to expand the data
with rotations and symmetries.

For random noise and scaling, such intuitions are not in
place. Random noise distortions would be justifiable if there
was a noise pattern present in test data that was missing
from training data and can be replicated. We failed to identify
such a pattern. Scaling, similarly to rotations, would require
interpolation, with the possible exception of scaling by an
integer number. However, an upscaled picture will show hair at
a different zoom level than the original photos. Our knowledge
of microscopic hair imaging is insufficient to tell whether
widely varying zoom levels are expected between training and
test data.

In practice, the dataset enhancement is implemented as
follows: during training, for a particular batch, we apply
each of the three listed transformations with 50% probability.
During testing, all 8 possible views are considered by the same
neural network, and a position on the grid is considered a
follicle if in more than half of the views it was marked as a
follicle.

IV. RESULTS

Fig. 5 demonstrates the performance on validation set over
the duration of training. For obtaining these results, the same
training-validation split was used for each experiment.

The comparison includes proposed approach applied to
the training data, test data or both, as well as a baseline
with no dataset enhancement. We also test enhancement with
random rotations with rotation angle uniformly sampled from
(−10, 10) interval, applied in addition to already mentioned
symmetries and axis switching. This is to test whether the
problem of interpolation outweighs the potential gains from
expanding the data by a wider range of rotations.

It can be seen that the biggest boost in performance is
achieved by enhancing the training set. Without it, the network
starts overfitting very fast. This can be seen in the graph as
decreasing performance on the validation set from epoch 10
onwards. Networks trained with training data enhancement do
not overfit within the 100 epochs period, but it can be seen that
adding an expanded range of rotations worsens performance
instead of increasing it.
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Fig. 5: Performance over the course of training, depending on where the data enhancement was applied. Expanded rotations
include rotations between -10 and 10 degrees, possibly requiring interpolation.

TABLE I: Results of the competition - top submissions

Team RMSE
rs 0.76299467

jj 0.74934757
podludek 0.71388834

Based on these results, the approach of enhancing training
and test data with symmetries and axis switching was chosen
for the final competition submission. Scores achieved by top
3 submissions in the competition are shown in Table 1.

V. CONCLUSIONS

We have described an approach to the task of hair follicle
detection, based on a CNN trained with dataset enhancement.
The proposed approach to the task has proven successfull
in ESENSEI data mining challenge, achieving 2nd place out
of 16 submissions. Experimental results show that the good
results are largely reliant on the chosen approach to enhancing
the training and test data. In general, the described approach
can be applied to any kind of image data, regardless of
resolution, due to the fact that all applied transformations
require no interpolation.

Our results showcase the importance of dataset enhancement
for training CNN. However, care should always be taken
when choosing specific ways to enhance data. Tests with
transformations that require interpolation on the competition
dataset show that the produced artifacts have a negative
impact on performance as expected, likely due to the small

resolution of the desired output image. However, the observed
improvement from utilizing rotations and symmetries is also
an effect specific to the competition data. For hair imaging, the
choice of symmetries and rotations by multiples of 90 degrees
results from two basic insights. First is that we need to expand
the range of angles at which hair grow in training pictures,
and second is that the very low resolution of the output grid
prevents us from using transformations with interpolation. In
practice, any approach to enhancing a dataset should be reliant
on reasonable intuitions concerning the particular type of data.

ACKNOWLEDGEMENTS

We would like to thank eSensei and Knowledge Pit for
providing the data and a platform for the competition.

REFERENCES

[1] LeCun, Yann; Leon Bottou; Yoshua Bengio; Patrick Haffner (1998).
"Gradient-based learning applied to document recognition". Proceedings
of the IEEE. 86 (11): 2278-2324

[2] Ciresan, Dan; Meier, Ueli; Schmidhuber, Jurgen (June 2012). "Multi-
column deep neural networks for image classification". 2012 IEEE
Conference on Computer Vision and Pattern Recognition.

[3] Dave Steinkraus; Patrice Simard; Ian Buck (2005). "Using GPUs for Ma-
chine Learning Algorithms". 12th International Conference on Document
Analysis and Recognition (ICDAR 2005). pp. 1115-1119.

[4] Goodfellow, Ian, Shlens, Jonathon, Szegedy, Christian. (2014). Explaining
and Harnessing Adversarial Examples. arXiv 1412.6572.

[5] https://knowledgepit.fedcsis.org
[6] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun, Deep Residual

Learning for Image Recognition, arXiv preprint arXiv:1512.03385, 2015
[7] M. D. Zeiler, "ADADELTA: An Adaptive Learning Rate Method", arXiv

preprint arXiv:1212.5701, 2012.

22 POSITION PAPERS. POZNAŃ, 2018
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Abstract—This paper presents an application of a Convolu-
tional Neural Network as a solution for a task associated with
ESENSEI Challenge: Marking Hair Follicles on Microscopic
Images. As we show in this paper quality of classification results
could be improved not only by changing architecture but also
by ensemble networks. In this paper, we present two solutions
for the task, the first one based on benchmark convolutional
neural network, and the second one, an ensemble of VGG-16
networks. Presented models took first and third places in the
final competition leaderboard.

I. INTRODUCTION

IN THIS paper, we present our solution to the ESENSEI
Challenge: Marking Hair Follicles on Microscopic Images.

We used Deep Convolutional Neural Networks (DCNNs) mod-
els [1] to solve the given problem. Our final result consisting
of an ensemble of DCNNs models was the best performing
solution of the challenge. DCNNs training was a massive task,
which took a few days using GPU based computation. Before
that, we had tested different architectures and did many ex-
periments in order to find a better approach. Subsequently, we
trained derived architectures with gentle modification applied.
After all, we prepared an ensemble which achieved better
score with F-measure. In this paper, we also present 3rd place
solution of the challenge based on benchmark CNN model.

II. RELATED WORK

We found one study dealing with intelligent image analysis
of hair follicles. In [2], advanced automatic target recognition
(ATR) algorithms for identification of hair follicles were used.
The approach was not related to neural networks, though.

Instead of learning convolutional filters, the authors used
the ATR method which performed wavelet filtering of the
targets for enhancing the contrast of hair features in the
images. Subsequently, the collected features were sent to
Adaboost classifier for training and recognition. The system
itself was able to provide the intended hair follicle locations.
The follicle locations were isolated by continuous wavelet
transform in a grayscale image. The authors observed that
plotting a grayscale picture of skin with follicles in three
dimensions, lead to a print with local minima in the surface
plot, in which hair follicles resided. The cross-section of a hair

follicle resembled an inverted version of the second derivative
of a Gaussian wavelet, referred as Mexican hat wavelet. The
correlation between both, cross-section and a Mexican hat
wavelet was used to locate a hair follicle. Finally, correlations
were used to find regions of interest from the image. Sub-
sequently, features for follicles identification were extracted
e.g. entropy, skewness, mean, standard deviation, feature area,
minimum value, correlation peak and Euler Number.

The first stage of the ATR system was the optical correlation
operation, with the intentionally low set threshold. The output
contained many false positives, which were reduced in the
second stage, by application of adaptive boosting. The lower
bound of prediction performance was 77 % with a maximum
of 2 false positives per image. However, the images used in
[2] were not containing any hair, but only hair follicles, which
seemed to be a fairly easier task to solve.

III. PROBLEM DESCRIPTION

The dataset consisted of microscopic digital images of a
human scalp. The picture was in full HD resolution, with size
1920x1080 pixels. Each image was divided into equal non-
overlapping 144 sectors. Each sector forms a subimage square
with size 120x120 pixels. It means that each original image
was made of 144 bitmaps, framed in 16 columns and 9 rows.
Those subimages represented an defined input of classification
problem and contained the visual representation of possible the
hair follicle occurrence. In another bitmaps file, the knowledge
reflecting the presence of follicles was collected. If a subimage
contained at least one follicle, then it was marked by 1,
otherwise by 0. Finally, the task was to classify all sectors
from an image.

The training set contained 4880 full HD pictures in jpeg
format, with corresponding bitmaps containing encoded folli-
cle presence. However, dividing this images into 144 sectors
provided 702720 training samples. Approximately 14% of this
samples had been labeled as positive.

The test set was made of 1000 images. The task was to pre-
dict the follicle positions in the test pictures by classification
of each sector. Each prediction for an image had to contain

Position Papers of the Federated Conference on
Computer Science and Information Systems pp. 23–28

DOI: 10.15439/2018F389
ISSN 2300-5963 ACSIS, Vol. 16

c©2018, PTI 23



144 binary values, concerning 16x9 square areas making one
image entity. Finally, 144000 test samples were classified.

IV. DATA PROCESSING

A. Data preprocessing

We applied some preprocessing steps in order to improve
quality of classification. Those steps were performed on both
sets, training and test. We treated all pictures as one channel
representing an image in grayscale. We experienced that
using 3 color channels was not worth all the effort needed,
greatly increasing input data size without significant result
improvement. All image data were standardized with respect
to the training and test set. Since the images were with
size 120x120 pixels, we scaled them to lower resolutions for
different models, i.e. 24x24, 36x36 and 48x48 pixels. We were
concerned about prediction quality on the sector edges. We
also recognized classified that a sector could strongly rely on
information from neighbour sectors, i.e. recognizing hair ge-
ometry in neighbourhood could provide important information
about hair facility occurrence in the analyzed sector. In order
to make it more robust, we merged near neighbourhood areas
with analyzed subimage, making one larger new input image,
to better recognize follicles on the image boundaries. We used
a few approaches to this problem, one of them used whole
neighbouring sectors. As result, we used area of 9x9 sectors,
where classified sector was always in the center of the area. In
this way, we created new datasets, with different surrounding
cell sizes. The first set was made of images in size 24x24
pixels, joined with their 8 neighbours (also 24x24 px). As a
result, we got 72x72 pixels images. We obtained further two
datasets, but in this case, we limited the surrounding area by
lowering the size of the neighbouring squares by factor 2.
Thus, we produced new input images with sizes 72x72 and
96x96 pixels. For the boundary images, when no neighbours
were available, we applied images filled with zeros.

B. Data augmentation

Data augmentation is a very common technique in image
classification, used for the training dataset enlargement. What
we had to do, was to perform minor alterations of existing
images. Those minor changes might be following: translations;
rotations; both, horizontal and vertical flipping; zooming or
more sophisticated transformation. The neural network would
treat such generated picture as a distinct one, and thus benefit
from it. ”Data augmentation has been shown to produce
promising ways to increase the accuracy of classification
tasks” [3]. This technique ”has played an active role in
achieving state-of-the-art results on many vision tasks” [4].

V. ARCHITECTURE OF NETWORK

We used two different architectures for each solution. In this
section, we describe both of them and final models based on a
benchmark CNN and an ensemble of deeper CNNs based on
VGG-16 architecture. We also want to discuss the problem of
damping position information in CNN.

A. Position information in CNN

As we said, our input data included neighbour sectors
which did not represent directly visual information about the
classified sector. It was very important to keep information
about that signal of hair facility occurrence raised from central
sector of input data. CNN could damp this information by their
architecture nature. Convolutional filters are applied to the
whole image and allow to propagate information about pattern
occurrence in the specific area. However, the output of filters is
normally processed by pooling layer which makes ”mixture”
of information from nearest sectors. In the most common
approach, the max signal value is chosen from this area. A
solution to this problem could be removing pooling layers
from a network. However, pooling layers allow to greatly
decrease the number of parameters in the network, reducing
the size of an analyzed topology of outputs from the previous
convolutional layer. This property of pooling is very desired
in CNN and allow to greatly simplify model complexity. As
shown in [5], in some cases CNN could not include pooling
layers and perform parameter reduction by applying a bigger
stride of a filter. Whereas, it can perform with similar results
as classical CNN architecture with pooling layer. This ap-
proach allows keeping pattern occurrence position information
through whole signal propagation. However, the bigger stride
could also cause skipping some patterns in the analyzed area.
Stride-based architecture could also have the problem with
generalization made network rigidly associated with input data
pattern positions, which in turn, could lead to generalization
problem. Based on this information we decided to use average
pooling, which does not damp position information from the
specific area like max pooling does but make this information
as a mixture from neighbour areas which finally provide noised
information about pattern occurrence position.

The problem of pattern position also limited possible data
augmentation techniques, i.e. shifting could noisy relation
between the input and the desired output.

B. VGG-16

We made use of cross-validation to choose better models
and to estimate learning rate parameter. Finally, we have
experienced that a VGG-16 [6] neural network is outperform-
ing other architectures. We applied many experiments with
different dense layers, class weights and image sizes. Besides
the architecture, the most important factor, in well-performing
prediction, is image size. We have observed that F1-score value
grows in general, with image resolution. Higher resolutions
lead to better results. On the other hand, increasing image size
demands more memory in a graphics card and slows down the
training process. Likewise, training of a high-resolution model
demands more data in general. Thus, we had to balance all that
criteria to build a suited and well-performing model. All in all,
we built on top of solution an ensemble model made from four
models.

The VGG-16 architecture consisting of 23 layers is shown
in the Figure 1.
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Fig. 1. The architecture of VGG-16 deep convolutional neural network. Dif-
ferent input sizes were used. Before each of convolution and average pooling
layers, zero-padding and batch normalization were applied, respectively. After
each VGG-16 section, we performed dropout layers to avoid over-fitting.
Regarding dense layers, we added dropout and batch normalization after each
dense layer.

Instead of max pooling, we used the average, which seemed
to perform a bit better. This decision had also analytic back-
ground associated with information about pattern position in
the image.

We have also modified the number of dense layers, we
have four of them. We used dropout to prevent model from
overfitting [7] and batch normalization technique [8] to scale
and adjust activation functions outputs. Zero padding tech-
nique removes unwanted boundary effects. As a loss function,
we adapted binary cross-entropy with Adam optimizer for
gradient descent optimization.

Fig. 2. The architecture of benchmark CNN used as one of the solutions for
a defined problem.

VI. MODELS

Our solution are based on convolutional neural network
which are the state-of-the-art models for many image classi-
fication problems[9][10][11]. For training networks, we used
Adam optimizer[12] which ”has been immensely successful
in development of several state-of-the-art solutions for a wide
range of problems” [13].

A. Training

We applied the learning rate of 0.005 for all models. We
have used Adam optimizer for optimization, β1 and β2 param-
eters were set close to 1. This method allows to easily adapt
to data and model architecture without a rich parametrization.
Networks were trained on 90 percentages of data, rest of set
was used for model validation. The early stopping technique
was used based on a progress of evaluated on validation
data F1-score metric value. Network training optimized bi-
nary cross-entropy which do not correspond directly to F1-
score. However, we could decrease the gap between both
optimization goals by manipulation class weights which could
allow us to find the balance between optimizing precision and
recall. Different strategies were chosen for different networks.
Figure 3 presents metrics values during a training process. It is
noticeable that shallow network train is more stable, with fewer
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outliers points. The mean values of loss functions and f1 scores
for models m1,m2,m3,m4 for both training and validation
sets are given in tuples respectively: (0.341 ± 0.052, 0.715±
0.035) and (0.214 ± 0.026, 0.715 ± 0.023). One can observe
the equality of F1-scores for training and validation sets.

B. Benchmark CNN

At first, we want to describe CNN architecture which took
3rd place in the competition. For convenience, we will call
this model as benchmark CNN. Figure 2 presents the archi-
tecture of model. To prevent this network from an overfitting
problem, between all convolutional layers we used a dropout
with p = 0.4, for fully connected layers p = 0.5. Batch
normalization allowed to damp too strong signals spikes. This
network was processing images with 48x48 pixels representing
an area of 9x9 sectors. The classified sector was always in
the center of the area. Class weights were fixed as 3 per
positive class and 1 per class negative class. This value was
adjusted experimentally. In next sections, we will discuss and
compare results of this model with an ensemble of VGG-
16 networks. In our experiments, we treat the results of this
model as a benchmark. The model consists of 2,3 mln trainable
parameters.

C. DCNN ensemble

As we stated before, we trained 5 models with respect to the
given DCNN architecture in Table 1. As shown in [14] ensem-
ble of CNN could enhance results quality. For convenience,
we will call members of ensemble m1,m2,m3,m4,m5.

Our two models m1,m2 have 72x72 pixels images on input.
The input image construction has been mentioned in Section
IV. Basically, one image is taken from 9 original subimages.
Those models differ only in class weights. Although there are
almost 6 times more negative samples than positive, we found
that the class weights 2 or 3 perform better. The first model
has class weights 1 and 2, and the second one has 1 and 3,
where the first weight is for class 0 and second for class 1.
We monitor the training process to not overfit the model, by
using early stopping method. We feed the model under training
with a validation dataset, in order to stop training if the model
performance measured in F1-score is getting lower, while we
keep the best performing model at hand. Both of the models
contained roughly 17.5 mln trainable parameters each. The
validation set was a 10% subset of total training data.

Subsequently, we have a model m3 with input images 72x72
pixels, but with higher resolution. The central cell is made
from 36x36 pixels image. We kept the same setup and applied
class weights 1 and 3. This model has the same number of
parameters to estimate. The outcome was slightly better than
in the previous approach.

In the end, we trained a model m4 with the highest
resolution. The training itself was a massive task. Since we
applied the input images with 96x96 pixels, we had to compute
values of more than 20 mln parameters. We trained this model
like others with using early stopping. But this time we wanted
to re-train a new model m5 from scratch, with make use of

Fig. 3. Training performance charts, for each models we present both, loss
function and F1 score performed on training and validation data sets.
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all data, including validation data. During the first training,
we estimated the number of epochs needed to establish the
parameter. Then, in the next round, we just added 2 epochs
more and started computing.

In the end, we made an ensemble of those described 5
models, which performed nicely on the leaderboard.

In the Figure 3 shown measurements from a training process
for all models from the ensemble. F1 score values and binary
cross-entropy loss function values seem to not always been
correlated in outliers points. However, trends on both function
are similar. We will discuss this problem in the next section.

VII. RESULTS

Our models m1,m2 are trained for more than 30 epochs,
each epoch lasts for about 33 minutes. F-measure calculated
on the validation data set is about 0.736. The model m3 has
a bit higher F1 score – 0.738. The last model m4 has been
trained for 37 epochs with F-measure 0.741. The epoch time
length was close to 54 minutes on GPU P40 machine. It means
that training of the biggest network took more than 33 hours
of excessive computations.

After all, we created an ensemble of 5 models:
m1,m2,m3,m4,m5 by computing arithmetic average based
on predicted probabilities of the follicle presence.

TABLE I
EXPERIMENTAL RESULTS - CLASSIFICATION QUALITY BASED ON

CROSSVALIDATION

Model F1 score Binary cross-entropy loss

benchmark CNN 0.7132 0.2116

m1 0.7357 0.1859

m2 0.7329 0.1960

m3 0.7384 0.1913

m4 0.7415 0.1858

As shown in table I and fig. 5 m1’s loss function is almost
equal to m4’s and m3’s loss function results. However F1
score difference between this models is noticeable (fig. 4).
The main reason for this behaviour is associated with lack
of direct relation between F1 score and optimized binary
cross-entropy function. F1 score could be seen as second
level training quality function. It is not directly implied
by cross-entropy but strongly correlated. This correlation is
depended on a prior distribution of classes in training set.
However, we could influence on strength of this correlation
by changing class weights. The training set was unbalanced
and contained approximately 14% of positive classes samples.
This state leads optimization process to focus on precision of
positive class classification. Increasing positive class weight
leads model to choose a positive class as an output more
frequently which implies increasing a recall importance in an
optimization process. F1 score is the harmonic average of the
precision and recall, which means that desired optimization
method should focus equally on precision and recall to reach
the best results.
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The second reason could be damping output signal. A
network could prefer to minimizing error penalty by taking
less risk in making the decision and return probabilities near
threshold value of 0.5. This behaviour could have many
reasons. First of them could be wrong labeling in training
set, which forces the network to generate different output from
almost the same inputs. The second one could be a too limited
capacity of the model to handle data and force network to
bring outputs closer to a prior distribution. A possible solution
for increasing a quality of the final class prediction could be
changing a threshold or manipulating class weights. However,
class weights manipulation had the influence on an entire
training process which allows us to use directly optimization
process as a tool to solve problems with unbalanced data. This

ŁUKASZ PODLODOWSKI ET AL.: AN ENSEMBLE OF DEEP CONVOLUTIONAL NEURAL NETWORKS FOR MARKING HAIR FOLLICLES 27



the reason we choose this option to handle this problem.
The results achieved by VGG-16 models outperform bench-

mark CNN model which shows that deeper network architec-
ture allows to better solve this classification task. Finally, an
ensemble of VGG-16 models improve classification quality
and took first place in the competition with the final score of
0.763.
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Abstract—Recognizing textual entailment (RTE) became a well
established and widely studied task. Partial textual entailment—
and faceted textual entailment in particular—belong to tasks that
are derived from RTE. Although there exist many annotated
corpora for the original RTE problem, faceted textual entailment
is in the sense of easy-accessible corpora highly neglected. In this
paper, we present a semi-automatic approach to deriving corpora
for faceted entailment task from a general RTE corpus using open
information extraction (open IE) tools.

As a generalization of this approach and general principles
of open IE, we introduce a notion of relational entailment and
provide its basic properties and relations to other entailment-
like issues. We would like to introduce the problem of relational
entailment as an important task with potentially wide range of
real-world applications.

I. INTRODUCTION

TEXTUAL entailment is a relation is between two texts
or text snippets that expresses whether one text can be

inferred from the other. Textual entailment has quickly become
one of the most prominent tasks of NLP with a wide spectrum
of (potential) applications – including multi-document summa-
rization, plagiarism detection, machine translation evaluation
etc. In the last years, a huge effort was made in the field of
approaches and algorithms for recognizing textual entailment
as well as in building annotated corpora for this purpose.

Nevertheless, “classical” recognizing textual entailment is
not able to treat situations when the text is only “almost
entailed”. A notion of partial entailment was introduced
by Nielsen et al. [1] to address this problem. The original
motivation arises from automatic assessment of students’ tests
where it is necessary to cover situations when a certain
answer is only partially correct. Facets, i. e., pairs of words
accompanied by a semantic relationship connecting these two
words together, were introduced in the same paper in order to
present a model of decomposing the sentence into fragments
and provide a basis for recognizing partial entailment. Later,
in SemEval 2013 challenge, a pilot task of partial – faceted
entailment in particular – was introduced [2].

Recognizing textual entailment is a classification task. Su-
pervised methods are naturally a predominant approach in this
setting. Especially deep learning approaches (often ensemble
methods) currently highly outperform other methods [3], [4],
[5]. Nevertheless, other methods than DNN are also investi-
gated, see [6].

Deep learning methods generally require generally a great
amount of training data. For textual entailment relevant
sources, i. e., annotated corpora are already available, but, in
contrast, in partial/faceted entailment, researchers are facing a
problem of lack of the training data. One of the main goals of
this paper is to suggest a method for deriving a new corpus
for faceted entailment task using open information extraction
tools from an existing RTE corpus.

Based on the idea of using open information extractors,
we propose a novel task of relational entailment that can be
viewed as a form of a partial entailment and as a modified
generalization of faceted entailment.

II. TEXTUAL ENTAILMENT, FACETED ENTAILMENT AND
CORRESPONDING CORPORA

For completeness, we briefly recall the notion of textual
entailment and provide a selection of notable corpora for this
task.

A. Recognizing Textual Entailment – Task Definition

Textual entailment is defined as a directional relationship
between pairs of text expressions, denoted by T – the entailing
“Text”, and H – the entailed “Hypothesis”. We say that T
entails H if humans reading T would typically infer that H
is most likely true, see [7]. Deep insight into the nature of
textual entailment is provided by a current work of Korman
et al. [8].

Recognizing textual entailment (RTE) is fundamentally a bi-
nary classification task to decide whether a given text T entails
a given hypothesis H – with a “boolean” answer. Later, a
modification of this, so called two-way task, appeared: no
entailment category was split into two classes: unknown, where
the truth of H cannot be determined on the basis of T , and
contradiction, where T contradicts H , [9].

Example. If the text T has a form of a sentence Apple
says the new Intel dual-core chips improve performance by
up to 39 percent over the previous single-core variety. and
the hypothesis H is a sentence Dual-core chips make the
performance better., then a correct RTE system should label
this item as ENTAILMENT.
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As already mentioned, current deep ensemble architectures
are beating other architectures in RTE task. 1

B. Recognizing Textual Entailment – Notable Corpora

During the last decade, several annotated corpora for RTE
task were created. Among most important corpora belong:

• The Boeing-Princeton-ISI (BPI) Textual Entailment Test
Suite – one of the smallest and oldest corpora that con-
tains only 250 pairs of pairs. The value of this corpus is
that it provides items “syntactically simpler but semanti-
cally challenging, with the intension of focusing more on
the knowledge rather than just linguistic requirements.”2

• RTE-1–RTE-8 – a set of corpora used in textual chal-
lenges organized under several frameworks, starting in
2004 as PASCAL Recognizing Textual Entailment (RTE)
Challenges, later as the tracks of the Text Analysis
Conference (TAC) and finally as a part of SemEval
challenges. First RTE-1–RTE-5 were designated as col-
lections of standalone (T,H) pairs, whereas later RTE-6–
RTE-8 datasets were created in order to tackle more real-
istic scenarios, including knowledge base population, slot
filling task etc. The last one was motivated by educational
purposes: to assess the correctness of a student answers.
Some of RTE-x corpora were annotated in a three-way
manner. A comprehensive description of these corpora is
available in [9].

• The Stanford Natural Language Inference (SNLI) Corpus
– a collection of 570k human-written English sentence
pairs manually labeled for balanced classification with the
labels entailment, contradiction, and neutral. One of the
most important and the biggest corpora for RTE purpose
[10].

Annotated corpora are available mostly for English, nev-
ertheless there exist corpora for other languages such as
Portuguese [11]. General issues of RTE corpora preparation,
i. e., generating entailment pairs as well as connection between
knowledge acquisition and RTE are discussed in [12].

C. Partial and Faceted Entailment

An ordered pair (T ;H) forms a partial textual entailment if
a fragment of the hypothesis H is entailed by T . According to
this definition, the fragment of the hypothesis is no more de-
fined. Thus, we need to answer a question how to decompose
the hypothesis into fragments. The model of facets tackles this
problem.

A facet is an ordered pair of key terms (w1, w2) (that are
contained in the considered hypothesis). These terms can be
single words or multi-word expressions like “carbon dioxide”
etc. These terms are connected together with a semantic
relation. A simplified version of this approach – used in RTE-8
– deals only with the pair of these terms without the semantic
relation mentioned explicitly.

1A comprehensive list of DNN successful architectures is available at: https:
//nlp.stanford.edu/projects/snli/

2See: http://www.cs.utexas.edu/users/pclark/bpi-test-suite/

For example, if the hypothesis has the form of a sen-
tence The water was evaporated, leaving the salt., one of
corresponding facets is (evaporated, water), a different one
(leaving, salt), etc.

1) Recognizing Faceted Entailment – Task definition:
Recognizing faceted entailment is again a binary classification
task having three inputs: text T , hypothesis H and a facet
(w1, w2) of words that occur in the hypothesis H . The task
consists of determining whether T expresses, either directly or
by implication, the same relationship between the facet words
as in H , see [2]. Positive case is labeled by “expressed”, other
one as “unaddressed” (rather then entailment–no entailment).

2) SemEval 2013 Task 7 RTE-8 Corpus for Faceted En-
tailment: Nowadays, there exists only one widely accepted
corpus for faceted entailment – a corpus used in SemEval
2013 Task 7, RTE-8: it is based on SciEntsBank corpus of
student answers (together with corresponding questions and
reference answers). The reference answers are broken down
into the facets and annotated in order to support educational
systems in recognizing when specific parts of a reference
answer are expressed in the student answer, even if the
reference answer is not entailed as a whole [1]. As mentioned
in [2], “the correspondence between educational labels and
entailment judgments was not perfect due to the difference in
educational and textual entailment perspectives. Nevertheless,
the two classes of assessment appeared to be sufficiently well
correlated.”

An item taken from SciEnts Bank / SemEval 2013
Task 7, RTE-8

QUESTION: You used several methods to separate and
identify the substances in mock rocks. How did you separate
the salt from the water?

STUDENT ANSWER: Let the water evaporate and the salt
is left behind.

REFERENCE ANSWER: The water was evaporated, leav-
ing the salt.

FACET: (evaporated, water)
In this case, the result is “Expressed” (thus the student’s

answer can be regarded as partially correct).
In contrast, when student answers “I don’t know.” the facet

(evaporated, water) is obviously not expressed.

III. OPEN INFORMATION EXTRACTION

Open Information Extraction (open IE or OIE for short),
introduced by Banko et al. [13], is a task of extracting
(ordered) textual n-tuples containing relation phrase and its
arguments from a given sentence. For example, from a follow-
ing simple sentence “FedCSIS took place in Prague.”, an open
IE system (open information extractor) should extract a textual
triple (FedCSIS, took place in, Prague). Unless traditional
information extraction concept, open IE systems do not require
a predefined list of relations (given by relation vocabularies or
ontologies).

Following [14], an open information extractor can be for-
mally defined as a function from a document, d, to a set of
triples, {(arg1, rel, arg2)}, where the args are noun
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phrases and rel is a textual fragment indicating an implicit,
semantic relation between the two noun phrases. The extractor
should produce one triple for every relation stated explicitly
in the text, but is not required to infer implicit facts. (For
example, from the sentence “US president Donald Trump,
visited Singapore.”, it is not required to obtain a triple (Donald
Trump, be president of, US)), nevertheless, some of current
open information extractors provide a limited functionality in
this field.

New generation of open IE systems as OpenIE4 and higher
are also able to extract even n-tuples corresponding with
semantic n-ary relations, n > 3, as well as nested relations
(used for dealing with modal sentences like “Early scientists
believed that earth is the center of the universe.”, where
extracting (Earth, is the center of, universe) is inappropriate –
all described in detail in [15].

A. Open IE: Goal and Applications

Applications of open IE can be generally divided into
two main groups [15]: end user tasks and NLP end tasks.
End user tasks include primarily building Open knowledge
bases that allow simple querying, fact finding, as well as
browsing through information extracted from a collection
of textual documents and/or summarizing information about
given entities. Open IE approaches also provide a particular
kind of data compression (a source free text → a collection
of textual tuples), that preserves important information (and is
still in a human-readable form).

NLP end tasks include text comprehension, computing
sentence similarity and (multi-)document summarization. On
more general level, open IE results, i. e. textual tuples, can
be effectively used for training word embeddings. The results
of “open IE embeddings” at lexical similarity and analogy
tasks outperforms embeddings obtained by using other types
of contexts (like probably most widely used bag-of-words)
[15].

B. Open IE Tools

Since 2007, when the concept of open IE was introduced –
together with the first open information extractor called Tex-
tRunner in [13], further systems were created. The following
paragraphs summarize some notable systems for open IE task.

The following list contains a selection of leading systems
for Open IE task:

• ReVerb, [16]
• ArgLearner and R2A2, [15]
• Ollie, [15]
• OpenIE4, [15] and its successor OpenIE5,
• ClauseIE, [17]
• Stanford openIE, [18].

IV. DERIVING ANNOTATED CORPUS FOR RECOGNIZING
FACETED ENTAILMENT TASK

In this section we outline a method for generating faceted
entailment items, i. e., triples in form (T , H , a facet) ac-
companied by a label (expressed/unaddressed). We assume we

already have an annotated corpus for RTE from an external
source containing items in form (T,H), label (entailment/no
entailment).

A. Description of the Method

1) From each pair (T,H) such that T → H , generate
positive instances T → hi,

2) If a pair (T,H) is labeled in RTE corpus as neutral/un-
known (if the corpus is annotated in a three-way manner),
then generate a set of negative candidates T → hi to be
manually checked,

3) If a pair (T,H) is not labeled not as entailed nor
unrelated, then (manually) check for which hi, T 6→ hi

and add this pair T , hi to negative instances
4) Perform postprocessing issues over hi.
hi is an output of open information extraction on H ,

such that hi is a triple and each element of the triple does
not contain more than two words/tokens (open information
extractors are able to extract longer phrases as arguments as
well as longer predicates, but they are irrelevant from our
“faceted” point of view).

The postprocessing consists of removing stopwords and
taking an arbitrary pair of each triple hi.

Note that we assume that if the entailment T → H does
not hold, then there is at least one facet such that faceted
entailment according to T , H does not hold. Although the
proposed method includes a certain part of manual work, in
case of preparing balanced corpus, half of the work (positive
instances) is done automatically and, moreover, the negative
instances can be recommended from the list of potential can-
didates (obtained in the third step) by some simple algorithm
like [19].

B. Example
Let us consider an entailment pair T: The beetle can rub

its elytra making noises in order to communicate. and H: The
elytra are used to make sounds. – in this case, the entailment
holds. (This example was taken from SciEntsBank, [2], the
original question was One function of the bess beetle’s elytra
(the hard, black wing set) is protection. What is another
function of the elytra?).

From the sentence The elytra are used to make sounds. the
open information extractor produced among others a triple:
(The elytra; to make; sounds). After removing the stopwords
the and to, and taking for example a pair (elytra, make), we
have – together with T and H – a positive faceted entailment
item.

C. Challenge of Evaluation
The quality of obtained corpus depends mainly on the the

quality of the open IE system involved, as well the quality
of the initial RTE corpus. Evaluation of open IE systems is
generally difficult, often expressed only in term of precision,
not recall. First steps in repeatable and large benchmarking of
open IE systems were done by Stanovsky et al. in [20]. The
issue of measuring quality of the corpus obtained by described
method is a challenge for further investigations.
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V. NOVEL NOTION: RELATIONAL ENTAILMENT

As mentioned earlier, faceted entailment deals with ordered
pairs of words or multi-word expressions, i. e., with binary
relations (or ternary relations, when the semantic relation
is explicitly mentioned). In this position paper we suggest
relaxing the condition that “the considered object is a binary
relation” and use a general textual n-tuples instead.

A. Task definition and Examples

Given (i) a text T (ii) a hypothesis H , both in a form
of a sentence and (iii) an open IE text n-tuple tH extracted
from the sentence H (where n ≥ 3), the first proposed task
consists of determining whether T expresses, either directly or
by implication, the same relationship between exhibited by tH
in the context of H (i. e. we have again a binary classification
problem).

In this case, the meaning of tH is “emphasized” by the
context given by H . This definition corresponds with the
original definition of faceted entailment in [21].

For practical purposes arising from potential applications
we can go further and omit the role of the hypothesis H and
state the definition of a relational entailment.

Definition. Given a text T and a textual n-tuple t, the task
is to decide whether the meaning of t, i. e., the semantic
relationship expressed by t can be inferred from T . Similarly
as in the previous case, we have a binary decision task of
recognizing relational entailment – RRE for short. (Positive
answer can be labeled as entailed – with notation T → t,
negative as non-entailed – with notation: T 6→ t.)

Example. Given a sentence T = “Patrick flew from Boston
to Los Angeles with Delta Airlines with one stopover.” and a
textual quadruple t1 = (Patrick, flew, from East Coast, with
Delta Airlines) and t2 = (Patrick, flew, from East Coast, to
Los Angeles, via Atlanta).

Following the previous definition, we can (obviously) say
that T → t1, and, in contrast, T 6→ t2.

B. Potential Applications of Relational Entailment

From the viewpoint of faceted entailment motivation, rec-
ognizing relational entailment has a potential application as a
component for automatic assessment of students’ tests: having
open IE tuples extracted from the reference answer and taking
student’s answer as an input text, we can use a RRE system for
judging whether student’s answer is at least partially correct.

Next, probably more important application of recognizing
relational entailment, arise from checking/proving facts in
open knowledge bases, i. e., in knowledge bases that consist
of open IE tuples. Open knowledge bases can be easily
interpreted by humans and form an intermediate representation
of information in the text(s), [15]. The RRE can be used
for checking whether a given text provides an evidence for
a given piece of information contained in a considered open
knowledge base and subsequently in case of searching relevant
text supporting certain fact of an open KB.

Other possible applications may cover various aspects of
multi-document summarization, computing textual similarity
as well as some other common NLP tasks.

C. Recognizing Relational Entailment, Recognizing Textual
Entailment and Paraphrase Identification

In [21], Levy et al. used recognizing faceted entailment
system for recognizing (“complete”) textual entailment: in the
paper, they propose a following, three-stage architecture:

1) Decompose the hypothesis into facets.
2) Determine whether each facet is entailed.
3) Aggregate the individual facet results and decide on

complete entailment accordingly.
This approach provided promising results, nevertheless it

relies on the assumption that the result about complete en-
tailment can be done (only) from the individual facet results.
Generally, there exist textual tuples not entailed by the given
text T , although the facets (as pairs of word expressions)
covering the tuple are expressed/entailed from T .

This approach presented in [21] also assumes the facet
decomposition is already performed.

Obviously, this approach can be modified in order to exploit
the benefits of “open IE” perspective:

1) Instead of decomposing the hypothesis into the facets, we
generate a set of open IE tuples (this set of tuples can be
viewed as a “small” open knowledge base.

2) Instead of determining whether each facet is entailed,
we decide, whether each open IE tuple is entailed with
respect of the definition above.

3) Aggregating of individual “tuple” results.
This proposed approach brings two main advantages com-

paring to the faceted-like approach:
1) We leave the decomposition of the hypothesis to an open

information extractor.
2) We also decide about entailment of facts that cannot be

decomposed into a set of ordered pairs, i. e. facets (that
could cause false positives).

By this architecture, we have already linked recognizing
relational entailment with recognizing “complete” textual en-
tailment. Now, we are able to do one more natural step towards
widely investigated NLP problem: paraphrase identification.
Since paraphrase identification can be viewed as a bidirectional
entailment, the modification for our setting is straightforward.
Let us consider we have a couple of sentences P and S
and corresponding sets of open IE tuples {p1, p2, . . . pn}
and {s1, s2, . . . sm}, respectively. The final judgment about
paraphrasing can be viewed as an aggregation of results about
individual relational entailments P → si and S → pj , where
1 ≤ i ≤ n and 1 ≤ j ≤ m.

D. Creating Annotated Corpora for Recognizing Relational
Entailment

Similarly as by “classical” recognizing textual entailment
problems, we can expect that in recognizing relational entail-
ment challenges supervised approaches will play a key role.
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Hence there arises a need of annotated corpora for recognizing
relational entailment.

Analogously as in the “facet” case, we can use corpora
for recognizing textual entailment that were already built. We
assume an open IE extractor is available. In contrast to the
faceted case, the situation is simpler since there is no need to
modify extracted textual tuples.

We can summarize the semi-automatic method of creating
RRE corpus in the following steps:

1) From each pair (T , H) where entailment T → H holds,
generate positive instances T → hi,

2) If a pair (T , H) is labeled in RTE corpus as neutral/un-
known (if the corpus is annotated in a three-way manner),
then generate a set of negative candidates T → hi to be
manually checked,

3) If a pair (T , H) is not labeled not as entailed nor
unrelated, then (manually) check for which tuple th
extracted from H , T 6→ th and add this pair (T, th) as a
negative instance.

(hi is an output of open information extraction on H).
Similarly as in the “facet case”, we assume that if the

entailment T → H does not hold, then there must be at least
one textual open IE tuple such that relational entailment from
T does not hold. Again, half of the work in building balanced
annotated corpora (positive instances) is done automatically
and, moreover, the negative instances can be recommended
from the list of potential candidates by some simple algorithm.

In some cases, it may be reasonable to remove pairs (T, hi)
where the ratio “number of tokens in hi/ number of tokens
in H” is higher than a given threshold in order to avoid cases
where obtained tuples are mostly, in fact, permutations of
tokens of the hypothesis, such as H: Slovakia is a member
of EU. and hi: (Slovakia; is a member of; EU). In these cases,
the task of RRE would be highly similar to “classical RTE”.

Example. Let us consider a text T : A Filipino hostage
in Iraq was released. and a hypothesis H1: The hostage
is a citizen of the Philippines. labeled as entailment. An
open information extractor provides a triple (The hostage;
is a citizen of; the Philippines), hence we have a positive
instance of relational entailment: A Filipino hostage in Iraq
was released. → (The hostage; is a citizen of; the Philippines).
In contrast, if the hypothesis is The hostage was a citizen of
Iraq. and related extraction is (The hostage; was a citizen of;
Iraq), than we got a non-entailment item for RRE corpus.

VI. CONCLUSION

In this paper we have proposed a method for semi-automatic
building of a corpus for recognizing faceted entailment when
annotated corpus for RTE task is given and open information
extractor is available. Current absence of mid- or large scale
annotated corpora for faceted entailment is a serious restriction
for using modern deep learning approaches.

Subsequently, we have established a connection between
“the world of entailment” and “the world of open IE” by
introducing the notion of relational entailment. We have

demonstrated its strengths, possible applications and we have
presented it as a natural generalization of faceted entailment.

A. Discussion

Obviously, the success of most of presented issues hardly
relies on the quality of used open information extractor(s).
Nowadays, evaluation and benchmarking of open IE tools
become emerging and important topic [20]. In current inves-
tigations, Groth et al. note [22] that OIE systems perform
significantly worse on scientific text than encyclopedic text.
Thus various aspects – the domain of the text for instance –
should be taken into the account, and the results should be
interpreted in such context.

Regarding the newly proposed notion of relational entail-
ment, there arises a need for a sound methodology for creating
annotated corpora in order to ensure a suitable quality of
training data. There will be also a demand for benchmarks
of potential RRE engines and employment of modern met-
alearning/algorithm selection issues [23].

It also should be take into the account, that proposed notions
and architectures are “high level“, hence the overall process of
training recognizing relational entailment will be prone to error
propagation from the initial levels: the quality of data used
for training/tuning/development of open information extractor
affects the coverage and correctness of extracted textual tuples.
The quality of corpus for RRE is also influenced by the
quality of RTE annotated corpus we are extracting the tuples
from. The overall amount of training instances of RRE corpus
then affects the quality of RRE system, that is subsequently
propagated in downstream application. Thus each component
of this process requires careful error analysis.

B. Further Work

Since we have proposed a new decision problem, the first
part of further work will include building and improving
corpora for relational entailment, create first architecture for
RRE system and provide its evaluations, not only for English
but also for languages where RTE corpora and open IE
language models are available.

A general issue will be investigations of open IE tuples
embeddings, i. e. their vector representations.

Other direction of research is building suitable corpora for
faceted entailment and assessment of their quality.
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MARTIN VÍTA: FROM BUILDING CORPORA FOR RECOGNIZING FACETED ENTAILMENT TO RECOGNIZING RELATIONAL ENTAILMENT 37



[5] Y. Tay, L. A. Tuan, and S. C. Hui, “A compare-propagate architecture
with alignment factorization for natural language inference,” arXiv
preprint arXiv:1801.00102, 2017.

[6] R. Zanoli and S. Colombo, “A transformation-driven approach for
recognizing textual entailment,” Natural Language Engineering, vol. 23,
no. 4, pp. 507–534, 2017. doi: 10.1017/S1351324916000176

[7] I. Dagan, O. Glickman, and B. Magnini, “The pascal recognising textual
entailment challenge,” in Machine learning challenges. evaluating pre-
dictive uncertainty, visual object classification, and recognising tectual
entailment. Springer, 2006, pp. 177–190.

[8] D. Z. Korman, E. Mack, J. Jett, and A. H. Renear, “Defining textual
entailment,” Journal of the Association for Information Science and
Technology, vol. 69, no. 6, pp. 763–772, 2018. doi: 10.1002/asi.24007

[9] L. Bentivogli, I. Dagan, and B. Magnini, “The recognizing textual
entailment challenges: Datasets and methodologies,” in Handbook of
Linguistic Annotation. Springer, 2017, pp. 1119–1147.

[10] S. R. Bowman, G. Angeli, C. Potts, and C. D. Manning, “A large an-
notated corpus for learning natural language inference,” in Proceedings
of the 2015 Conference on Empirical Methods in Natural Language
Processing (EMNLP). Association for Computational Linguistics, 2015.

[11] G. Rocha and H. Lopes Cardoso, “Recognizing textual entailment:
Challenges in the portuguese language,” Information, vol. 9, no. 4, p. 76,
2018. doi: 10.3390/info9040076

[12] M.-S. Guo, Y. Zhang, and T. Liu, “Research advances and prospect
of recognizing textual entailment and knowledge acquisition,” Jisuanji
Xuebao/Chinese Journal of Computers, vol. 40, pp. 889–910, 04 2017.
doi: 10.11897/SP.J.1016.2017.00889

[13] M. Banko, M. J. Cafarella, S. Soderland, M. Broadhead, and O. Etzioni,
“Open information extraction from the web.” in IJCAI, vol. 7, 2007, pp.
2670–2676.

[14] F. Wu and D. S. Weld, “Open information extraction using wikipedia,”
in Proceedings of the 48th Annual Meeting of the Association for
Computational Linguistics. Association for Computational Linguistics,
2010, pp. 118–127.

[15] M. Mausam, “Open information extraction systems and downstream
applications,” in Proceedings of the Twenty-Fifth International Joint
Conference on Artificial Intelligence. AAAI Press, 2016, pp. 4074–
4077.

[16] A. Fader, S. Soderland, and O. Etzioni, “Identifying relations for open
information extraction,” in Proceedings of the conference on empirical
methods in natural language processing. Association for Computational
Linguistics, 2011, pp. 1535–1545.

[17] L. Del Corro and R. Gemulla, “Clausie: clause-based open information
extraction,” in Proceedings of the 22nd international conference on
World Wide Web. ACM, 2013, pp. 355–366.

[18] G. Angeli, M. J. J. Premkumar, and C. D. Manning, “Leveraging
linguistic structure for open domain information extraction,” in Proceed-
ings of the 53rd Annual Meeting of the Association for Computational
Linguistics and the 7th International Joint Conference on Natural
Language Processing (Volume 1: Long Papers), vol. 1, 2015, pp. 344–
354.

[19] M. Víta and V. Kríž, “Word2vec based system for recognizing partial
textual entailment,” in Computer Science and Information Systems
(FedCSIS), 2016 Federated Conference on. IEEE, 2016, pp. 513–516.

[20] G. Stanovsky and I. Dagan, “Creating a large benchmark for open
information extraction,” in Proceedings of the 2016 Conference on
Empirical Methods in Natural Language Processing, 2016, pp. 2300–
2305.

[21] O. Levy, T. Zesch, I. Dagan, and I. Gurevych, “Recognizing partial
textual entailment,” in Proceedings of the 51st Annual Meeting of the
Association for Computational Linguistics (Volume 2: Short Papers),
vol. 2, 2013, pp. 451–455.

[22] P. Groth, M. Lauruhn, A. Scerri, and R. Daniel Jr, “Open infor-
mation extraction on scientific text: An evaluation,” arXiv preprint
arXiv:1802.05574, 2018.

[23] P. Brazdil and C. Giraud-Carrier, “Metalearning and algorithm selection:
progress, state of the art and introduction to the 2018 special issue,”
2018.

38 POSITION PAPERS. POZNAŃ, 2018
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Abstract - Legal Metrology is the economic sector where 

measuring instruments subject to legal control 

(taximeters, electricity meters, etc.) are used. In this field, 

constant growth of Measuring Instruments using ICT 

technology is evident. For this reason, higher security 

requirements need to be imposed as stated by the 

relevant EU directives. Risk assessment is an additional 

security assurance requirement for software, based on 

current regulations Directive 2014/31/EU and Directive 

2014/32/EU (MID) that state: “The documentation shall 
make it possible to assess the instrument’s conformity to 
the relevant requirements and shall include an adequate 

analysis and assessment of the risk(s).” [1]. Several 

methods for risk assessment of software exist, but based 

on this statement above, it is necessary to find 

appropriate solutions for the realization of risk 

assessment for metrological software, on the base of its 

technical documentation. The WELMEC Working 

Group 7 has developed a Risk Assessment method, based 

on international standards. In this article a simpler 

method is proposed, aiming for advantages such as 

universality, simplicity and transparency, in contrast 

with already existing methods. The combination of these 

advantages in the proposed method will allow its simple 

understanding and implementation for all active 

stakeholders (both the Notified Bodies and the 

manufacturers). 

I. INTRODUCTION 

HE term risk can be defined in many ways for different 

purposes. One of these definitions is “Combination of 
the consequences that would follow from the occurrence 

of an unwanted event and the likelihood of the occurrence of 

the event.” [2]. It should be emphasized that, in this case, the 
risk is the likelihood of occurrence combined with the impact 

of the event, and it can be transformed into the event that has 

potentially happened. This potential risk can also be a factor 

for system hazard or weak security provisions against 

dangerous/unauthorized influences. 

II.  THE PROPOSAL OF RISK ASSESSMENT METHOD 

The proposal of this method is on the base of the selection 

of technical parameters, present in measuring instruments in 

the real world. These parameters have an influence on the 

legally relevant software (LRS) and are assigned a point 

rating. The WELMEC Working Group 7 has developed a 

Risk Assessment method, based on international standards 

[4] to define these ratings. There exists a wide range of 

measuring instruments to be regulated. Each measuring 

instrument has its own specific parameters, which depend on 

the purposes of its usage. For the present risk assessment 

method, a model of an abstract measuring instruments 

(MAMI) is proposed. Real-world examples were used for the 

development of the risk method (Chapter VI). The diagram 

shown in Fig.1 describes the proposed method. The first step 

is checking the completeness of the technical documentation 

of the measuring instrument. The second step is the 

assessment of important parameters of the metrological 

software functionality. The assessment of parameters is 

based on 25 combinations of parameters (assets, threats and 

impacts: specification of technical parameters). The last step 

is an evaluation which summarizes the points and results in a 

potential risk. According to the MID [1] the assessment of 

the risk is a part of the documentation, which is necessary for 

the process of validation of metrological software. Notified 

Bodies (NB) must check the correctness of the 

documentation, meaning that they must also check if the 

evaluations and the result of potential risk are correctly 

realized. 

 
Figure 1. The basic structure of proposal of risk assessment method 

for metrological software. 

III. TECHNICAL PARAMETERS OF MEASURING INSTRUMENT 

INFLUENCING METROLOGICAL SOFTWARE 

The following technical parameters that have an influence 

on metrological software are inspired by WELMEC Guide 

7.2 [3], the directive MID [1] and practical knowledge.  
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The resulting list of parameters is proposed based on 

developments and regulations, according to the current 

situation of ICT in the measurement area. The parameters are 

chosen on the base of combinations of three main factors:  

1) Most used,  

2) Most risky technologies, according to practical 

knowledge and  

3) Parameters with different levels or the configuration 

possibilities. 

Table I contains the proposed list of parameters, divided into 

5 sections. 

 

TABLE I: The basic division the parameters into 5 sections.  

A PC, Download LRS, Separation 

B User interface 

C Communication interface 

D Storage 

E Security 

IV. ASSIGNING POINTS TO TECHNICAL PARAMETERS 

Table I contains the list of parameters which has 

possibility for configuration. For risk assessment, it is 

necessary to assign points to all parameters. These points 

represent important characters for the analysis of the 

measuring instrument and its risk assessment: 

 When the potential risk is zero: Absence of technical 

parameters which can increase the potential risk. 

 When the potential risk is assigned with 1 point: The 

technical parameters are integrated part of the measuring 

instrument with metrological software. 

 When the potential risk is assigned with 2 points: The 

technical parameters are a common part of the measuring 

instrument with metrological software. 

 When the potential risk is assigned with 5 points: The 

technical parameters have weak security against the 

possibilities which are available. And, for this rea-son, 

the potential risk increases or the used technical 

parameters increase the overall potential risk. 

 When the potential risk is assigned with 10 points: The 

technical parameters are sophisticated and their 

characteristics are considered as carriers of higher 

potential risk. These parameters can contain hidden 

functions or be considered as weakly secured elements. 

 When the potential risk is assigned with 15 points: The 

technical parameters are sophisticated and their 

characteristics are considered as carriers of higher 

potential risk, including the parameters at the previous 

point. These parameters are considered riskier than with 

10 points from the point of view of practical knowledge. 

Once the potential risks are assigned, the risk assessment 

can be performed. 

V. SPECIFICATION OF TECHNICAL PARAMETERS 

Some of the technical parameters existing in the designed 

concept of the risk assessment method for metrological 

software have possibility for configuration. In Tables II-VI 

the configuration possibilities are represented and defined. 

These tables contain points rating for each specific technical 

parameter.  

 

TABLE II. Specification of technical parameters:  

PC, Download LRS and Separation. 

PC, Download LRS, Separation Points 

A 

1 Using PC as like primary 10 

2 Download LRS 10 

3 Separation SW 15 

 

Based on the possible configurations specific rating points 

can be assigned to specific technical parameters of the 

measuring instrument. For example, if the measuring 

instrument has a configuration based on a universal 

computer, then there is a higher likelihood for other 

functions that can have negative influences on the legally 

relevant software.  

The download of the LRS without breaking the physical 

seal of measuring instrument means that there is a method 

for modification of the LRS, and it can also cause negative 

influences on the LRS even though conditions for security 

are fulfilled. 

Separation of SW, dividing metrological software into 

legally relevant SW and legally non-relevant SW (LnRS) can 

have different realizations, e.g. both LRS and LnRS are in 

one source code or divided into two microprocessors. If the 

LnRS needs data from the LRS, then there must be a 

connection between the LRS and the LnRS. And since the 

LnRS is not under control, that means that potentially 

dangerous applications can exist, which can have negative 

influences on the LRS. 

 

TABLE III. Specification of technical parameters:  

User interface. 

User interface Points 

B 

4 Button/s 2 

5 Keyboards (include numbers field) 10 

6 Without user interface 0 

 

If measuring instruments have any button/s, there is 

potential risk that there can be a hidden combination for 

negative influences on the LRS. In the case that the 

measuring instrument has a keyboard, then the possibilities 

for hidden functions is even higher. If the measuring 

instrument has no user interface that has possibilities of entry 

to the metrological SW, then, in this case, the potential risk 

can be considered zero. 

 

44 POSITION PAPERS. POZNAŃ, 2018



 

 

 

 

TABLE IV. Specification of technical parameters:  

Communication interface 

Communication interface Points 

C 

7 Physical 2 

8 Wireless 5 

9 Internet 15 

10 Without communication interface 0 

 

Like in previous cases with the user interface, also, if the 

measuring instrument has no communication interfaces, then 

the potential risk can be considered zero. The 

communication interfaces can have different realizations. If 

the measuring instrument has a communication interface only 

by physical connections (USB, RS-232, etc.) there is a lower 

likelihood for the potential risk as there is for wireless 

connections. In case of wireless connection, there is higher 

likelihood for not allowed or hidden connections to the 

measuring instrument, where there is not enough security by 

means of physical seals. The cases where the measuring 

instrument has the possibility of connecting to the Internet, 

the potential risk is higher, since the measuring instrument 

may be exposed to cyber-attacks.  

 

TABLE V Specification of technical parameters: Storage. 

Storage Points 

D 

11 Part of microprocessor 1 

12 Internal storage 2 

13 Removable storage 10 

14 Without storage (data on display only) 0 

 

The memory for metrological software is often divided 

into storage for software and other storage for the 

measurement data – The Harvard architecture. There are 

cases when the storage is part of the microprocessor, which 

is physically sealed. But since the space for software must 

exist, it cannot be potential risk zero. Very often the micro-

processor has a small memory, and for this reason the 

measuring instrument contains other internal storage. These 

storages offer the possibility for realizing separation of 

software (in LRS and LnRS). But the capacity of the internal 

storage can also be as big as to offer hidden space for non-

allowed applications [5]. In cases where the storage is 

removable, the potential risk is higher, because there are 

many ways for negative exploitation. 

The security aspect from the proposed solution is the most 

complicated to define, because each technical parameter has 

an additional configuration.  

Event recording in metrological SW occurs in two forms: 

1) Event Counter and 2) Event Logger. Event Counter 

records each change by binary value (1/0) or counting of 

changes. The Event Logger can record each change with 

date, time, and additional description of each change. In 

cases where there is no Event Record, the potential risk is the 

highest, because it is possible to realize any changes without 

being recorded. The cases where passwords are used have 

potential risk, since every password can be broken. The 

passwords can be realized by number or combinations 

characters (alphanumerical). Most often a numerical 

combination is used, and the most used are 4 digits 

passwords. If a 4 digits password is used without a block 

protection, then there are only 10.000 possibilities, easy to 

break with IT technology. There are still measuring 

instruments without user or communication interfaces with 

LRS. In these cases, there is no need for passwords, since no 

access can happen to the LRS without breaking a physical 

seal. In the opposite example, if the measuring instrument 

has user and/or communication interfaces, there are many 

possibilities of changing or influencing the LRS, due to the 

lack of secure elements. Then, the conditions for security are 

not fulfilled. These cases are not acceptable.  

 

TABLE VI. Specification of technical parameters: Security 

Security: Event counter/logger Points 

E 

15 Event counter 2 

16 Event logger 0 

17 None 15 

Security: Password 

18 Numerical 4digits 10 

19 Numerical more than 4 digits 5 

20 Alphanumerical + block systems 2 

21 None 0 

Security: Seal cover 

22 After break: device is not functional 0 

23 After break: device is still functional 15 

Security: Checksum 

24 CRC 32 and weak 10 

25 better then CRC-32 1 

 

The next part of the security aspect of the method are 

physical seals. The sealing of the measuring instrument is 

realized in different ways (it can be physical seal-

lead/plastic, stamp). Physical seals that can be broken or 

removed are not applicable in legally metrology area. In the 

cases when the LRS of the measuring instrument and the 

physical seal are interconnected, where after the seal has 

been broken, the measuring instrument is not functional, the 

potential risk is considered zero. Given that there are cases 

where after seal breaking, the measuring instrument still 

works, there is a probability that the seal of measuring 

instrument is not enough for the security of LRS.  

The final category for security are checksums. Currently, 

there are a lot of variations of checksums on the market.  

The manufacturers mostly use the type CRC-16, for 

economic reasons. This type of CRC belongs to the weakest. 

Current WELMEC Guide 7.2 pushes for an acceptable 

solution CRC-32 [3]. This is the reason for this type of 

checksums in Table VI. 
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VI. EXAMPLES OF EVALUATION 

On the base of the present technical parameters it is 

possible to propose different MAMI (Model Abstract 

Measuring Instrument).  

The configurations MAMI A-D are considered as border 

cases, where it may occur: 

• MAMI A: Proposed lowest potential risk. 

• MAMI B: Proposed highest potential risk. 

• MAMI C: Proposed basic technical parameters. 

• MAMI D: Proposed advanced technical parameters. 

 

TABLE VII. Evaluation of Risk assessment for metrological 

SW of MAMI (A-D). 

Sect. Num. Technical parameters Pts. A B C D 

PC, Download LRS, Separation 

A 

1 
Using universal 

computer 
10 0 1 0 1 

2 Download LRS 10 0 1 0 1 

3 Separation SW 15 0 1 0 1 

User Interface     

B 

4 Button/s 2 0 1 1 1 

5 
Keyboards (include 

NF) 
10 0 1 0 1 

6 Without user interface 0 1 0 0 0 

Communication interface 

C 

7 Physical 2 0 1 1 1 

8 Wireless 5 0 1 0 1 

9 Internet 15 0 1 0 1 

10 Without Comm. Inter. 0 1 0 0 0 

Storage 

D 

11 
Part of 

microprocessor 
1 0 1 1 1 

12 Internal storage 2 0 1 0 1 

13 Removable storage 10 0 1 0 1 

14 Without storage  0 1 0 0 0 

Security 

E 

15 Event counter 2 0 0 0 0 

16 Event logger 0 1 0 1 1 

17 Without Event C/L 15 0 1 0 0 

Passwords 

18 Numerical 4 digits 10 0 1 1 0 

19 
Numerical more than 

4 digits 
5 0 0 0 0 

20 Alphanumerical 2 0 0 0 1 

21 Without password/s 0 1 0 0 0 

Seal Cover 

22 
After breaking: is not 

functional 
0 1 0 0 0 

23 
After breaking: is still 

functional 
15 0 1 1 1 

Checksum 

24 CRC-32 and weak 10 0 1 1 0 

25 Better than CRC-32 1 1 0 0 1 

Summary of points 2 132 42 90 

 

Table VII shows some examples of the evaluation of 

potential risks for metrological software for different MAMI 

(from A to D). Each technical parameter has been assigned 

rating points, where the columns for MAMI contains 1 or 0, 

depending on the technical parameters option. The last row 

of Table VII is the sum of points, where it is possible to 

realize further evaluations or adjustments to get the result of 

the potential risk by statistic or other methods. One of the 

possible solutions can be considered the MAMI B, for the 

maximum potential risk, assigning 132 points to the 100% of 

potential risk. Then, it is possible to create comparative 

graphs for the conclusions, see Figure 2.  

 

 
Fig. 2. Examples of Risk assessment for MAMIs (A-D). 

 

The WELMEC Working Group uses a Risk Assessment 

method [4] that combines elements from the international 

ISO/IEC standards 27005 and 15408, to support the 

theoretical comparability of the risk assessment results. On 

the other hand, the present method focuses on existing 

measuring instruments, mostly type P according to 

WELMEC Software Guide 7.2[3]. 

The present method defines within the MAMIs four 

proposed model levels, allowing a quick approximation of 

the risk assessment for the modeled measuring instrument, 

supporting quick repeatability of analysis between very 

similar and well-known measuring instruments.  

The method focused on existing measuring instruments 

with many previously detailed and collected reports 

regarding risk assessment, while the WELMEC Working 

Group 7 focuses on any kind of measuring instrument, even 

with previously unknown designs and the new developments. 

 

 
Fig. 3. Risk assessment for metrological SW of real samples. 
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VII. CONCLUSION

The present method for risk assessment for metrological

software  is  not  only  focused  on  potential  risk  results  in

graphs,  but it  also analyses  the resulting table with rating

points.  Table  VII  indicates  which  MAMI  shows  weak

software protection (B and D). The proposal of the method

is based on the potential risk that cannot be zero, but after

the determination of technical parameters with assign rating

point is possible the set within a maximum of potential risk

of  the  metrological  software.  The  cases  MAMI  A-D  are

specific cases, but after applying the method on real world

examples  (Fig.3),  the  potential  risk  results  in  the interval

between 20% and 60%. This test on 5 real world samples is

only  for  orientation  purposes.  For  better  results,  it  is

necessary to apply this method on more real-world examples

to  check  the  quality  of  these  results  and  the  potential

application of this simple method in the future.
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2nd Workshop on Internet of Things—Enablers,
Challenges and Applications

THE Internet of Things is a technology which is rapidly
emerging the world. IoT applications include: smart city

initiatives, wearable devices aimed to real-time health monitor-
ing, smart homes and buildings, smart vehicles, environment
monitoring, intelligent border protection, logistics support. The
Internet of Things is a paradigm that assumes a pervasive
presence in the environment of many smart things, including
sensors, actuators, embedded systems and other similar de-
vices. Widespread connectivity, getting cheaper smart devices
and a great demand for data, testify to that the IoT will
continue to grow by leaps and bounds. The business models
of various industries are being redesigned on basis of the
IoT paradigm. But the successful deployment of the IoT is
conditioned by the progress in solving many problems. These
issues are as the following:

• The integration of heterogeneous sensors and systems
with different technologies taking account environmental
constraints, and data confidentiality levels;

• Big challenges on information management for the appli-
cations of IoT in different fields (trustworthiness, prove-
nance, privacy);

• Security challenges related to co-existence and intercon-
nection of many IoT networks;

• Challenges related to reliability and dependability, espe-
cially when the IoT becomes the mission critical compo-
nent;

• Zero-configuration or other convenient approaches to
simplify the deployment and configuration of IoT and
self-healing of IoT networks;

• Knowledge discovery, especially semantic and syntactical
discovering of the information from data provided by IoT;

The IoT conference is seeking original, high quality research
papers related to such topics. The conference will also solicit
papers about current implementation efforts, research results,
as well as position statements from industry and academia
regarding applications of IoT. The focus areas will be, but
not limited to, the challenges on networking and information
management, security and ensuring privacy, logistics, situation
awareness, and medical care.

TOPICS

The IoT conference is seeking original, high quality research
papers related to following topics:

• Future communication technologies (Future Internet;
Wireless Sensor Networks; Web-services, 5G, 4G, LTE,
LTE-Advanced; WLAN, WPAN; Small cell Networks. . . )
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• Intelligent Internet Communication,
• IoT Standards,
• Networking Technologies for IoT,
• Protocols and Algorithms for IoT,
• Self-Organization and Self-Healing of IoT Networks,
• Trust, Identity Management and Object Recognition,
• Object Naming, Security and Privacy in the IoT Environ-

ment,
• Security Issues of IoT,
• Integration of Heterogeneous Networks, Sensors and Sys-

tems,
• Context Modeling, Reasoning and Context-aware Com-

puting,
• Fault-Tolerant Networking for Content Dissemination,
• Architecture Design, Interoperability and Technologies,
• Data or Power Management for IoT,
• Fog—Cloud Interactions and Enabling Protocols,
• Reliability and Dependability of mission critical IoT,
• Unmanned-Aerial-Vehicles (UAV) Platforms, Swarms

and Networking,
• Data Analytics for IoT,
• Artificial Intelligence and IoT,
• Applications of IoT (Healthcare, Military, Logistics, Sup-

ply Chains, Agriculture, ...),
• E-commerce and IoT.

The conference will also solicit papers about current im-
plementation efforts, research results, as well as position
statements from industry and academia regarding applications
of IoT. Focus areas will be, but not limited to above mentioned
topics.
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• Cao, Ning, College of Information Engineering, Qingdao
Binhai University

• Furtak, Janusz, Military University of Technology,
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Abstract—IoT technology is a key driver for building smart city
infrastructure. The potentials for urban management problems
requiring process control and allocation mechanisms has long
been acknowledged. However, up to now the potentials of
equipping urban objects with sensors, information processing
capability, and actuators to enable adaptation to pedestrians’
individual needs have not yet been exploited. The objective of our
research is to design smart urban objects that enhance usability
and safety of the urban space for pedestrians. We report on our
conceptual design for an IoT platform that connects the novel
smart urban object adaptive park bench with an adaptive light
system to actively support pedestrians in the urban environment,
in particular senior citizens with handicaps.

I. INTRODUCTION

Internet of things (IoT) technology is increasingly used
to make the urban environment “smart”. With IoT-enabled
process control and allocation mechanisms, to date many
innovations aim at new possibilities for more effective traffic
load balancing [1], [2], energy supply [3], [4], or waste man-
agement [5], [6]. While these innovations address important
ecological problems the potentials to support pedestrians in the
urban environment with IoT enabled physical urban objects are
still in its infancy.

IoT technology connects physical objects via digital infor-
mation processing and communication technology. By further
equipping urban objects with sensors and actuators the urban
environment is transformed into a cyber physical system [7]
providing advanced potentials for pedestrian support. To make
use of these potentials we design smart urban objects (SUO’s)
that adapt individually to pedestrians’ specific requirements for
the usability of the urban environment. Connecting SUOs with
IoT allows for useful interactions between both, the objects
with pedestrians, and the objects with each other.

While SUOs are supposed to improve usability for every
pedestrian, a special focus is on pedestrians with handicaps.
For handicapped pedestrians, the adaptivity of the SUOs shall
not only enhance usability but effectively compensate (some
of) their handicaps and thus enable safe usage of the urban
space. A growing group of stakeholders who are in need for
an adaptive and supportive urban environment are older adults

[8]. Hence “smartification” of the urban environment to meet
pedestrians’ needs is not only a technical gadget but plays a
crucial societal role.

This research contributes to the knowledge base of design-
oriented research on the application of IoT technology in
supportive urban environments to shape the smart city of the
future. To that end, we provide a conceptual design of an IoT
platform that connects the novel SUO adaptive adaptive park
bench with an innovative adaptive light system. The leading
question is: How to design the SUOs and their connection via
IoT to enable supportive interactions between the objects and
pedestrians for enhancing safe use of the environment?

The paper proceeds as follows: In the next section we briefly
present recent developments within the smart city paradigm,
IoT technology, smart street lighting and smart park benches.
Then we report on our design of an IoT platform and the two
SUOs adaptive park bench and adaptive light. Thereafter, we
discuss a scenario for an interplay of the two SUOs, the IoT
platform and pedestrians. We conclude and provide an outlook
on future research.

II. STATE OF THE ART

A. The Smart City Paradigm

For the characterization of a smart city, several perspectives
play a role: Technology innovations, organizational innova-
tions and policy innovations [9]. While technology innovations
seem to be only one part among three, they are essential for
all innovations within the smart city paradigm: Organizational
innovations are directly related to an effective use of technol-
ogy and policies shall actively promote the use of effective
technology innovations [9].

An overall objective of smart city innovations is sustainabil-
ity, economic growth and quality of life [10]. Current trends
in smart city developments involve the domains of natural
resources and energy, transport and mobility, buildings, living,
government, as well as economy and people [11].

From a design-oriented perspective, we contend that in-
formation technological innovations provide most effective
means to enhance smartness of cities in particular with respect
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to quality of life. Smart city initiatives use high technology
innovations, such as IoT, to create benefits for well-being,
inclusion and participation [12]. In conclusion, smart city
relates to socio-technological developments for a harmony of
material and virtual world [9]. Information technology plays
an important role in contributing to solutions for emerging
problems of urban living [11].

The information technological foundation to bring smart
city innovations into built infrastructure are smart objects [13].
Smart objects in the urban area provide sensor data that can be
used for urban environment monitoring, social networking, in-
telligent transport systems [14], or other information-intensive
urban management problems. The aim of our research, how-
ever, is to go beyond exploiting smart objects as sensor net-
works. Our proposed SUOs have actuators and create benefits
by actively adapting to citizens in interconnected scenarios.

B. Internet of Things Platforms

In the field of IoT architectures, many frameworks, models
and platforms have already been developed seeking to solve
both, specific concerns and general problems [15]. Neverthe-
less, there is still a significant lack of IoT middleware, which
can be adapted to specific domains as well as to general
applications [15], [16]. While one of our aims is to enhance
safety of the users who indirectly use the IoT platform in the
urban environment, we identify that existing solutions focus
only pure technical aspects of safety and security [17]. A
bridge to safety of IoT system users is rarely provided and
is an essential point of research. A proposal for a solution for
an IoT architecture that focuses on the problems describend
in [15], [16] and thus provides a suitable basis for further
developments is provided in [18]. Although in [18] security
aspects of the solution play a role at the technical level, they
are not specifically considered on the user level.

C. Smart Urban Objects

1) Smart Park Benches: Although seldom recognized as
these, park benches are one of the most ubiquitous elements
in public space [19]. By park bench we denote seats in the
public area dedicated for more than one person. In urban life
those seats play an important role for well-being. Yet, the idea
of enabling park benches for adaptivity has not been wide-
spread. From the perspective of user requirements adaptivity
of park benches would provide clear gains for its usability.
In practice, there are so called smart park benches which are
supplied by solar energy and provide USB- and charging slots
for smartphones, WiFi, and environmental sensor equipment
[20], [21]. However, these park benches do not have moving
actuators but at best screens to display information. There
are further ideas to augment public seats with information
technology but these are rather for entertainment purposes than
for usability purposes [19].

In designing park benches, knowledge about usability has
long been incorporated, even though in a static manner. In
a comprehensive study on design principles that shall make
park benches particularly usable for senior citizens, it has

been surveyed based on focus-groups and expert interviews,
that seniors require elevated sitting positions, slightly tilted
forward seats, and armrests but footrests should be avoided
due to tripping hazard [22]. While there are several vendors
of park benches with these special characteristics, as a matter
of fact static alignment to these requirements can only account
for the average but not for the individual. The most adaptive
type of park benches, which are available, are those with
pneumatic springs [23]. The opportunities of making park
benches adaptive is up to now exploited only hardly.

2) Smart Street Lighting: In the past, many different con-
cepts have been presented that include an intelligent lighting
system. Several objectives have been addressed and several
milestones have been achieved.

Motivated by using natural light more efficiently in build-
ings and consequently to reduce the energy consumption of
the electrically generated light, a lighting system has been
presented in order to meet this challenge [24]. The intelligence
consists of a sensor-based detection of the available daylight
inside the facility, whereupon the artificially generated light is
regulated.

In addition to the lighting systematics within a building
[24], there exist achievements presented in [25], [26], [27] that
augment street lighting with intelligence. The light intensity
is adapted depending on the traffic situation. The overriding
objective of these efforts is to minimize the required energy
consumption. Networking of the individual lamps already
exists in [25]. The user’s view of smart lighting systems is
examined in [28], [29]. The focus here is on the psychological
effect of different light modes on the user. Particularly in [28],
the mood of older people is positively influenced by different
lighting configurations. However, the core of the investigations
here lies more on psychological mood analyses than on the
concept of a smart lighting system.

III. DESIGN OF INTERCONNECTED SMART URBAN
OBJECTS

A. Internet of Things Platform

To coordinate all SUOs in the overall system, we use an IoT
platform. The platform is based on IoT technology and is also
the central unit for processing joint information. The platform
is designed against the following requirements: It should

1) be expandable with respect to SUOs and other IoT
devices,

2) facilitate customization and connection of processes,
3) support and use standards,
4) exhibit little latency for a tactile internet,
5) be secure and guard privacy and user safety,
6) apply intelligent algorithms on interaction log data.
(1.) Expandability is required to add potentially new SUOs

or IoT devices. Therefore, open interfaces, protocols and data
formats are relevant.

(2.) As different users of SUOs may have different demands
for the administration and behavior of the SUOs, the underly-
ing processes must be determined flexibly. Also, the platform
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Fig. 1. Overview of the architectural design for the IoT platform

shall facilitate to combine any SUO, independently from the
specifics of the SUO.

(3.) To meet the aforementioned requirements standardized
interfaces and communication technology are prerequisite.

(4.) The platform is also a middleware for SUO-
communication. High latencies of control messages within
the SUO-network may be disadvantageous or even harmful
because the SUOs are situated in public spaces.

(5.) Communicated data must be guarded against deletion,
manipulation, and unauthorized reading. The functionality
must be reliable and save.

(6.) Generated and collected data shall be analyzed and
utilized for improving the service provision for the end users.

Based on these requirements and the challenges identified in
[18] we design the architecture of our IoT platform as depicted
in figure 1.

Basically, the platform contains two parts. The first part is
the API part. There, those services run which must be available
to the other, more specific services. The second part is for
the specifics of the SUOs. There, those services run which
are specific for single SUO or particular groups of SUOs.
Arbitrary external services can be connected to the platform,
too, as long as they use the supported protocol standards.

In the API part different basic services run to realize the
core functionality of the IoT platform. This entails a central
service for data storage. So all services can use a separate data
storage according to the microservice pattern but can access
these with a joint interface.

To connect and customize processes with SUOs the platform
provides a processing service. Processes can be modeled with
BPMN (Business Process Modeling and Notation) and are
executed with a process engine. A process is a sequence of
services that link several API and SUO-services. An analytics
service can be integrated to enable descriptive, predictive, and
prescriptive analyzes.

To ensure reliability and safety for end users in the public
space, the SUO safety service provides required information

based on user profiles and interaction models. To allow SUO-
specific services to access SUO-data and user data the registra-
tion and profile management service provide a central interface
to obtain user information and SUO meta-data.

Focusing the requirement for low latency, expandability and
security several well-known protocols and technologies are
used. Communication between platform and SUOs as well
as external services is standardized with REST respectively
MQTT interfaces. Both are encrypted. For platform internal
communication either the HTTP/2 protocol (REST) can be
used or for particularly critical services with respect to latency
a gRPC interface with protocol buffers can be used. Data are
stored in a datalake on the platform. The services run with
container based orchestration to account for high flexibility.

B. Adaptive Park Bench

The perception of the usability of park benches varies
among people. Thereby, a crucial factor is the extent to which
the design and functionality of a park bench fits the individual
anthropometric measures. The designs of conventional park
benches constitute, due to their static characteristics, necessar-
ily always a compromise between the divergent requirements
between the variety of users. Although in everyday life cit-
izens rarely notice imperfectness of park benches, enhanced
individual alignment in design and functionality is expected
to make a significant difference. When focusing people with
infringed constitution, the present imperfectness may even be
an effective impediment for usage.

Anthropometric studies provide, for instance, evidence that
differences exist in relevant measures between senior citizens,
aged 65 or more, and younger citizens [30], [31]. Aligning
seat height to individual measures is one way to increase
ergonomics, i.e. usability. However, this is only effective while
sitting. For people with weakened musculature, and limitations
to hold the balance the process of sitting down and standing
up is a serious source of difficulties. And here, a contradiction
arises which cannot be resolved by static design: For standing
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1. Shoulder grip length
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3. Chest (bust) depth

4. Sitting shoulder height

5. Sitting elbow height

6. Thigh thickness (thigh clearance)
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Fig. 2. Anthropometric measures, adopted from [30]; relevant for the adaptive park bench are 11. standover and 12. popliteal height.

ParkbenchUser

Attribute Datatype

id String

age Integer

authorizationGroup String

authorized Boolean

standover [mm] Integer

poplitealHeight [mm] Integer

sittingElbowHeight [mm] Integer

maxDistanceUntilRestIsAdvised [m] Integer

distanceSinceLastRest [m] Integer

core data

process data

Fig. 3. Datamodel for a park bench user.

up and sitting down, park benches with elevated seat height
are easier to use but while sitting they are unergonomic. The
same type of contradiction applies to the tilt of the seat. A
seat which is tilted forwards facilitates gliding out of the
seating position and eases standing up. While sitting, however,
a slight tilt backwards is ergonomic. The chance with making
park benches adaptive is not only that they are enabled to
align to various but static measures. It also allows for a novel
type of support for citizens. Active support by the urban
environment does not only enhance its usability but makes
it also a safer space for pedestrians with handicaps. Among
the anthropometric measures depicted in figure 2 the relevant
ones, to which the bench shall adapt, are 11. standover and
12. popliteal height.

To reduce difficulties with standing up and sitting down
the park bench adjusts it seat height and seat tilt according
to the respective phase: At the beginning of sitting down the
seat is elevated and tilted forwards. Then it smoothly descends
and tilts backwards for ergonomic sitting. For standing up the
procedure is just reverse. When a person who needs support

with sitting down to a seat approaches the adaptive park
bench, the bench, first aligns its seat height to the standover
of this person and tilts forwards. After the person has sat or
leaned on the elevated seating surface the bench smoothly
adjusts the surface to the person’s popliteal height and tilts
backwards. When the person wishes to stand up the bench
slowly tilts forwards and elevates up to the standover again.
For persons who do not need support in sitting down and
standing up the first and last phase may be simply omitted or
reduced in its amplitude (that is: the bench does not elevate
up until the standover but only a little). To detect a person,
who approaches the bench, short distance radio technology
can be used, such as Bluetooth. People carry a respective
portable device (which is also required for the adaptive light
system). To clearly detect that an approaching person actually
wishes to sit down a “manual” interaction is required. The
simplest way is to attach a button to the bench or to send a
corresponding signal via the required portable device. If no
manual interaction is used to indicate the wish to sit down,
but a weight sensor recognizing persons sitting on the seat
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AdaptiveParkbench

Attribute Datatype

id Integer

geoLocation Array of Real [3]

widthOfSeat [mm] Integer

depthOfSeat [mm] Integer

amountOfSeparateSections Integer

amountOfArmrests Integer

isSeatHeightAdaptive Boolean

isSeatTiltAdaptive Boolean

isArmrestHeightAdaptive Boolean

surfaceMaterial Enum [timber, plastic metal, stone]

backrestMaterial Enum [na, timber, plastic, metal, stone]

currentSeatHeight [mm] Integer

currentArmrestHeight [mm] Integer

currentSeatTilt [degree] Integer

numberOfSittingPersons Integer

core data

process data

Fig. 4. Datamodel for an adaptive park bench.

surface then the bench can automatically adapt to the person’s
popliteal height (always assumed that the person carries the
device with the required data). The “smartest” way, however,
would be to infer that a person must be wishing to sit down.
Figure 3 outlines the data structure of a park bench user
required for executing the supportive function of the adaptive
park bench and figure 4 outlines the data structure for the
adaptive park bench.

C. Adaptive Light

As pointed out previously, there is up to now no street light-
ing system that implements an adaptive lighting configuration
depending on individual positions of pedestrians. Therefore we
are designing a concept for realizing a smart lighting system
and present basic requirements. In section IV we discuss how
these basic requirements relate to the overall system.

The adaptive light system shall be aligned to increase well-
being of citizens. A particular goal is to enhance participation
in urban life for older adults. The adaptive lighting system
is therefore used as a means to induce positive impact on
well-being in the urban area and to stimulate participation by
varying light intensity or color.

As a use case we employ routing to specific points of
interest by means of varying light colors and intensity and
derive the following basic requirements:

1) Street lamps must be interconnected and be able to
communicate with each other via the interconnection
technology.

2) The person to whom the lights adapt must be identified
within this interconnection structure (same technology
as for the identification of park bench users).

3) Information exchange between the person an the light
system must be available.

4) The lights must be able to change color and intensity.

IV. SCENARIO FOR INTERCONNECTED SMART URBAN
OBJECTS

Figure 5 sketches a scenario to demonstrate the usefulness
of interconnecting the SUOs. Figures 6 – 8 show sequence di-
agrams for interactions of an SUO with the IoT platform and a
user by the example of an adaptive park bench. The sequences
sit down and stand up (figures 7 + 8) are specific inter-
actions with the park bench and replace the interaction
placeholder in figure 6 for the example case that the SUO
is an adaptive park bench. For other SUOs the respective
interaction is inserted there. For adaptive light, for instance,
the interaction could be that the light changes intensity or color
for a pedestrian. Note, that a ParkbenchUser is meant to
be extending the general SUO user class Pedestrian by
containing additionally the specific attributes required for the
park bench interactions.

Figure 6 outlines the intertwined logic between SUOs and
the platform. SUOs interact locally with their users but the
platform permanently monitors the SUOs and periodically
stores the monitored states as the respective SUO data objects.
These enable data analytics on interactions. Beyond that,
data of several SUOs can be jointly analyzed, the platform
facilitates data exchange between SUOs and can actively start
control sequences for the SUOs. We now describe a scenario
where the two example SUOs interact with each other and
generate a benefit for a pedestrian.
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- id

- currentPosition

- distanceSinceLastRest

Fig. 5. Interconnected system of adaptive lighting and adaptive park bench

object:SmartUrbanObject person:Pedestrian:IoTPlatform

sequence: SUO operation

register (object)

setAdaptivity(active:Boolean)

par
loop monitor [each x time units]

getState()

object

Interactionref

write(object)

Fig. 6. Sequence diagram for operating SUOs.

The SUOs of this scenario are the adaptive park bench and
the adaptive light system. The user is an older adult who needs
to rest from time to time.1 The environment is a pedestrian area
which is equipped with adaptive park benches and adaptive
lights. The benches are installed every 100 meters, the light
posts have a spacing of 25 meters to each other, and they are
arranged in such a way that at each park bench, there is a light.
As a matter of fact, park benches are sometimes occupied,
when needed. This may be indeed a severe problem for older
adults needing a rest. In the presented scenario, however,
the adaptive lights and park benches may help reducing this
problem.

The IoT platform records the interactions of the older adult
with the adaptive park bench. So the system knows when
the user had his last rest. The adaptive light posts recognize

1Depending on the constitution this may be even the case every 300 meters.

when the person passes so the IoT platform can automatically
infer the distance since the person’s last rest, too. Having
information about the distances after which the older adult
is recommended to take a rest, the smart city infrastructure
can take actions to maintain a high well-being of this citizen.
Indirectly, the system cares for the safety of the older adult.

If an older adult needs a rest in the next time, then the smart
city system changes the colors of the lights at reachable and
free benches. If the next free park bench is farther away then
the lights increase their intensity so the older adult can see the
hint to a free park bench from far. While approaching the park
bench, which is traceable via the lighting system, the bench
adjusts its seat height already to the respective anthropometric
measure of this person so that the person can directly sit down
comfortably. Position tracking with the light posts promises a
higher precision of position determination than using standard
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adaptiveParkbench:Parkbench person:ParkbenchUser

sequence: sit down

wishToSitDown(person)

adjustHeight(person.standover:Integer)

adjustHeight(person.poplitealHeight:Integer)

pleaseSitDown()

READY_FOR_DESCENT

WARNING_BENCH_ELEVATES

WARNING_BENCH_DESCENDS

par

par

return

Fig. 7. Sequence diagram for sitting down with support of the adaptive parkbench.

adaptiveParkbench:Parkbench

sequence: stand up

wishToStandUp(person)

person:ParkbenchUser

adjustHeight(person.standover)

WARNING_BENCH_ELEVATESpar

return

Fig. 8. Sequence diagram for standing up with support of the adaptive parkbench.

GPS alone.
More differentiated support by the smart infrastructure if

multiple users need a rest at the same time in the same area
is subject to our ongoing research (for the two-user case an
adaption rule for simultaneous use of adaptive park bench has
been recently studied in [32]).

V. CONCLUSIONS AND OUTLOOK

We presented designs for SUOs, particularly to facilitate
urban life for people with handicaps. As SUOs adapt to
personal needs, they are likely to enhance urban life for
all citizens. We discussed a scenario where SUOs provide
additional benefits for a smart city by interconnecting them
with an IoT platform. The IoT platform serves as middleware
and provides services to maintain various SUOs. At the same
time the platform gathers data from the SUO for the purpose
of analyzes. The inferred information are expected to be an
essential factor to make modern cities and urban life smarter.

We are aware of privacy issues and societal risks that
may occur in environments that digitize individuals. However,
research suggests that IT-based services for the urban area
can support in counteracting age-related decline of outdoor
activities [33], [34]. Our concern is focused on employing
SUOs to provide active IT-based support. One of the benefits
for which we aim is enhanced safety for individuals in urban
environments. To this end, we will further explore which
hazards are relevant in citizens everyday activities and how
we can mitigate them with interaction and interconnection
between smart urban objects and citizens.
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Abstract—Along with the increasing globalization and 

development of information and communication technology, 

business models are changing, and thus the need for innovative 

knowledge management is growing. Current knowledge 

management systems very often are not used 

optimally/effectively for decision-making because of the lack of 

real-time data. This article draws attention to the current trend 

in the area of organization management and IT management 

related to the emergence and growing popularity of the 

Internet of Things. The authors try to assess the potential of 

IoT in the context of improving knowledge processes (locating, 

acquiring, using, sharing and disseminating as well as 

preserving / coding / archiving / collecting), especially acquiring 

and sharing data and determining IoT impact on knowledge 

management and learning of the organization. The possible 

positive effects of implementing IoT in enterprises of various 

types, as well as threats and challenges that must be met by 

organizations that care about increasing their competitive 

position using IoT will be presented. 

I. INTRODUCTION 

uccess of organisations is, to a large extent, a function 

of their investment in knowledge and their ability to 

accumulate and create knowledge. Management of 

organisations in the 21st century is inextricably linked with 

creative application of knowledge processes management 

techniques and the organisational capacity to adapt to 

changing conditions, based on the rapid development of 

modern technologies. This approach offers potential of 

largely improving the decision-making effectiveness, 

operating capacity, flexibility and employee involvement in 

organisations.  

Organisational processes are the basis for making 

informed decisions based on knowledge. The development 

and utilisation of intelligent solutions – such as those 

involving Big Data processing and the Internet of Things – 

seems to place strong emphasis on open, systemic approach. 

For instance, the introduction of fully digitalised services 

paves the way for the design of new interfaces between 

service providers and end users.  

Proper selection and continuous improvement of ICT-

based business models seems particularly important for 

those organisations which place emphasis on cognisant 

application of knowledge management techniques and on the 

practical implementation of the concept of ‘the learning 
organisation” where learning processes are perceived as 
fundamental for building and maintaining the competitive 

advantage through continuous advancement and exploration 

of new paths for organisational development. Organisations 

of this type are usually more open and receptive to signals 

from their environment and are more capable of forging 

those signals into tangible benefits: learning, improvement, 

and change. As aptly noted by Stańczyk-Hugiet, the most 

fundamental process in a learning organisation is the one 

involving transformation of information into knowledge 

resources which then are used as basis for building a unique 

selling position on the market [6, p. 136].  

Knowledge has become the most important resource of 

any organisation and a key to its continued growth. 

Similarly, Kaivo-oja et al. argue that intelligent 

organisations are those that focus not so much on knowledge 

production but rather on proper integration of knowledge. In 

this way, knowledge integration has been elevated to the 

rank of a key component of a modern management system 

[11]. 

The Internet of Things (IoT), defined as the sum of 

intelligent appliances capable of responding to 

environmental stimuli as well as storing and processing of 

digital information and relaying it to other agents (or users) 

via Internet protocols, seems to offer best potential for 

supporting the aforementioned task of turning information 

into knowledge. This context needs careful research, as the 

subject of IoT and its potential impact on knowledge 

management systems is, thus far, inadequately represented in 

professional literature.  

This paper places the particular emphasis on capabilities 

offered by Internet of Things in the context of process 

optimisation in tasks involving accumulation, transfer, and 

filtering of data to be used in decision-making scenarios 

across various operating segments of a contemporary 

company. 
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II. KNOWLEDGE MANAGEMENT – IT INSTRUMENTS IN 

SUPPORT OF KM 

From a managerial perspective, companies are in urgent 

need of developing and improving their capacity to operate 

under the constantly changing, non-linear and largely 

unforeseeable conditions brought about by the challenges of 

modern digital evolution. In view of the above, effective 

knowledge management should focus, most of all, on the 

following:  improving the time of response to environmental 

stimuli through better access to knowledge and applications; 

creating and maintaining potential for company growth and 

development; improving the company value and/or 

profitability; improving company products and services, 

stimulating the production of knowledge, reducing the cost 

of operation, ensuring constant improvement of quality and 

effectiveness. However, as observed by Uden and He, the 

traditional knowledge management systems are burdened 

with certain limitations.  

The authors postulate that the next generation of 

knowledge management systems in the age of IoT should 

offer the following capabilities [7]: 

– Creation of personalised experience and tracking of its 

various sources; 

– Transfer and reorganisation of data from various sources; 

– Data optimisation and pre-processing of data for various 

purposes and applications; 

– Provision of on-demand and real-time updates of data 

used in decision-making contexts; 

– Collection of machine data and user activity data for 

process improvement purposes;  

– Ensuring the fluidity and interoperability of the various 

components of the knowledge management system. 

It seems valid to assume that the informative potential of 

the Internet with respect to the management of large data 

repositories and knowledge discovery is growing at a rapid 

pace, with the advance of such technologies as the IoT, 

intelligent computing, machine learning, big data, cloud 

computing and sensor technologies. Those and other modern 

IT solutions may largely improve the effectiveness of data 

management and knowledge discovery processes in a 

modern organisation. One of the prime objectives of 

knowledge management is the effective filtering of data 

originated from unreliable sources. 

At present, the use of IoT in modern knowledge 

management systems offers potential for not only real-time 

updates and synthetic evaluation of data from various 

sources, but also the capacity for knowledge discovery. With 

the growing popularity of the Internet as a medium of 

communication, modern companies are more inclined to 

redefine their existing business models, i.e. the company 

prime objectives and approaches to value creation. By 

basing their business models on the IoT, organisations may 

benefit from the wealth of new channels and means for value 

exchange. At the same time, the IoT may be perceived as an 

innovation, since it involves a creative use of the existing 

services and protocols for the development of new, more 

responsive and dynamic products and services. When 

viewed from the context of an innovation, the IoT represents 

a broad spectrum of intelligent technologies capable of 

communicating directly with the user or with other machines 

and agents to offer a brand new level of interaction or 

information retrieval in any environment populated by such 

objects [12]. 

III. NEW CAPABILITIES FOR THE RETRIEVAL OF INFORMATION 

AND KNOWLEDGE FOR DECISION-MAKING PURPOSES 

Organisations employ information and knowledge both 

for the improvement of their decision-making processes and 

for the legitimisation of decisions (including those issued on 

the basis of unreliable information). In addition, it seems 

valid to assume that modern organisations retrieve and store 

much more information than needed for their decision-

making purposes, and still call for more. The overabundant 

supply of information may come as a result of various forces 

and trends at play. For instance, organisations tend to 

underestimate the cost of information retrieval in proportion 

to the benefits offered. Usually, decisions made with respect 

to information are delegated to the authority of units other 

than those directly involved in its retrieval. By maintaining 

such clear separation between information use and 

information retrieval/storage, decision makers are able to 

initiate information retrieval procedures they deem of 

potential value for them, but without taking heed of the real 

cost-benefit ratio as perceived from the viewpoint of the 

organisation as a whole. The rationality of information 

oversupply can also be viewed in the context of strategic 

value of information, particularly when such information is 

employed to enforce certain response rather than serve as 

basis for rational decisions. In organisational settings, 

information is rarely of neutral character. Most of the 

information feed is prone to misinterpretation. From the 

viewpoint of decision makers, it is better to have access to 

information deemed unproductive (for decision-making 

purposes) than to bear the risk of missing information that 

may ultimately prove valuable [11]. 

Both the Internet of Things and cloud computing offer 

potential to simplify the identification of requirements to be 

addressed by knowledge management systems and to 

improve their effectiveness by providing real-time access to 

data/information ("just in time" and "right on point").  

The Internet of Things is also perceived as another 

important factor to affect the transaction processes, most 

specifically: the methods for identifying and satisfying 

customer needs and requirements. Based on different recent 

reports and surveys, the number of objects connected to the 

Internet, including smartphones, is already in excess of the 

total Earth population and, according to the Gartner report, 

will reach 26 billion wireless devices by the end of 2020 

[14]. 
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IV. THE INTERNET OF THINGS – SELECTED AREAS OF 

APPLICATION 

The Internet of Things can be defined as the sum of 

intelligent appliances capable of responding to 

environmental stimuli as well as storing and processing of 

digital information and relaying it to other agents (or users) 

via Internet protocols [15]. It represents a networking 

structure of independent devices designed to enable and 

facilitate decentralised communication between each and 

every node. The concept is based on continued technological 

advancement and utilisation of the existing structures of 

communication to serve as a medium for unrestrained 

exchange and sharing of information between numerous 

devices, appliances and sensors.  

It must be noted at this point that the Internet of Things 

can also be perceived as the latest fashion and may be prone 

to various interpretations. The term itself may relate to any 

clearly identifiable object capable of – directly or indirectly 

– storing and processing data. The number of such objects 

grows exponentially, along with the spectrum of their 

potential applications. The IoT is closely associated with the 

Big Data concept, since the effective provision and 

processing of large amounts of data is deemed to be the core 

benefit offered by IoT solutions [13]. 

There are many potential areas of IoT application and the 

solution may be adopted with success in many aspects of 

modern life. According to the Gartner report, the IoT will 

soon generate revenue in excess of USD 300bn, mostly in 

services [14]. Similarly, the McKinsey&Company [16] 

report suggests that the IoT may soon produce global 

economic profit between USD 2.7 and 6.2 trillion by the 

year 2025. IoT will find its use in many areas of economic 

activity and in many sectors, including energy, production, 

logistics, health care, IT. With further rapid expansion 

(which seems fairly inevitable), the IoT will manifest its 

potential in other areas, such as intelligent construction, 

intelligent vehicles and cities, and in industrial automation 

(often referred to as Industry 4.0). Table I presents one of the 

most popular categorisations of potential IoT applications, as 

postulated by Beecham Research [17]. 

There are certain areas of the socio-economic life which 

offer particular benefits from the use of IoT solutions, in 

terms of value creation. According to the report by 

McKinsey&Company consulting agency, nine such areas 

can be distinguished [18]: human, home, retail 

environments, office, factories, worksites (e.g. oil rigs), 

vehicles, cities, and outside areas (i.e. spaces between 

urbanised areas). The Internet of Things will find many uses 

in various segments of business and services sector. 

At the same time, the potential economic impact of the 

IoT will vary from segment to segment. The McKinsey 

forecast suggests that, by the year 2025, the highest revenues 

will be observed in production (1.2–3.7 trillion USD), and 

the lowest – in office environments (70–150 billion USD) 

[18].  

 

TABLE I. 

THE INTERNET OF THINGS – AREAS OF APPLICATION 

No. Sector Examples of applications 

1 Construction 

 

Automated heating, ventilation, air-
conditioning, access control, lighting, 

security systems, etc. 

2 Energy Resource extraction and mining, 

exploration of alternative (renewable) 

energy sources, electric generators. 

3 Household and 

consumer goods 

Household security (alarms, monitoring 
of seniors and children), control and 

regulation of devices (including energy 

supply and lighting), home 

entertainment systems. 

4 Health care and 

natural sciences 

Telemedicine, remote monitoring of 

patients and seniors (e.g. patients with 

cardiac pacemakers), research and 

development of drugs and medical 

equipment, 

5 Industry/production Monitoring and tracking of assets, 

machinery and industrial products, 

location analyses for a wide range of 

industrial and factory processes. 

6 Transport Fleet management (navigation systems, 

distribution management), passenger 

information systems, automated toll/fee 
collection systems (motorways, 

parking). 

7 Retail Supply chain management, 

product/client information 
management, stock management, 

vending machines (foods, beverages), 

parking meters, information display 

systems (billboards, digital displays). 

8 Public safety Monitoring of environmental hazards, 
meteorological and climate 

information, tracking of 

persons/animals/packages, military 

security. 

9 IT sector Office appliances, mobile 

communication infrastructure, data 

relay centres (automated energy and 
air-conditioning relay systems), e-

commerce, etc. 

 

To sum up, it may be stated that the Internet of Things 

offers potential support in nearly all areas of human life and 

has already become an indispensable element of modern 

existence in an information society. 

Lastly, by connecting many of their home or office 

devices to the Internet, individual consumers and 

organisations may receive additional benefits, such as 

energy savings or new business opportunities. 

V.  THE ORGANISATIONAL POTENTIAL OF THE IOT 

With the rapid changes observed in modern economic 

environment, companies face more and more fierce 

competition and are expected to meet the mounting 

expectations of their customers. To oppose this trend, 

modern companies place great emphasis on improving the 

effectiveness of their day-to-day operations. For this 

purpose, company management needs constant and real-time 
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access to reliable and verifiable information on the present 

condition of their enterprise or unit, as a prerequisite for 

making accurate and informed business decisions. Lambert 

believes that the world at present is witness to a global 

technological revolution, and that the Internet of Things is 

only a part of a large-scale phenomenon. 

It is true that the IoT has become an indispensable 

element of most any modern technological solution 

employed in business. By making good use of constant 

connectivity between integrated devices, human resources 

and data, companies will be better equipped to analyse and 

respond to the changing needs of their customers and effect 

prompt changes in their supply chains or innovative 

implementations. The IoT may also improve the quality of 

life (for customers, consumers) by offering remote and 

automated fee collection, monitoring of health, etc. In 

addition, the IoT may soon dominate such areas of everyday 

life as waste management, energy management or traffic 

control [20]. 

Data presented by T-Mobile suggests that investment in 

the IoT brings tangible returns in terms of employee 

effectiveness, utilisation of material resources, cost of 

operation, monitoring effectiveness, employee safety, 

integrated supply chain management, and creation of value 

from new products and services [21]. 

As suggested by the authors of the IDC report, companies 

and consumers as well as the whole ecosystem of IoT 

solutions suppliers may soon see many benefits from the 

continued advancement of the associated technologies. 

These may include the following [22]: 

– New business models. Faced with a highly competitive 

markets, both sellers and enterprises constantly seek new 

ways of conducting their business and new methods for 

effective creation of customer value. Companies operating 

within the B2B model may utilise IoT solutions to 

automate some of their business processes to gain fast 

access to the market and to better respond to changes in 

customer needs.  

– Mission-critical processes and products. IoT solutions 

may help companies gain more data on own processes and 

products. In some cases, such supplementary data may 

provide crucial and valuable information of corporate 

character, to allow for operational changes and real-time 

decision-making. In other scenarios, such supplementary 

data may be used to support curative and diagnostic 

decisions in patient care or improve the accuracy of 

shopping suggestions and offers designed for specific 

customer segments. 

– Diversification of revenues. The Internet of Things may 

offer potential for innovations, particularly to sellers and 

service providers, which may result in new products and 

services.  

– For some types of enterprises, IoT may prove a valuable 

source of supplementary income, attached to the servicing 

of products in circulation. For instance, providers of 

vending machines may offer a range of associated 

services, such as the automated monitoring and resupply 

of stock. 

– Global players. By making good use of the IoT 

functionality, organisations may gain improved access to 

their business structures and units (including remote 

locations), with potential to monitor, manage, and track 

the operation of each independent node. For some 

enterprises, such a transition may prove of particular 

value, by offering remote resource and product 

management capabilities. 

– Efficient intelligent operations. The Internet of Things 

will greatly affect the way companies make their 

decisions, as optimisation and productivity improvements 

may now be managed in real time. With instantaneous 

access to relevant information on independent nodes – 

based on the use of own or customer resources – and with 

potential to promptly address any problem revealed by the 

data feed, organisations may find reasons to redesign their 

business processes to improve their long-term 

effectiveness and productivity. 

– Increased expectations. With more consumers, 

organisations and institutions being aware of the life 

quality improvements and savings offered by products 

and services on the market, their expectations towards 

new products and services will naturally rise. This will 

stimulate further increase of market competition between 

various actors and suppliers involved in the IoT segment 

(ecosystem). 

It goes without saying that the utilisation of the full 

potential offered by the IoT solutions will not be easy, since 

organisations need new sets of skills and technological tools 

to ensure proper implementation and protection of large 

systems responsible for the servicing of hundreds of 

thousands, if not millions, of individual, spatially dispersed 

and independent nodes [23]. 

VI. THE BENEFITS OF INTERNET OF THINGS IN SELECTED 

AREAS OF KNOWLEDGE MANAGEMENT 

The Internet of Things also brings a number of benefits in 

the area of the knowledge management system. The most 

important of them, combined with potential risk areas, are 

presented in the Table II. 

Knowledge management today has also the opportunity 

and the capability to synthesise data from diverse sources 

and to create new knowledge. Because of the IoT, businesses 

today are forced to rethink their goals. With the IoT, 

products can be tracked anytime, making it possible to 

respond to customer behaviour. It is also now possible for 

products to connect with other products, leading to new 

analytics and new services for more effective forecasting, 

process optimisation and customer service experiences [24] 

[28]. 
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TABLE II . 

THE MAIN BENEFITS AND RISKS OF IMPLEMENTATION OF INTERNET OF THINGS IN SELECTED AREAS OF KNOWLEDGE MANAGEMENT 

Areas/objectives of 

knowledge 

management 

The potential of Internet of Things The risk associated with the IoT implementation 

Strategy/development of 

knowledge and 

competence resources 

Access to external expertise, the latest technology; 

providing tools to enable access to organizational and 
technological knowledge; providing tools for support of the 

transfer and sharing of knowledge. 

Need of  better control over the IoT environment; 

Dependence on the suppliers of IoT. 

Human resources 

management/ 
development of 

intellectual capital 

Developing new skills and competences in the field of IT; 

Improved cooperation and transfer of knowledge between 

organizations. 

Possible loss of intellectual capital in case of the dismissal 

of IT staff as a result of the adaptation of IoT solutions; 

The need to improve knowledge and to develop new skills 

to use the new technology (IoT)  

Process management Supporting innovation; 

Reducing the time of process implementation. 

 

Marketing/business 

intelligence/innovation 
Possibly unlimited access to internal and external data. 

Ensuring the possibility of direct integration of external 

entities with the company; 

Supporting market-driven innovation (for 

products/services). 

The possibility of losing competitive advantage by 

acquiring strategic information or sensitive data by the 

competitors. 

Information 
technology/Information 

security management 

Improved use of IT resources; 

Possibility of collecting data from diverse products, 

company assets or the operating environment; 

Possibility of the transmission of real-time data from 

wireless network 

 

Loss of control over the IT environment; 

System failures; 

Services unfit for the actual needs of the organization; 

The possible decrease in safety; 

The possibility of loss and/or unauthorized use of sensitive 

data. 

 

Sensors and embedded technology now enable the 

transmission of real-time data from wireless networks which 

will lead to the co-creation of new real-time knowledge 

among customers and vendors. Companies which use the 

IoT can gather data about how their products behave and 

interact, and can then use it to understand and predict future 

behaviours [7]. 

Companies can also use the data collected from sensors to 

change the way that they design, upgrade and maintain 

devices in the field. The result is not merely greater 

efficiency, but entirely new functionality and levels of 

service. Real-time monitoring and analysis of physical assets 

allow companies to understand and act on a variety of real-

time insights. The real-time data can be accessible by all the 

stakeholders, thereby facilitating knowledge sharing. 

Organisations using KM have the ability to interpret the real-

time data and convert them into real-time knowledge for 

competitive advantage [7]. 

IoT can also help KM to capture data to be used in 

organisations. The world of connected devices today 

presents the opportunity for organisations to create new 

product experiences.  

The increasing use of internet-enabled devices with 

sensors provides more opportunities both to improve the 

way services are delivered and to harness those data to gain 

faster insights into whether interventions are working. 

Manufacturers are using data obtained from sensors 

embedded in products to create innovative after-sales service 

offerings such as proactive maintenance to avoid failures in 

new products [25] [26]. 

The data also enable companies to design better products 

in the future. KM today has the opportunity and the 

capability to synthesise data from diverse sources and arrive 

at new knowledge. The benefits of IoT for KM can be 

summarised as follows [7] [27]: 

– IoT enables a user to collect data from diverse products, 

company assets or the operating environment. It allows 

for the generation of better information and analysis, 

which can significantly enhance decision-making. 

– When products are embedded with sensors, companies 

can track the movements of these products and can 

monitor interactions with them. Businesses can take 

advantage of customers’ behavioural data to make 
appropriate decisions. 

– Data from large number of sensors, deployed in 

infrastructure (such as roads and buildings), can give 

decision makers a heightened awareness of real-time 

events, particularly when the sensors are used with 

advanced display or visualization technologies [27]. 

– The IoT can support longer-range and more complex 

human planning and decision-making. 

– The IoT can raise productivity, because the IoT can help 

systems adjust automatically to complex situations, which 

can make a number of human interventions unnecessary. 

– The IoT enables rapid, real-time sensing of unpredictable 

conditions and instantaneous responses guided by 

automated systems. 

ARTUR ROT, MAŁGORZATA SOBIŃSKA: THE POTENTIAL OF THE INTERNET OF THINGS IN KNOWLEDGE MANAGEMENT SYSTEM 67



VII. CONCLUSION

New, breakthrough technologies, in particular the Internet

of  Things,  change  the  way  knowledge  is  managed  in

organizations,  forcing  the  implementation  of  innovative

knowledge management  systems and an open approach  to

supporting  knowledge  flows.  Bearing  in  mind  their

importance already today, IoT and Big Data most definitely

are key factors affecting societal development in the future.

Private and public organizations have begun to gain critical

insights  from  the  Big  Data  and  ubiquitous  technology

through various management systems. Basically, the issue at

stake here is the fact that it is not just the question how to

manage  and  control  the  technological  possibilities.  The

development  also  concern  leadership  functions.  Namely,

taking  seriously  Internet  of  Things  and  ubiquitous

technology may lead towards the revolution of digitalization

which  effects  on  knowledge  management  processes  in

organizations.

The  authors  intend  to  conduct  further,  more  detailed

research on the impact of IoT on knowledge management

processes  in  organizations,  such  as:  locating  knowledge,

acquiring knowledge, developing knowledge, sharing, using

and protecting knowledge.
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

Abstract—In  this  positional  paper  we  propose  a  model-

driven  approach  which  addresses  challenges  related  to

modeling,  development  and  deployment  of  software

applications that  follow the microservice  architecture  (MSA)

design principles.  We argue  in  favor  of  a  model-driven  tool

which  can  be  used  to  resolve  challenges  from  the  MSA

establishment domain by providing a domain-specific language

for  MSA  modeling  and  code  generators  for  producing:  (i)

program and configuration code for MSA implementation; and

(ii)  program  procedures  for  MSA  building,  packaging  and

installation. We give a brief description of two approaches to

software  application  development  which emerged  in  the  last

decade:  the  monolithic  architecture  approach  and  the  MSA

approach.  We  focus  on  challenges  related  to  MSA

establishment and argue that our model-driven approach could

be  suitable  for  their  resolution.  We  also  propose  a  plan  of

research activities aimed at improving our approach and which

will lead to the final implementation of a model-driven tool to

support such an approach

I. INTRODUCTION

N THE  past  decade  two  approaches  to  software

application  development  became  dominant  among  the

majority of engineers: (i) software application that follows

the  Monolithic  Software  Architecture  (MTA)  design

principles;  and  (ii)  software  application  that  follows  the

Microservice  Software  Architecture  (MSA)  design

principles [1].

I

 MTA is composed of software modules (SM) that mainly

cannot exist and run independently from the core application

they belong to [2]. Therefore, the whole business logic layer

of  the application typically runs within a single operating

system  process  and  all  SMs  execute  within  that  process.

Since all SMs are tightly coupled, development of individual

SMs is hard to strictly divide between engineering teams.

Accordingly, MTA software solutions are harder to develop,

test and maintain [3]. Also, there is no possibility to choose

different  software  technologies  for  individual  SM

 The research presented in this paper was supported by the Ministry of

Education,  Science  and  Technological  Development  of  the  Republic  of

Serbia, Grant III-44010

development,  so  engineers  are  forced  to  make  a  final

selection  of  technologies  at  the  beginning  of  the

development  process.  Sometimes,  such  decisions,  which

were made in the past, may turn out wrong after the years of

development, leading to a great waste of time and even to

the project failure. The configuration of MTA must be done

at the level of the whole application rather than at the level

of an individual SM. Therefore, there is a great possibility

that an individual SM requires a usage of certain software

libraries which are incompatible with the libraries in other

SMs.  Nevertheless,  there  are  specialized  modularization

techniques  and  frameworks,  for  some  programming

languages, that can be used to overcome MTA configuration

challenges.  For example,  Open Service Gateway Initiative

(OSGi)  [4]  is  the Java  programming language  framework

which  can  be  used  for  developing  modular  SMs  within

MTA. Horizontal  scaling of an MTA must be done at the

application  level  also,  without  the  opportunity  to  scale

individual SMs. Nevertheless, these types of applications are

usually  scaled  vertically  by  increasing  the  infrastructure

resources such as processing power and memory [5]. Thus,

resources of an execution platform infrastructure cannot be

adjusted in accordance with the requirements of individual

SMs. Accordingly, engineers are forced to build “one size

fits  all”  execution  platforms,  which  result  in  irrational

resource  consumption  and  maintenance  cost  increase  [6].

Deployment  of  MTA  implies  procedures  for  building,

packaging and installation of the complete MTA, without a

possibility to deploy individual SMs [7].

On  the  other  hand,  MSA was  introduced  as  a  suite  of

loosely  coupled  SMs,  called  microservices  [8].  Each

microservice  exists  and  runs  within  a  separate  operating

system process, independently from the other microservices.

A microservice has well defined set of responsibilities and

functionalities exposed through its application programming

interface (API) [9]. Accordingly, engineers are able to group

up into development teams in charge of developing different

microservices, choosing technologies vendors and technical
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characteristics which are the most suitable for their needs. 

MSA testing comes down to testing of individual 

microservices, which eases locating bugs and bug fixing. The 

configuration of an MSA can be done separately for each 

microservice, eliminating possibilities for software library 

incompatibility. Horizontal scaling becomes a natural 

procedure to increase the MSA availability and it is done by 

running additional instances of a required microservices 

[10]. Since microservices are independent SMs, the 

adaptation of infrastructure resources to the needs of the 

individual microservices becomes easier and resource 

consumption becomes more rational [11]. MSA deployment 

procedure implies building, packaging and installation of the 

individual microservices, rather than the whole ecosystem. 

Thus, multiple versions of the same microservice can be run 

in order to compare them in production. 

The MSA-specific infrastructure and the large number of 

microservices introduce several challenges to:  

 MSA modeling, as there is a need for the MSA modeling 

framework which should provide a formal modeling 

technique and modeling tool which will ensure a higher 

abstraction viewpoint to engineers while specifying 

microservice business logic, microservice API, 

microservice configuration and inter-microservice 

communication patterns. The usage of such a modeling 

framework should decrease the ecosystem complexity in 

early phases of MSA specification, while enabling the 

usage of the MSA model specifications in the later 

development and deployment stages;  

 MSA development, as there is a need for the 

implementation of mechanisms and infrastructure for: 

user request acceptance and routing, microservice auto-

discovery and registry, microservice frontend and 

backend load-balancing, microservice fault-tolerance and 

health check; and  

 MSA deployment, in regard to provisioning automated 

procedures for the MSA ecosystem building, packaging, 

monitoring, horizontal scaling and installation to the 

dedicated or cloud execution platforms. 

Since the MSA approach has become dominant in the past 

several years [12], [13], there are plenty of development 

frameworks introduced by the large software companies and 

the open-source software community [14]. These 

frameworks address the majority of the aforementioned 

development and deployment challenges by introducing 

well-defined software libraries which wrap-up the core 

functionality of a framework. On the other hand, the usage of 

the aforementioned frameworks requires redundant program 

and configuration code to be written for different layers of 

the MSA ecosystem. Since the MSA ecosystem usually 

comprises a lot of microservices, this can lead to mistakes as 

engineers unintentionally introduce errors to repetitive code 

constructs. Also, workflow procedures used for ecosystem 

deployment need to be written repeatedly for individual 

microservices within the MSA ecosystem. Such a procedure 

development is often harder for average engineers and needs 

to be done by engineers which are specialized for the MSA 

deployment tasks. 

Therefore, the first goal of this research is to provide a 

formal procedure for MSA specification in order to address 

the MSA modeling challenges. The second goal is to address 

the development and deployment challenges by using the 

MSA model specification for generation of program, 

configuration and infrastructure program code constructs. In 

this way, first, we want to ease the usage of MSA 

development frameworks and to generate all the repetitive 

code constructs in order to eliminate potential errors. 

Second, we want to generate all required procedures for the 

MSA ecosystem deployment in order to ease this process, 

make it less dependent from the specialized engineering 

teams and therefore less time consuming. 

In order to achieve the aforementioned goals, it could be 

beneficial for engineers to have a domain-specific language 

(DSL) which will provide a formal technique for MSA 

modeling, as well as a set of code generators which will 

generate all the aforementioned artifacts based on a MSA 

specification written in the DSL. In order to enable usage of 

a DSL and code generators, we plan to develop a model-

driven software tool which will support this approach. 

Apart from introduction and conclusion, this paper is 

divided into 3 sections. In Section 2, we discuss in detail all 

of the challenges caused by the large number of 

microservices within MSA and MSA-specific infrastructure. 

We also propose a model-driven approach as a possible 

solution to these challenges. In Section 3, we present our 

previous research efforts to the MSA establishment, 

alongside the plan of research activities that should lead to 

its improvement and implementation of a model-driven tool 

which will support the realization of such an approach. In 

Section 4, we give an overview of related works. 

II. MSA ECOSYSTEM ESTABLISHMENT CHALLENGES 

In this section, we present challenges that engineers 

typically face during modeling, development and deployment 

of the MSA ecosystem. We also propose a model-driven 

approach as a possible solution to these challenges. 

Since MSA was introduced in 2011 [15], this software 

development style has become the fundamental for many 

engineers [16] as it overcomes the most of the challenges 

encountered in the monolithic software application 

development. Large companies have adopted MSA and 

developed many open-source frameworks which are 

constantly maintained and improved by the large MSA 

developer community. For example, An American media 

streaming service Netflix has developed a set of open-source 

frameworks called Netflix OSS [17]. Netflix OSS was used 

by Netflix to divide their monolithic software system into a 

MSA. Today, Netflix software system consists of over 900 

microservices [18]. Currently, the MSA development 

frameworks are introduced in almost all mainstream 
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programming languages [14], with a strong development and 

maintenance support by the community. 

On the other hand, MSA have introduced the new 

challenges to software development process, particularly 

caused by the large number of microservices within the MSA 

ecosystem and MSA-specific infrastructure features which 

are required for the ecosystem establishment. 

A. MSA Modeling Challenges 

The first challenge is related to the MSA modeling 

process. Usually, at the beginning of the MSA development, 

it is hard for engineers to have the complete overview over 

the individual layers of the MSA ecosystem. The situation is 

even more complex if existing monolithic software is 

required to be migrated to MSA. Therefore, engineers are 

trying to decrease the MSA ecosystem complexity by 

specifying different types of MSA models. These models 

usually comprise microservice business entity models, 

microservice API models, inter-microservice communication 

pattern models and deployment strategy specification. Thus, 

MSA models are often specified by using an informal 

modelling techniques and, at the end, used just for 

documentation purposes. On the other hand, Model-Driven 

Software Engineering (MDSE) practitioners argue in favor 

of models as a formal way to describe the entities from the 

specific domain and use of such specifications as primary 

artifacts in the development process [19]. Domain entities, 

their attributes and relationships are described in a form of a 

meta-model which represents the abstract syntax of a DSL 

[20]. In order to use such a DSL for the specification of 

meta-model concept instances, called models, a concrete 

DSL syntax must be developed [20]. Therefore, in order to 

address MSA modeling challenges, the application of MDSE 

should introduce a DSL as a formal way for the MSA 

ecosystems modeling. The MSA DSL should provide an 

abstraction level which is high enough to decrease MSA 

modeling complexity, but which provides enough 

information that can be used for automation of the MSA 

development and deployment process. In order to use the 

MSA DSL in practice, a model-driven tool should be 

developed. Such a tool should provide a SM which will 

support the usage of the MSA DSL concrete syntax, used for 

the MSA model specification (MDM), and an appropriate 

file format for the MDM storage and representation. 

B. MSA Development Challenges 

The second challenge is related to the MSA development 

process. After the end of the MSA modelling process, 

usually begins the MSA development process which consists 

of: (i) development of the user-defined microservice (UMS) 

layer, i.e. microservices which implement the MSA 

ecosystem business logic; (ii) development of the 

infrastructure microservice (IMS) layer, i.e. microservices 

which ensure accessibility, availability, durability and 

monitoring of individual microservices within the UMS 

layer; and (iii) development of the inter-microservice 

communication patterns (MSC), i.e. selection and 

implementation of microservice communication patterns and 

the message distribution infrastructure. 

The first step in the UMS layer development comprises 

configuration of individual microservices, including: (i) 

specification of the UMS API settings, such as microservice 

name, host name, port number and data persistence layer; 

and (ii) specification of a software library list, necessary for 

using the chosen software framework. Therefore, UMS 

which use the same technology stack, have common 

configuration properties with specific values for each UMS. 

As engineers try to reduce the development time, by copying 

repeatable configuration code to the different UMS 

specifications, they are unintentionally introducing errors by 

skipping values for common configuration parameters. For 

example, UMS name misconfiguration can cause 

microservice auto-discovery and registry inconsistent 

behavior within the IMS layer which is usually hard to 

understand and debug. Also, data persistence layer 

misconfiguration can cause the inconsistency and data 

collisions for UMS using the common database management 

systems. In this case, engineers usually forget to change 

database connection profile settings for database-specific 

object names. In such a situation, different UMS can try to 

use the same database objects, such as database tables, for 

storing different business model objects, or different UMS 

try to create their own database objects with the same name. 

Further, since there is a certain set of programming libraries 

which are required for the usage of a chosen MSA 

development framework, engineers easy forget some of them 

or misconfigure their versions. This type of the UMS 

misconfiguration leads to unintuitive error messages in 

runtime and results in a great waste of time. Accordingly, it 

can be beneficial for engineers if configuration and 

technology stack settings can be specified during the MSA 

modeling process, within a single MDM specification. In this 

way, first, engineers are able to write an in-place UMS 

configuration specifications without writing any boilerplate 

or redundant code. Second, engineers do not need to specify 

individual software libraries within the MDM. It is enough to 

specify which development framework they want to use and 

that is enough information which software libraries need to 

be included in the UMS configuration. Thus, such a MDM 

specification further can be used as an entry artifact for the 

generation of configuration code required for the individual 

UMS. 

The second step in the UMS development is the 

specification of the UMS business layer (BL) which 

comprises the UMS business entity models and 

implementation of the UMS business logic. The UMS 

business logic functionalities are exposed to the end user or 

the other UMS in a form of the UMS API. The UMS API is 

typically developed applying the REST API design 

principles [21] and using the HTTP application protocol 

[22]. The UMS REST API method specifications have a 
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similar structure, depending on the REST method type [21], 

but with parameters specific to the individual UMS. The 

“copy-paste” problem is even more conspicuous in this case, 

because developers usually forget to change microservice-

specific API settings, such as the REST method name, type 

or HTTP request content type for example. Therefore, it can 

be beneficial if engineers could use a DSL in order to specify 

the BL API within the same MDM, avoiding the need for the 

repetitive code constructs and potential mistakes. Such a 

specification can be then used in order to generate the BL 

API program code templates for the chosen technology 

stack. The generated code templates then can be manually 

filled out with program code which implements the concrete 

business logic for the specific UMS API. 

In order to resolve the aforementioned UMS development 

challenges in practice, a model-driven tool should provide a 

separate SMs, which can be used for the UMS configuration 

and business logic code generation, using a MDM as its 

input. 

The IMS layer is the heart of the MSA ecosystem as it 

provides the following infrastructure features: 

1. user request acceptance and routing, i.e. exposing a 

unified access interface and a single entry point to the 

whole MSA ecosystem,  

2.  microservice auto-discovery and registering, i.e. 

providing a single point for microservice instances 

monitoring and microservice name, host and port 

registry,  

3. frontend load-balancing, i.e. providing an improvement 

of workload distribution during the inter-microservice 

communication,  

4. backend load-balancing; i.e. providing an improvement 

of workload distribution for incoming user requests 

across the MSA ecosystem,  

5. microservice fault tolerance and circuit-breaking, i.e. 

providing a mechanism for microservice failure 

resistance,  

6. the MSA ecosystem monitoring, i.e. providing 

procedures for acquisition and presentation of the MSA 

ecosystem metrics of interest, and  

7. the MSA ecosystem scaling, i.e. increasing the 

availability of the ecosystem by provisioning the 

additional microservice instances in the UMS layer. 

 According to the aforementioned features, we can argue 

that implementation of the IMS layer is crucial to the MSA 

ecosystem establishment in practice. Depending on a chosen 

technology stack, there are different requirements which are 

not so trivial to fulfill and require repetitive procedures to be 

performed for each of the microservices from the UMS 

layer. Thus, configuration of the IMS layer depends on the 

configuration parameters of the individual microservices 

from the UMS layer, such as microservice names, host 

addresses and port numbers. Since the record about the 

aforementioned setting can be obtained from the MDM 

specification, automation of the IMS configuration and 

development can be achieved. Such and automation can 

reduce engineering efforts and radically decrease 

development time since the infrastructure microservice 

development requires knowledge of framework specifics, 

which depends on a chosen technology stack. For example, 

in order to enable microservice auto-discovery for the newly 

specified UMS, engineer can set one additional parameter 

within the existing MDM specification. This parameter can 

be a Boolean flag which determines if certain UMS should 

be added to the IMS auto-discovery settings. On the other 

hand, in order to achieve the same goal using the Netflix 

OSS framework, for example, engineer needs to write 

program and configuration code separately for all, the newly 

created UMS and the auto-discovery microservice from the 

IMS layer. Therefore, it could be beneficial if another code 

generator module could be built within a model-driven tool. 

This module should be dedicated to generation of 

configuration and program code for the IMS layer, so no 

significant manual and repeatable configuration or 

development is needed. 

 The development of the MSC layer implies specification 

and development of the communication patterns which 

enable inter-microservice communication and message 

exchange. Synchronous inter-microservice communication 

happens when microservice which initiates communication 

(client) consumes the functionality of the other microservice 

(server) using its API [23]. The client microservice API is 

blocked while it waits for the server microservice API to 

answer. On the other hand, asynchronous communication is 

done through messages sent to mediator (message provider) 

rather than directly to the server microservice [23]. The 

Client microservice API is not blocked while waiting for the 

server microservice API answer. In situations when a large 

number of microservices exist within the ecosystem, it is 

hard for engineers to have a clear overview on the individual 

microservice communication links, their type, message 

format and message content. This is especially pronounced 

in early phases of the MSA ecosystem establishment, when 

engineers have not developed individual microservice APIs 

yet, but they have to specify how microservices will 

communicate and which type of communication technique 

they will use in order to determine microservice roles and 

responsibilities. Therefore, the usage of a DSL can be 

beneficial in this situation since it can provide higher 

abstraction level for the specification of the inter-

mircoservice communication templates, avoiding the need 

for the complete MSA API existence. Thus, such a 

specification can provide enough information that can be 

used to generate program code templates which implement 

the basic nutshell for communication infrastructure, business 

rules, and message format. The separate code generator 

module should be developed within a model-driven tool in 

order to generate required code templates using the MDM as 

its entry artifact. Later, as a MSA development moves on, 

these code templates should be filled-out with program code 

which implements required communication business roles 

and the message content. 
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C. MSA Deployment Challenges 

The third challenge to MSA establishment is related to the 

MSA deployment process which comprise: (i) the MSA 

ecosystem building; (ii) the MSA ecosystem packaging; and 

(iii) the MSA ecosystem installation to the target execution 

platform. 

The MSA building procedure differs depending on the 

chosen technology stack. Building procedure utilize a set of 

commands which need to be executed over the microservice 

program code, using program code build engine. For 

example, if Java and Netflix OSS are chosen, then Maven 

[24] or Gradle [25] build engines could be used for 

ecosystem building. Anyhow, the procedure is the same and 

repeatable for each microservice utilizing the same 

technology stack, no matter if it belongs to the UMS or the 

IMS layer. 

The MSA packaging procedure depends on the chosen 

technology stack, as well as on the target execution platform 

type and configuration. For example, if Java and Netflix OSS 

are chosen, microservices could be packaged to JAR (Java 

Archive) [26] files, or could be packaged in a form of the 

Docker image in order to be run as isolated Docker 

containers [27]. However, the packaging procedure is also 

repeatable for microservices which share common packaging 

settings. 

The MSA ecosystem installation to target execution 

platform comprise the specification of a blueprint which 

describes the structure of the MSA ecosystem and its desired 

state. For example, if an Amazon Web Service (AWS) and 

Docker packaging are chosen, the “Dockerrun.aws.json” file 
needs to be specified [28]. This file typically comprises 

specification of an individual microservice names, hosts, 

ports, storage volume settings, allocation of infrastructure 

resources and path to repository which keeps microservice 

Docker images.  

Based on what was previously stated, it is obvious that an 

engineer needs to be familiar with many different fields of 

software engineering in order to complete the MSA 

deployment tasks. In practice, separate teams of engineers 

are dedicated to these tasks. However, it could be beneficial 

if the MSA deployment could be automated to certain extent. 

This can reduce the time needed for such a procedure 

development, and enable engineers from other teams to be 

less dependent on the deployment team. This is particularly 

important in situations when the MSA ecosystem, or some 

parts of it, needs to be deployed on different type of 

execution platforms [29]. In this case, it is crucial for the 

deployment procedure to be flexible and adaptive in order to 

provide rapid MSA migration and reduce the time needed for 

its customization. 

In practice, MSA building, packaging and deployment 

procedures usually comprise well defined set of steps which 

mutually stem from one another. For example, if the MSA 

ecosystem is developed using the Java programming 

language and the Netflix OSS framework, then Maven can 

be used for a MSA building, Docker containers can be used 

for a MSA packaging and AWS can be used as target 

execution platform. In order to develop deployment 

procedure which supports the aforementioned technology 

stack and target execution platform, engineers need general 

microservice settings such as microservice name, host name, 

port number, desired number of microservice replicas, 

amount of memory that needs to be reserved for the 

microservice and so on. All these settings then need to be 

packed within the Dockerrun.aws.json file, so MSA is able 

to be installed to the AWS instance and to work correctly. 

Thus, engineers need to be familiar with specific format and 

individual settings of target execution platform blueprint. 

Therefore, there is an opportunity to build deployment 

templates, for different execution platforms, which consists 

of common configuration parameters with specific values for 

individual microservices. Further, using a DSL engineers do 

not need to be familiar with all the configuration parameters 

from specific deployment templates. Engineers just need to 

specify build engine, packaging strategy and target execution 

platform names as individual parameter within the same 

MDM specification. Accordingly, code generators can use 

the aforementioned general microservice settings from the 

MDM in order to fill-out the appropriate deployment script 

and blueprint setting parameters. Thus, changes in 

technology stack or target execution platform type require 

minor interventions in the MDM specification, re-generation 

and re-execution of deployment procedures in order to apply 

these changes in production. 

In order to support the aforementioned MSA deployment 

requirements in practice, a separate code generator module 

within a model-driven tool can be developed. This module 

should use the MDM specification as its input and generate 

all required deployment procedures on the output. 

III. MODEL-DRIVEN TOOL PROTOTYPE AND RESEARCH 

ACTIVITY PLAN 

During our previous research [30] we have developed 

MicroBuilder, a model-driven tool for the specification of 

software applications that follow Representational State 

Transfer (REST) microservice software architecture design 

principles. MicroBuilder comprises two modules: (i) 

MicroDSL, a module that provides a DSL used for the 

specification of the REST microservice software 

architecture, and (ii) MicroGenerator, a module which 

comprises a set of code generators which implement series of 

model-to-text transformations (M2T). The M2T 

transformations are used to generate executable program and 

configuration code based on the model specification made 

using MicroDSL. We have supported generation of the Java 

program code for the implementation of the UMS layer and 

REST-based synchronous inter-microservice 

communication. We also generate the UMS configuration 

code with no manual configuration needed. Talking about 

UMS business logic code generation, we generate the Java 
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Fig. 1 A Model-Driven Tool Prototype Architecture 

program code for: (i) implementation of the UMS business 

models; and (ii) create, update and delete (CRUD) 

operations for data manipulation over a business models. For 

generation of custom business logic, we generate API 

templates which should be manually filled with program 

code by engineers. We have also supported the generation of 

the Java program code which applies the Netflix OSS 

framework in implementation of the IMS layer. For the MSA 

ecosystem monitoring, we have used Netflix Turbine [31], 

for acquisition of the MSA ecosystem metrics, and Spring 

Cloud Dashboard [32] for metric visualization. 

We have also presented a detailed case study where we 

have used the MicroBuilder tool in order to establish the web 

shop MSA. The structure of generated Java code is also 

discussed in order to explain all benefits of the MicroDSL 

language usage. We have compared the number of lines of 

code needed to specify the web shop MSA using MicroDSL 

to the number of manually written lines of code needed to 

specify the same MSA. 

In order to understand MicroBuilder strengths and 

shortcomings, we have performed the evaluation of the 

MicroBuilder tool. We have applied two types of evaluation 

approach: (i) evaluation by example in which have used the 

MicroBuilder tool in order to specify various real-world 

examples of the microservice software architectures in order 

to iteratively improve the MicroDSL language and code 

generators; and (ii) evaluation by questionnaire in which we 

were using a series of questions in order to perform an 

objective assessment of the MicroBuilder tool. Based on the 

obtained results we have concluded that MicroDSL satisfies 

the following DSL quality characteristics: functional 

stability, usability, reliability, expressiveness, and 

productivity. 

To develop the MicroBuilder tool, we have used Eclipse 

Modelling Framework (EMF) [33]. The MicroDSL abstract 

syntax concepts conform to Ecore meta-meta-model [34]. 

The MicroDSL textual concrete syntax was developed using 

the Xtext framework [35], while graphical concrete syntax 

was developed using the Sirius framework [36]. Individual 

code generators within the MicroGenerator module were 

developed using the Xtend framework [37]. 

Since challenges related to the MSA deployment and 

asynchronous inter-microservice communication were not 

considered during the aforementioned research, in the 

research proposed in this paper we plan to: (i) extend the 

MicroDSL meta-model in order to enable specification of 

missing MSA concepts and settings; (ii) implement the new 

code generators which will generate required programcode; 

and (iii) improve the existing code generators in order to 

support the additional MSA development languages and 

frameworkds 

In order to support the asynchronous inter-microservice 

communication, we plan to extend the MicroDSL meta-

model by adding concepts and attributes which will be used 

for the specification of MSA events and event messages. 

Events will comprise a list of event messages used for 

relevant data exchange between the microservices. 

In order to support automated deployment procedures, we 

plan to add concepts describing basic building, packaging 

and installation strategies within the MSA core concept. We 

also plan to add the container concept, as additional 

microservice resource type, in order to support the MSA 

container configuration and packaging. 

In Figure 1 we present the architecture of the model-

driven tool prototype which comprises two main modules: 

the MsaDSL module and the MsaCodeGen module. The 

MsaDSL module will provide a DSL which will be the 

improved version of the MicroDSL language. The new 

version of a DSL should provide additional concepts for 

specification of: (i) asynchronous inter-microservice 

communication patterns; and (ii) building, packaging and 

installation settings.  

The MicroGenerator module [30] will be transformed to 

the MsaCodeGen module and divided into to several 

submodules: 

1. the MsaUMS submodule, used for the generation of 

program and configuration code which implements the 

UMS layer. MsaUMS supports the generation of the Java 

executable program code, 

2.  the MsaIMS submodule, used for the generation of 

program and configuration code which implements the 

IMS layer. MsaIMS supports the generation of the Java 

executable code which utilizes the Netflix OSS 

framework,  

3. the MsaIMC submodule, used for the generation of 

program code which implements the synchronous and 

asynchronous inter-microservice communication patterns. 

For synchronous communication patterns, the Java 

program code which uses the Hypertext Transfer 

Protocol (HTTP) communication protocol is generated. 

For asynchronous communication MsaIMC will support 

generation of the Java program code which implements 

the Apache Kafka message provider [38], and  

4. the MsaDPY submodule which will provide a set of code 

generators for generation of program code which 

implements the MSA deployment procedures. We plan to 

support generation of provisioning scripts for the IBM 

Cloud Container services [39] and the AWS EC2 

Multicontainer Docker Environments [40]. We also plan 

to use the Netflix Spinnaker [41] platform to support the 

MSA ecosystem continuous integration and continuous 
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delivery. 

IV. RELATED WORK 

While surveying the state-of-the-art literature in this area, 

we have found several research papers that deal with the 

specification of different MSA layers, using the MDSE 

approach. In the rest of the section we discuss the individual 

approaches and compare them with our approach. 

In [42], the authors present an automated approach for the 

selection and configuration of cloud providers for multi-

cloud microservices-based applications. They have 

developed a DSL which can be used for the specification of 

the application's multi-cloud requirements. Authors also 

provide a systematic method for obtaining proper 

configurations that comply with the application's 

requirements and the cloud providers' constraints. 

Comparing to our approach, authors were focused just on 

one aspect of the MSA ecosystem deployment, which refers 

to specification of installation settings for different cloud 

providers. On the other hand, their approach provides an 

opportunity for more fine-grained specifications, since they 

have developed a DSL that is used just for this particular 

use-case. 

In [43], the authors try to answer the question if and to 

what extent MSA might build upon existing findings of 

Service-Oriented Architecture (SOA) research. They try to 

find the answer to the aforementioned question in the area of 

Model-driven Development (MDD), whose application to 

SOA has been intensively studied. The presented meta-

model is divided into the three viewpoints Data, Service and 

Operation, each of which encapsulates concepts related to a 

certain aspect of MSA. The meta-model aims to support 

DevOps-based MSA development and automatic 

transformation of meta-model instances into MSA 

implementations. Comparing to our approach, the authors 

were focused on the MSA meta-model development by 

utilizing the deduction procedure based on the several SOA 

modeling approaches with the goal to identify the modeling 

concepts which can be used for MSA specification. 

Therefore, the main goal of the aforementioned research is 

more related on the MSA meta-model specification 

procedure, rather than to the MSA ecosystem establishment 

in practice. Nevertheless, the presented meta-model and 

approach seems to be still a work-in-progress towards a tool 

which can be used in practice. 

In [44], the authors present the Aji Modeling Language 

(AjiL) which can be used for the MSA ecosystem 

specification. The AjiL abstract syntax was derived from 

several public MSA examples and is depicted as a Unified 

Modeling Language (UML) class diagram. The AjiL 

graphical concrete syntax was developed using the Sirius 

framework. Comparing to our approach the aforementioned 

authors have developed a DSL which can be used for the 

basic specification of MSA. There is still no support for 

specification of inter-microservice communication patterns 

and deployment settings. Nevertheless, we have utilized the 

similar set of techniques and technologies for the 

specification and development of a DSL concrete syntax. 

V. CONCLUSION 

In this paper we argue in favor of MDSE utilization in 

resolution of challenges related to the MSA ecosystem 

establishment in practice. We propose a DSL as a formal 

technique for the MSA ecosystem modeling in order to: (i) 

decrease the system complexity in early phases of the MSA 

ecosystem development; and (ii) use such a formal 

specification as entry artifact to process of the MSA program 

code generation. 

Our goal is to improve our model-driven approach 

established during previous research efforts [30] in order to 

address all remaining challenges related to MSA modeling, 

development and deployment.  

In order to achieve this goal, we plan to improve 

MicroBuilder, a model-driven tool which we have developed 

during our previous research [30]. MicroBuilder has 

addressed the majority of challenges related to MSA 

modeling and development, including the automation of the 

UMS and the IMS layer development and the REST-based 

synchronous inter-microservice communication 

specification. In order to address the challenges related to the 

MSA deployment and asynchronous inter-microservice 

communication, first, we plan to extend the MicroDSL meta-

model with additional concepts, attributes and constraints. 

We also need to update textual and graphical concrete syntax 

specifications in order to support the new concepts. Second, 

we plan to improve existing code generators and build new 

ones in order to support the generation of missing program 

code constructs. In this way, we want to fulfill all the 

prerequisites, so the new version of the MicroBuilder tool 

can be used for MSA establishment in practice. 

Since we have supported the generation of the Java 

program code which uses the Netflix OSS framework, in our 

future research we plan to extend technology stack by 

implementing addition code generators for other 

programming languages and frameworks. Since there is an 

effort [45] in development and improvement of the Netflix 

OSS framework for the Node.js language [46], we plan to 

develop code generators which will support the Node.js code 

generation. Also, we plan to support the usage of Zookeeper 

[47] as an alternative for the Netflix Eureka [48]. 

After the completion of the model-driven tool, which we 

propose in this research, we expect it to be used by software 

engineers in real-world projects. The tool can be used in 

order to develop the MSA ecosystem from scratch and 

deploy it to different production environments. On the other 

hand, the tool can be also used in situations when existing 

MTA should be migrated to MSA. Anyhow, the usage of the 

proposed model-driven tool should ease the process of the 

MSA establishment in production and significantly reduce 

development time and engineering effort. 
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Abstract— This analytical position paper aims to open a 

discussion on the future of the naturalized technology of 

reading. Our analysis contributes to the discussion that we 

think scholars in human-computer interaction should adopt 

from other disciplines. We begin with a seven-level technology 

pyramid which ends with naturalized technology. We look for 

the place of paper and digital books in this pyramid, currently 

somewhere between invisible and vital technologies. We discuss 

scenarios for the book, using current theories of reading from 

both philosophical and neuropsychological viewpoints. Finally, 

we show inspiring quantitative and qualitative data gathered 

during "total research" into the literary culture. They illustrate 

the ongoing change in the reading ecosystem. 

I. INTRODUCTION 

THE main question we posit in the paper is whether the 

digital transformation can upgrade the status of books from 

vital to invisible in the technology pyramid. Secondly, we 

ask which features of the current paper and digital book 

technology we would want to bring into the future 

naturalized technology of reading. Asking these questions is 

more than justified in the context of the current media 

ecosystem change. In 1992, the New York Times Book 

Review published Robert Coover's article titled "The End of 

Books" [1]. In the early 1990s, it was difficult to assess the 

direction of changes that the Internet would evoke. The 

digitization process was just beginning. Coover's essay 

undoubtedly contributed to the mainstream discourse by 

offering both an observation and a prophecy that literature 

can be and will be read on electronic screens. The 

technology of reading became part of the interdisciplinary 

research agenda. The pace of change, which results from 

rapid technological progress, causes various reactions among 

the research community, but voices of those concerned about 

the fate of the printed word are heard particularly loudly.  

Press titles that have been in existence for decades, as well 

as new entrants to the market, are desperately struggling for 

survival. As sales of newspapers and magazines plunge, 
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publishers are forced to look for new business models. 

Despite these efforts, some media scholars expect a sudden 

death of the press. Not only textual media undergo a 

transformation: audiovisual ones are affected as well. 

Television channels are losing their audience while niche 

thematic channels multiply to meet the needs of fragmented 

audiences. TV channels become increasingly specialized, 

often focusing on one topic (i.e., cooking, interior design, 

healthcare).  

A parallel trend accompanies this fragmentation: Internet 

increasingly incorporates other media. One can watch 

television, listen to the radio, and make video calls via a web 

connection. The Internet has become an inseparable part of 

everyday life and, according to Lee Rainie and Barry 

Wellmann, social media have become an operating system of 

the contemporary society [2]. The popularization of 

smartphones and tablets makes this system constantly present 

and constantly indispensable, and a large number of young 

adults can no longer imagine their lives without the Web and 

phones. Studies show that college students generally 

perceive their cell phones and digital resources as an integral 

part of who they are, a significant "extension" of themselves 

[3].  

On the other hand, some researchers say that nothing has 

contributed to the massification of reading activities like the 

Internet. While this medium is increasingly audiovisual, for 

the past three decades it has been largely read (since Web 

1.0) and even written (since Web 2.0). In as early as 2008, 

researchers at the University of San Diego, California, 

estimated that the average American "consumed" over one 

hundred thousand words per day [4]. They also estimated 

that compared to 1960, the percentage of words consumed 

from paper fell from 26% to 9%, but it was outweighed by 

reading from the computer screen: at that time, 27% of the 

daily balance of words came from a computer, according to 

that research. Therefore, the Web and its networks supported 

reading. Never in history had people read so much. Thus 

reading is undoubtedly vital, although the digital revolution 

we are witnessing is changing the media landscape. The 

Reading is Vital, but will it be Invisible? Screens vs. Paper on Our 

Way to the Naturalized Technology of Reading 

Jarosław Kowalski 
Laboratory of Interactive 

Technologies, National 

Information Processing Institute,  

al. Niepodległości 188b, 00-608, 

Warsaw, Poland 

Email: jkowalski@opi.org.pl 

Piotr Toczyski 
Faculty of Applied Social Sciences, 

Maria Grzegorzewska University 

Szczęśliwicka 40,  
02-353 Warsaw, Poland 

Email: ptoczyski@aps.edu.pl  

Cezary Biele,  

Aldona Zdrodowska 
Laboratory of Interactive 

Technologies, National 

Information Processing Institute, 

al. Niepodległości 188b, 00-608, 

Warsaw, Poland 

Email: {cbiele, 

azdrodowska}@opi.org.pl} 

Position Papers of the Federated Conference on
Computer Science and Information Systems pp. 83–89

DOI: 10.15439/2018F372
ISSN 2300-5963 ACSIS, Vol. 16

c©2018, PTI 83



 

 

 

digital media ecosystem is much more demanding for 

publishers. It raises the following question: can digital 

transformation upgrade the status of books from vital to 

invisible in the technology pyramid?  

II.  

OUR QUESTIONS: ARE BOOKS ONLY A VITAL OR AN ALMOST 

INVISIBLE TECHNOLOGY? HOW CAN BOOKS CONTRIBUTE TO 

THE EMERGING NATURALIZED TECHNOLOGY OF READING?  

Before we focus on the voices and scenarios for the future 

of reading, let us ask a question about technology levels. 

Where exactly do books lie in the technology pyramid?  

According to Koert van Mensvoort, the author of the 

pyramid of technology concept [5], every form of technology 

falls into one of seven hierarchically arranged categories. 

The higher the level, the more integrated with the human 

species the technology is. Some technologies evolve, 

"climbing" to the next levels. Others stop evolving at some 

level or even slide down to previous phases in their 

evolution. First, let us look at these seven levels.  

Level 1: Envisioned. The first level is about imagination 

and fantasy. Technology is not here; it functions rather as an 

emanation of human needs and imagined ideas. Before 

becoming materialized, inventions, discoveries, and 

innovations appeared in stories and dreams (e.g., many 

elements of the twentieth-century technique were described 

in his novels by Jules Verne; other examples include 

Leonardo da Vinci and many others).  

Level 2: Operational. The next stage is operationalization, 

i.e. developing prototypes in laboratory conditions, testing, 

improving and discussing their form.  

Level 3: Applied. The third level is the implementation 

stage: when innovation functions in the natural environment, 

it is used, initially experimentally, among the innovators.  

Level 4: Accepted. This is followed by social acceptance; 

the invention spreads. To achieve this, time and 

infrastructure are needed. Technology must adapt to the 

needs of users and be "tame".  

Level 5: Vital. The further life of technology is a gradual 

transition to, and integration with, social life. At this (fifth) 

stage, the elimination of the technology would have a 

dramatic and negative impact on the lifestyle of people and 

societies because it has become an indispensable element of 

their existence. One example is the city: it is difficult to 

imagine modern civilization or banking without cities. It 

seems that innovations such as telephones, the Internet or 

smartphones are currently at this level.  

Level 6: Invisible. The next, sixth level is the level of 

"invisibility", where technology becomes indistinguishable 

from nature, as, for example, in the case of clothing, 

agriculture or writing.  

Level 7: Naturalized. Naturalization is the peak of 

development, with technologies blending with the nature of 

homo sapiens, and becoming part of it. Some examples here 

include thermal processing of food or spoken language.  

Now, where are printed books and the press in this 

hierarchy at present? It seems that printed books, newspapers 

and magazines are at the fifth stage, i.e. vital. The question 

is: what next? Will they become invisible? As a consequence 

of digital transformation and digital access to books, we are 

witnessing a process of ongoing rejection of paper, but not a 

rejection of reading as such. What does this mean from the 

technology pyramid perspective? From this viewpoint, paper 

is only a specific "larval" form of textual distribution for 

ideas, concepts, data, information or even wisdom. With the 

rejection of paper, our text processing will be able to evolve 

and move to the sixth level, which could take such forms as 

content displayed directly on the retina.  

III.  

THEORIES AND IDEAS: CURRENT READING PHENOMENA 

IN THREE OVERLAPPING SCENARIOS  

 

Although our search for an answer begins with literature 

review, we can begin to answer our central question by 

asking what happened to horses when cars were introduced. 

They certainly were vital, but—disrupted by automobiles 

and cars—horses had never been an invisible technology in 

transport. It seems that computers, smartphones, tablets and 

all kinds of other digital screens have captured the time spent 

reading books, we could assume that books are descending 

in van Mensvoort's pyramidal hierarchy. Does the digital 

transformation push books to "descend" from the level of 

"vital" to the level of "accepted" technology in van 

Mansvoort's technology pyramid? Is it at all possible to 

descend from level 5 to level 4? We can imagine this process 

in many scenarios.  

There are at least three scenarios for paper books (and, to 

a degree, also for electronic books). They can be 

summarized as overlapping scenarios for the future of book 

reading.  

Scenario 1: No paper books, no human need. Paper books 

are sentenced to gradual extinction in the digital West 

because Westerners no longer feel that they need to read 

them.  

Scenario 2: Even an invisible technology does not fulfill 

some human needs which were easily fulfilled in the age of 

paper. Maybe we will see the developments described by 

Umberto Eco: "When reading a book, we need to remember 

what was said on page 20 when we reach page 200, we need 

to activate our memory and use our ability to navigate 

through the space that we have shaped in our imagination 

while reading. (...) New technologies inspire new forms of 

creativity (...). And yet, these new forms do not replace the 

old ones, which we still need dearly." [6].  

Scenario 3. The new digital genres and communication 

forms influence traditional genres and make them superficial. 

It seems that this third way is also possible. Many scholars 

point to the renaissance of writing, citing as evidence the 

gigantic distribution and social circulation of such novel 
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series as "Harry Potter", "Game of Thrones", the "Twilight" 

saga or "The Hunger Games." Is their form the same as that 

of a twentieth century novel? As Jacek Dukaj observes [7], a 

new form of storytelling is being born before our eyes, 

drawing on the digital model. He calls this form a "google 

novel." As Dukaj writes: "In this way, the novel (and a TV 

series) artificially satisfies the need, imprinted in the 

“googled” brain, of continuously hopping to new streams of 
data: "I can not open another browser window on the pages 

of the book or enter another chat channel, but before this 

unconditional reflex tears me away from reading, I'm already 

in a different story, in a different set design, with other 

heroes. And again. And again. And again…" [7].  
The thick volumes that are making it to bestseller lists are 

written according to new conventions. Their fictional 

structure and storytelling manner are very different from the 

way in which Tolstoy's "War and Peace" or Conrad's 

"Nostromo" were narrated. They are characterized by three 

phenomena. The first one are fragmented narratives. The 

Google-type literature—as Dukaj observes—uses small 

portions of narratives. The second characteristic is a 

multiplicity of threads, making it difficult to identify the 

main character of the story, as in the "Game of Thrones". 

The third phenomenon within Google-like literature is that 

talking replaces describing. The dominance of dialogues 

over descriptions is effort-saving since everyone in the pop-

culture reality knows what an archetypical jungle, a big city 

or a police station look like, and there is no need to describe 

them.  

Three abovementioned scenarios and some related 

phenomena can be identified in the interdisciplinary 

literature review we conducted. According to technological 

determinism, technology has a formatting effect on humans. 

New information processing technologies have such a multi-

dimensional and profound impact on users that researchers 

view this process as progressive formatting of humans 

through technology. Neil Postman was a prophet of such 

technological formatting [8]. Technology becomes the 

operating system of everyday life but it can also cause 

dysfunctions. Trend researchers and sociologists, among 

them John and Nana Naisbitt along with Douglas Phillips 

[9], formulate a diagnosis that people in America are still in 

a state of technological intoxication. They describe six signs 

of such a state of mind: 1) Favoring ad hoc solutions, from 

religion to food; 2) Worship of technology and fear of it; 3) 

Bridging the differences between what is real and what is 

pretended; 4) Taking violence as a normal thing; 5) Loving 

technology, as one loves a toy; 6) Experiencing one's life, 

being distanced and distracted. 

The "man of numbers" replaces the "typographic man". 

After 25 years, the pessimistic voices expecting an 

apocalypse of books entailed by the popularization of 

electronic screens, sound ever louder. Gołębiewski [10] 
proposes an alarming vision, in which the impact of digital 

screens will cause the traditional reading of literature (i.e. 

from paper) to degenerate. Reading from old-fashioned 

paper "interfaces" [11], as envisioned by Gołębiewski, will 

be pushed into the ghetto of anachronistic connoisseurs, 

which will exist alongside the mainstream culture in the same 

way as the current ghettos of cassette or vinyl record lovers. 

He points out, after Marshall McLuhan [12], that 

Gutenberg's invention of print created a "typographic man". 

The world of the "typographic man" facilitated the 

dissemination of education, invented and disseminated the 

press and gave broad access to literature through libraries. It 

also created the novel which throughout the nineteenth 

century and until the invention of the motion pictures was the 

default form of storytelling. According to Gołębiewski, the 
world of the "typographic man" is currently undergoing a 

process of degeneration.  

Researchers worry about the future of in-depth reading. 

There is a growing concern that immersion in digitally 

mediated modes of knowledge acquisition might hinder or 

even eliminate mental activities that emerged from 

interactions with traditional media, and which are still 

tremendously valuable. The leading example here is the 

concern about the demise of "deep reading", a practice 

traditionally associated with interacting with long, linear 

texts. It is understood as the practice of, and ability to 

concentrate on, reading long texts for extended periods of 

time, with the aim of enhanced comprehension, construction 

of meanings, and facilitation of "deep learning" [13]. 

Research results suggest that the cognitive performance of 

even skilled comprehenders might be hindered if critical 

sections of digital media learning material are only scanned 

[14]. The skill of deep reading, trained in interaction with 

traditional books and longer printed texts, is argued to be 

essential for developing the faculties of critical thinking, 

reasoning, and insight. The logic of hypertext and 

multitasking, vital for proficient navigation in the digital 

world, is supposed to shape brains and habits in a way that 

makes deep reading practices less viable [15, 16]. Maryanne 

Wolf [17] notes that reading is something that the human 

brain has not evolved into. Among various forms of 

communing with culture, reading is the one to which nature 

has not prepared humans through the process of adaptation.  

From the brain neuroplasticity perspective, reading is 

changeable, not given. Since we do not have a genetic 

instruction on how to read (while we have instructions on 

how to look, listen or smell), reading skills require training 

that is not easy and takes time. It is worth considering how 

digital developments affect activities such as reading. The 

Internet, a new medium originally conceived as a text 

medium, is becoming increasingly pictorial and visual. Also, 

the popularity of new smartphone applications suggests that 

young people increasingly need to express themselves 

through images (using Snapchat, Instagram, or Pinterest). In 

other words, extensive training in reading books and longer 

texts (which children are subjected to at school) is 

supplemented (perhaps even gradually dominated) by 
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training in the use of random, short texts, accompanied by 

graphics.  

When humans are learning to read, their brain must adapt 

to the process physically and internal resources must be 

managed. This "development" has the most physical 

character: new connections are being created in the brain. 

The existing ones (i.e. shape recognition, sound recognition) 

are harnessed to new functions. Resources and created 

connection systems must then be fixed and trained, which 

requires long hours of interaction with texts, and arduous 

learning. Finally, the brain becomes adapted to reading and 

becomes compatible with the type of information that it will 

process. Consequently, the brains of people using different 

types of writing are physically different from one another. 

When reading the Latin alphabet, Westerners activate the left 

hemisphere while reading. In contrast, Chinese (logographic) 

script requires the use of both hemispheres. Interesting in 

this light is that Japanese readers  simultaneously use their 

own form of logographic writing and a type of syllabic 

writing, consisting of 46 characters (the so-called kana 

script), and used to write their own names.  

Neuroimaging studies have demonstrated [17] how the 

brain operation changes depending on whether it decodes 

logographic or syllabic writing. Maryanne Wolff's analysis 

shows that the brains of people using different types of 

writing function differently and they also process 

information differently.  

According to Nicholas Carr [18], about four hours of 

Surfing the internet is enough for the brain to switch to a 

slightly different mode of operation. Reading a text such as a 

book is (and must be) analog in nature – this is a continuous 

process where we accompany the author throughout the 

whole argument: from the beginning, through subsequent 

stages up to the final. This is how an essay, a novel or a  

scientific lecture is structured. Using an Internet browser is 

closer to scanning, where the gaze scans the screen in search 

of interesting content, and anchors on those points that are 

most likely to solve the problem or offer something 

interesting. A new website is scanned, an item is found and 

clicked on. Then a new page is opened and the process 

begins again.  

There is also a new phenomenon at the doorstep: we are 

moving from codices to scrolls. Dissemination of 

smartphones and tablets has slightly redefined the use of the 

Web, introducing the use of applications (known as apps). 

Technological limitations (small screens and the inability to 

use the cursor, inherently targeting small objects on the 

screen more accurately than a finger) have put virtual content 

navigation into the hands of virtual image scrolling. The so-

called "scrolling" is reminiscent of scrolling a large 

(sometimes almost endless) physical scroll. This is an 

interesting sign of our times where, after centuries of 

dominance of books in the form of "codices" (with sheets 

stapled or glued on one side), we are witnessing a gradual 

return to the scroll format (this time a virtual one). In 

antiquity, the codex format had an undoubted advantage, 

giving users the possibility of free and quick access to any 

place of the text, whereas a scroll required arduous physical 

scrolling (also performed through technically when using a 

music cassette or a VHS tape). Today, Facebook or Twitter 

users do not seem to need such a feature: a continuous 

stream of notifications from friends (and strangers who are 

tagged as "friends") is just a stream, a flow, something that is 

happening here and now.  

In his works, Łukasz Gołębiewski claims that the digital 
revolution that changes our habits of media consumption will 

TABLE I. 

TEXTUAL "DIET" OF POLES [21] 

 yesterday a year ago 

Texts on paper 

Articles in printed daily newspapers or general-interest magazines 37% 35% 

Books – novels, stories, biographies, non-fiction 18% 26% 

Short texts such as advertisements, informational messages, inscriptions on walls, leaflets, etc. 18% 16% 

Manuals, training materials 9% 11% 

Articles in industry and specialist magazines 7% 9% 

Tutorials and guidebooks 6% 8% 

Poetry 5% 6% 

Comic books, albums 1% 2% 

Text on screen 

Short text messages: texts, tweets, single-sentence posts 38% 32% 

Short entries and messages on the Internet: on blogs, forums, social media, e-mails 31% 26% 

Longer texts on the Internet such as articles on blogs, websites, etc. 
18% 17% 
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change our civilization. "There has been a terrible thing that 

happened to readership. It has been reduced to mindless 

activities. We live in a time of breakthrough, the generation 

of those raised on books is still statistically large enough to 

give the illusion that the world is still normal. But this is an 

illusion. A new generation, called Digital Natives, has grown 

up in front of a computer monitor. They have other needs 

and are effectively pushing them." [19] 

So can reading disappear at all? Can we imagine a world 

without books? No libraries or press? At this point, it is 

worth considering how much these information processing 

and gathering technologies are fused with our civilization. 

Our civilization does not want us to withdraw from linear 

reading. One of the eminent fruits of digital transformation is 

Amazon Kindle.  

As we mentioned in this literature review, according to 

some voices the digital revolution is expected to eliminate 

the "typographic men" and replace them with the "men of 

numbers" because exposure to information is now mediated 

through electronic screens and digital media. The future 

world is painted by extrapolation as a place with falling 

circulation of magazines and newspapers, and declining 

book spending. For the "man of numbers", cursory cognition 

is the default mode of operation. These humans do not go 

deeply into the content, and live in constant inattention in 

multiple channels, among applications, screens, programs 

and chats. The "men of numbers" also consume culture 

differently: they listen to mp3s rather than CDs or vinyl 

records, Spotify playlists rather than music albums, they 

search for information in Google or Wikipedia rather than in 

an encyclopedia, they draw on a tablet app rather than using 

a pencil. Such descriptions evoke the image of humans 

affected by all five symptoms listed by John and Nana 

Naisbit.  

Taking into account the context of readership, it is worth 

considering whether the metaphor of the "man of numbers" 

against MacLuhan's "typographic man" is correct. When 

reading a book purchased from Amazon on an electronic 

reader, the reader does not consume digits but letters. It is 

the same when surfing the Internet and reading characters 

displayed on the LCD screen. The fact that these characters 

are digitally coded is irrelevant to human perceptual 

apparatus. When they read, the hypothetical "men of 

numbers" read letters. Doubts also arise when we try to 

equalize all types of electronic screens, as Gołębiewski 
would like.  

Meanwhile, reading from an electronic Kindle reader (or 

many of its varieties produced and sold under other brands) 

has completely different qualities than reading from a screen 

of a smartphone or a tablet. The functionalities of an ebook 

reader are undoubtedly narrower than those of a smartphone. 

The latter has many functions that can disrupt concentration. 

For example, they may generate the need to check e-mails or 

respond to Facebook conversation threads. The paper versus 

electronic screen dichotomy is probably too simple and, in 

effect, it obscures the real image of the phenomenon of 

digital reading. From this perspective, one can try to 

categorize "reading interfaces" regarding their potential 

ability to narrow attention. The screen of an electronic reader 

(e-reader) would be much closer to paper than to a computer 

screen. We liken it with cuneiform script rather than a scroll 

or a codex.On the other hand, it is beyond doubt that people 

consume ever more information from computer screens 

(which includes learning from digital media), so it is 

reasonable to consider whether a change in the medium 

causes triggers a change in reading habits, i.e. in what, how 

and why we read and how we obtain information. In this 

context, the ability to use screens for reading is a prerequisite 

for proficient usage of digital resources and for taking part in 

electronically mediated activities, with learning being the 

most important one. Moreover, Kindle is not the same as 

Google. It is the post-digital hybrid of cuneiform script, a 

scroll and a codex. Kindle is technology that enables deep 

reading. Symbolically speaking, Google and Kindle are two 

TABLE II. 

EVALUATION OF BOOK AND NON-BOOK TEXTS ON FIVE DIMENSIONS OF THE RESPONDENTS' FEELINGS. DATA PRESENTATION BY MICHAŁ 
FELIKSIAK AND BARBARA BADORA, PUBLIC OPINION RESEARCH CENTER [21] 

Type of text read yesterday For me, this text was 

Average results on a scale from 1 to 7, where 1 means 

"does not apply at all" and 7 means "applies completely" 

Significant, 

important 

Touching, 

moving 

Thought 

provoking 

Initiating a 

conversation 

Useful, 

helpful 

Books 4.90 3.75 4.98 4.90 5.12 

Articles in trade press and specialist magazines 5.14 2.30 4.43 4.55 5.43 

Short text messages: texts, tweets, single-sentence posts 3.88 2.14 2.71 2.94 4.06 

Short entries and messages on the Internet: on blogs, 

forums, social media, e-mails 
3.82 2.21 3.39 3.48 4.21 

Longer texts on the Internet such as articles on blogs, 

websites, etc. 
4.33 2.59 4.21 4.23 4.58 

Short texts such as advertisements, informational messages, 

inscriptions on walls, leaflets, promotional leaflets, etc. 
2.43 1.58 2.30 2.48 3.15 

Articles in printed daily newspapers or general-interest 

magazines 
4.28 3.38 4.27 4.37 4.56 

Comic books, albums 3.06 3.13 3.19 3.50 3.90 
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contradictory faces of the same process. 

IV.  

EMPIRICAL OBSERVATIONS: WHAT DOES AN ATTEMPT OF 

TOTAL RESEARCH INTO LITERARY CULTURE TELL US ABOUT 

PAPER AND DIGITAL READING? 

What is similar and what is different in digital reading and 

paper reading? Is digital reading almost the same as analog 

reading on paper? Do we think of the same kind of reading? 

We draw our answers from a research project where a 

national representative random sample of Poles was asked 

about their reading habits in the digital era a few years ago. 

The project entitled "Directions and forms of reading 

transformation in Poland" consisted of data from personal 

interviews (CAPI and CAWI), short interviews with visitors 

to a book fair, qualitative data from household ethnography 

and expert discussion, which were then all merged with 

readership research and book market statistics. Some of us 

co-authored the research led by Warsaw-based state-funded 

National Information Processing Institute, with Krzysztof 

Krejtz as its scientific coordinator. We refer to this research 

not only because we co-authored it and can be proud of its 

"enormous cognitive potential" [20], noted as a step towards 

"total research into the literary culture" [20]. We believe that  

its results illustrate and deepen our insights into reading 

technology [21, 22]. 

Results 1: Retrospective panel data on how respondents 

read yesterday and a year ago. Part of the survey was 

conducted using the so-called retrospective panel method. It 

is not a comparison of two measurements taken in separate 

moments in time but, rather, a kind of synthetic self-

reflection obtained from the respondents.  

The respondents were asked what and where they had read 

on the day before the survey and one year before the survey. 

Among answers, the respondents could select not only books 

but also different types of text. This is visible in the answers 

shown in Table 1. Respondents admit that during the 

preceding year they read fewer books than shorter messages 

and entries on the Internet and mobile devices such as 

smartphones or tablets.  

Results 2: Declarative data on how respondents felt about 

different kinds of texts. While looking for ways of getting an 

insight into almost intimate issues of readers' relations to a 

book (as well as other textual) "interface", in one set of 

survey questions we asked how the respondents felt after 

reading books and non-book texts on the previous day. The 

respondents were asked to evaluate previous-day texts using 

five seven-point scales, where 1 meant that the statement did 

not apply at all to the text they read and 7 meant that the 

statement applied completely to the readers' experience.  

We checked the five dimensions of the assessment:  

Dimension 1: Importance. First of all, we asked if the text 

was "significant, important" for the respondents.  

Dimension 2: Emotional impact. Secondly, we were 

interested in how much the text was "moving, touching" for 

them.  

Dimension 3: Thoughtfulness. The third dimension was 

the extent to which the text prompted the respondents to 

think.  

Dimension 4: Sociability. We were also interested in the 

social dimension, i.e. to what extent the text encouraged the 

respondents to talk about it.  

Dimension 5: Usefulness. The fifth dimension was the 

extent to which the text turned out to be "useful" for the 

respondents. 

After conducting statistical tests, we learnt that books are 

rated significantly higher than all other texts read on the day 

preceding the survey, on each dimension tested. Articles in 

trade press and specialist magazines performed similarly: in 

terms of four dimensions, they were ranked close to books, 

but they failed to move readers emotionally. Detailed results 

are presented in Table 2. 

While juxtaposing these results with his idea of literacy 

culture total research, Maciej Maryl [20] noted: "The 

concept of "textual diet", i.e. the diversity of the types of 

texts that the recipients are acquainted with, proposed by 

Toczyski and Krejtz, may prove useful. However, it would 

be necessary to refine this catalog in such a way as to avoid 

mixing up formal determinants (e.g. length of the text, paper 

vs. electronic format) with genres (e.g. novels, poetry, 

guides). 

We find this criticism justified. However, we still 

recommend separating digital and analog forms, so that we 

have a better idea about the place of Web versions, and the 

place of print versions in readers' textual diet. Fortunately for 

the present paper, even despite the mix of genres, lengths, 

and formats, we can see the dominance of books on almost 

every dimension, which proves their position. 

Results 3: Ethnographic interviewing and observing 

readers as users. The analysis of ethnographic interviews 

conducted under the same project shows that reading from an 

LCD screen and paper are two different worlds. Reading 

from a screen is primarily done for work (e-mails, electronic 

documents, work with software) and entertainment (short 

"fillers of time" when there is a break at work). These fillers 

can be social media posts, funny drawings (memes), 

information on portals and other things [22]. The reader does 

not delve into the topic, which is a result of performing many 

activities at once. Everything works in parallel mode on the 

Internet. Running a conversations in a chat box does not 

prevent users from holding a second conversation in parallel, 

making online purchases, listening to music or playing a 

game. 

Reading from paper, be it books or newspapers, belongs 

to the realm of luxury and pleasure. So, what are the barriers 

that prevent paper-based reading from becoming part of 

everyday life? We found three types of barriers.  
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Barrier 1: Time. The main limitation is connected with 

time. In order to delve into a narrative, we need to find more 

free time. Paper texts have ceased to function as "gap 

fillers".  

Barrier 2: Distractors. Other barriers mentioned in the 

study included the barrier of concentration: even if you do 

have some free time, if you want to immerse in reading, you 

should devote yourself to it and exclude yourself from other 

activities. This is difficult due to the excessive burden of 

everyday duties. Also, many media and leisure activities, 

often more attractive (TV, computer, smartphone), are 

fighting for people’s attention. Worth noting is that a 

smartphone with apps generating a continuous stream of 

interrupts ("you have a message", "you have an email", "your 

post has been commented on") becomes a distracting trap 

and a generator of constant temptations to check what is 

going on without our participation.  

Barrier 3: Mode-switching. The third type of barrier that 

emerged in ethnographic interviews was the "transition 

barrier". By this we mean the process of switching attention 

to a focused mode. For many people, this is so unobvious 

and difficult that they need various kinds of rituals, such as a  

favorite chair, tea, absolute silence (hence, the natural time 

for book reading comes in the evening, at bedtime).  

What emerges from this research is an image where an 

easy, pleasant and entertaining text (usually read from the 

screen) displaces more ambitious content read on paper. The 

victims of this process are not only the shrinking book 

expenditures but also printed newspapers and magazines 

(however, they seem more accessible due to their volume: in 

a busy schedule, it is easier to accommodate a single article 

than a section of a book).  

V.  

OPENING REMARKS: INSTEAD OF A CONCLUSION  

The whole technology-related and work-related social 

system makes people read, but in a distracted way, probably 

not fulfilling many of their needs which could be met by the 

written word. Within the scope of the three elements 

discussed here, i.e. technology, biology and culture, the 

former one seems to dominate at present, suppressing the 

other two. All three create a triad where each element 

dynamically shapes the other two. The example of reading is 

illustrative in showing that currently, i.e. since the 1990s, 

peaking in the 2010s, technology is in the lead while the 

other two elements are only forced to adapt.  

We began this analysis with technology levels shown as a 

seven-level pyramid. We asked about the position of books 

in this pyramid. We discussed some theories to find out 

whether books could become an invisible technology. We 

showed some encouraging data illustrating our approach 

(both quantitative and qualitative). Finally, with the above 

work, we intend to open a discussion, not even trying to 

reach final conclusions on any part. The ongoing digital 

transformation is leading us towards many fundamental 

questions about civilization founded on letters, which require 

further interdisciplinary studies involving the high tech 

industry, human-computer interaction experts, and social 

theory readers. One such question is what the invisible 

technology of reading will be like. Which qualities of 

traditional books will this new technology use? Which 

aspects of books do we want to transfer to the invisible (and 

ultimately the naturalized) technology of reading?  
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• Čaplinskas, Albertas, Vilnius University, Lithuania
• Carter, John, University of Guelph, Canada
• Cicirelli, Franco, Universita della Calabria, Italy
• Denney, Ewen, SGT/NASA Ames, United States



• Derrick, John, Unversity of Sheffield
• Ehrenberger, Wolfgang, Hochschule Fulda, Germany
• Eleftherakis, George, The University of Sheffield Inter-

national Faculty, CITY College, Greece
• Fantechi, Alessandro, DSI - Universita’ di Firenze, Italy
• Fidge, Colin, Queensland University of Technology, Aus-

tralia
• Forbrig, Peter, University of Rostock
• Fortiers, Stephen, George Washington University
• Friesel, Anna, Technical University of Dennmark, Den-

mark
• Fujita, Masahiro, University of Tokyo, Japan
• Golatowski, Frank, University of Rostock, Germany
• Gomes, Luis, Universidade Nova de Lisboa, Portugal
• Gracanin, Denis, Virginia Tech, United States
• Grega, Wojciech, AGH University of Science and Tech-

nology, Poland
• Gumzej, Roman, Faculty of Logistics, University of

Maribor, Slovenia
• Havelund, Klaus, Jet Propulsion Laboratory, California

Institute of Technology, United States
• Hsiao, Michael, Virginia Tech, United States
• Kornecki, Andrew J., Embry Riddle Aeronautical Uni-

versity, United States
• Laplante, Phillip A., PennState University, United States
• Letia, Tiberiu, Technical University of Cluj-Napoca,

Romania
• Li, Jianwen, Iowa State University, United States
• Liu, Zhiming, Southwest University, China
• Lopezo, Oscar Pastor, Valencia
• Malloy, Brian, Clemson University, United States
• Marwedel, Peter, Technische Universität Dortmund,

Germany
• Minchev, Zlatogor, Bulgarian Academy of Sciences,

Bulgaria
• Monostori, László, Hungarian Academy of Sciences,

Hungary
• Nesi, Paolo, DSI-DISIT, University of Florence, Italy

• Obermaisser, Roman, Universität Siegen, Germany
• Palanque, Philippe, ICS-IRIT, University Toulouse 3,

France
• Pu, Geguang, East China Normal University
• Pullum, Laura, Oak Ridge National Laboratory, United

States
• Qin, Shengchao, Teesside University, United Kingdom
• Reeves, Steve, University of Waikato, New Zealand
• Roman, Dumitru, SINTEF / University of Oslo, Norway
• Rouff, Christopher, Lockheed Martin, United States
• Rozier, Kristin Yvonne, NASA Ames Research Center
• Ryan, Kevin, Lero-the Irish Software Research Centre,

Ireland
• Rysavy, Ondrej, Brno University of Technology, Czech

Republic
• Sachenko, Anatoly, Ternopil National Economic Univer-

sity, Ukraine
• Sanden, Bo, Colorado Technical University, United

States
• Seceleanu, Cristina, Mälardalen University, Västerås,

Sweden
• Sekerinski, Emil, McMaster University, Canada
• Selic, Bran, Simula Research Lab, Norway
• Sojka, Michal, Czech Technical University, Czech Re-

public
• Sun, Jing, The University of Auckland, New Zealand
• Taguchi, Kenji, AIST, Japan
• Trybus, Leszek, Rzeszow University of Technology,

Poland
• van Katwijk, Jan, Delft University of Technology, The

Netherlands
• Vardanega, Tullio, University of Padova, Italy
• Velev, Miroslav, Aries Design Automation, United States
• Vilkomir, Sergiy, East Carolina University, United States
• Waeselynck, Hélène, LAAS-CNRS Toulouse, France
• Zhu, Huibiao, Software Engineering Institute - East

China Normal University
• Zoebel, Dieter, University Koblenz-Landau, Germany



 

 

 

 

Abstract—Looking at the end-to-end processing, typical 

software-intensive systems are built as a system-of-systems 

where each sub-system specializes according to both the 

business and technology perspective. One challenge is the 

integration of all systems into a single system – crossing 

technological and organizational boundaries as well as 

functional domains. To facilitate the successful integration, we 

apply the system design process Simulation Driven 

Development (SDD). The basic idea is the application of 

realistic simulation models in parallel to existing software 

engineering procedures to enable testing and validation from 

day one. In this article we discuss the coupling of sub-systems 

implemented as virtual simulation models with sub-systems 

implemented as real sub-systems to enable unit tests against 

system level. Two approaches are presented: loose coupling and 

tight coupling. 

I. INTRODUCTION 

HE ever-increasing complexity of software-intensive 

systems is an ongoing challenge to the tools and 

methods used in system engineering [1]. The building blocks 

of software-intensive systems or even systems-of-systems are 

often already systems themselves – either as commercial-off-

the-shelf software used with ‘minor’ adaptations or custom-

made software. This reuse of existing and proven solutions 

allows for the rapid construction of large systems. In the 

system development process, the engineering practices 

typically address – successfully – the scope of a single, 

independent system: The requirements are (and can be) 

defined, the system is modeled, implemented, tested and put 

into operations. 

What started as the ‘waterfall model’ [2] has been adapted 
to mitigate the risks of failing to deliver a system in time, in 

budget and in quality. The software engineering models 

address the risk of failure in several ways: Using formal 

rather than natural language reduces misunderstandings; a 

small project scope reduces the ‘value at risk’ and testing 
assures that the intended level of quality is reached. These 

different approaches can be seen in a software engineering 

meta-model, like the V-Model XT [3] [4], a model in 

widespread use in Germany. The formal, document-oriented 

waterfall model is represented by the left side of the V, 

proceeding through the typical phases towards the 

implementation. In particular the model requires for each 

phase to define a dedicated test phase at a later time (the 

right-hand side of the ‘V’). Depending on the focus of a 
particular project the meta-model allows for modern 

approaches e.g. test-driven development [5] or agile methods 

[6]. 

Yet methods proven to deliver successful implementations 

at the level of a single system seem to be inadequate for 

large-scale systems. [7] argues that implicit assumptions – 

the development process can be controlled, decisions are 

rational, the problem can be defined and delimited – break 

down when independent systems interact. Often the behavior 

of a coalition of systems is emergent and it is difficult or 

impossible to predict. An unintended consequence could be 

the complete failure of the overall system without a clear 

software bug within any contributing system ([8] gives the 

2010 stock market flash crash as a prominent example). 

We propose extending common software engineering 

practices through the use of simulation models. At any stage 

during the system development process the current level of 

detail needs to be captured in form of an executable 

specification. The system design process SDD follows 

exactly this axiom [9]. A major challenge of SDD is the 

coupling of different simulation models, simulators and 

already implemented system components to enable unit tests 

within the expected operational context. Each requirement 

and their test cases depend on the context, i.e. reusing a 

component or integrating a system into another system will 

most probably invalidate many assumptions and test cases 

[10]. Features, performance and operational aspects need to 

be proven before a sub-system is ready for integration. The 

development of such simulation-based test environments is a 

challenging task: sub-systems can be interfaced with 

simulation models where the remaining sub-systems operate 

at a higher degree of abstraction and the technical 

performance of the simulators can be insufficient. 

In this article we discuss the possibilities and technical 

challenges regarding the coupling of simulation models with 

real world implementations. In section two we first introduce 

the SDD approach and show how modeling and simulation 

technologies can be applied to leverage specification quality 

and speed in the development of complex distributed 

systems. Section three explains the idea of loose coupling 
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and applies it in the example of the German toll system. In 

section four we explain the idea of tight coupling and apply 

it on the example of testing an electronic control unit (ECU) 

of a car. In the last section, we summarize and provide an 

outlook about future work. 

II. SIMULATION DRIVEN DEVELOPMENT 

Simulation Driven Development (SDD) is an efficient 

methodology for developing complex distributed systems. In 

contrast to conventional methodologies simulation models of 

the system to be developed are used during the entire 

development process [11]. These simulation models allow 

description of static and dynamic system properties which 

enormously improves specification quality and speed. 

Furthermore, they are used for analysis, evaluation, 

validation, verification and optimization during the course of 

the developing process. In addition to the simulation model 

of the system to be developed, SDD uses a simulation model 

of the development process itself. This simulation model 

allows automation of development steps in the form of 

workflows like optimization cycles, test cycles, revision 

controls and document sharing with component 

manufacturers. Fig. 1 shows SDD in the form of an extended 

V-Model. 

User requirements of the system to be developed are 

determined and transferred into an initial simulation model 

during the requirement analysis. It represents the dynamic 

user behavior as well as the user interaction with the system 

in form of application scenarios / use cases. The simulation 

model is the basis for future acceptance tests and allows the 

first analyses in developing the design of the system. 

In the subsequent phase of system specification, developer 

requirements (functional and not-functional) are derived and 

transferred into an executable specification. This is a 

simulation model of the whole system encompassing 

technical functions, architecture and user behavior. Each 

element of the simulation model is related to the user’s or 
developer’s requirements to ensure their compliance. The 
simulation model allows an early validation of the whole 

system against the application scenarios and allows locating 

integration problems (dynamic coupling effects between 

system components). Furthermore, it permits system-level 

optimizations and is the basis for later system integration 

tests. 

Within the component specification each system 

component is further refined in form of simulation models. 

Starting point is the present executable system specification 

with the component related requirements and parameters. 

Simultaneously the executable system specification serves as 

development environment for component validation and 

optimization against the holistic system. As a consequence of 

the refinement, the components and thus also the system 

parameters become more specific. The component 

specification forms the basis for the later unit tests and 

component integration tests. 

 

 
Fig. 1: Simulation Driven Development as a V-Model 

 

After the specification of the system and its components 

the development process proceeds with the implementation. 

Based on the previously specified test cases the 

implementation will be verified and validated (performance 

tests and endurance tests). First, component integration tests 

are performed. In this step the functionality of each 

component is viewed in isolation. Afterwards components 

are integrated to a system followed by system integration 

tests. Finally, the system is tested against the initially defined 

user requirements by an acceptance test. SDD allows the 

reuse of the previously defined test cases which exist in form 

of simulation models. To that extent, simulation models are 

attached to the system implementation by 

Hardware/Software in the Loop (SiL/HiL). 

To implement SDD a formal definition of the overall 

process is required. Figure 1 depicts the SDD approach as a 

V process model enriched by simulation-based test activities 

throughout the whole process. As in the classical V process 

model the level of detail increases when going downwards in 

the process and it is possible to go back to upstream process 

steps if it emerges that changes are required. The result of 

each process step is captured by one or more simulation 

models which provide test drivers for integration steps like 

“in-the-loop”, integration or even acceptance tests. It is 
therefore similar to the W model in software development 

[12]. Both models share the concept of “testing starts at day 
one”, i.e. that tests performed during the design stages 

prepare the integration tests and that test teams and system 

designers work together from the very beginning. A key 

improvement is that SDD features dynamic testing by the use 

of simulation models from the very beginning which directly 

supports dynamic testing in the integration phase in contrast 

to the classical W model where only static analysis is 

performed at early design phases. 

Test failures or emerging new requirements can lead to 

changes in upstream (more general) designs which in turn 

might invalidate downstream (more detailed) specifications 

and simulation models. It is therefore critical to maximize 

the overall degree of formalism, automation and 

requirements traceability within and between each of the 
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steps in the SDD process model. This in turn requires 

detailed workflows for which individual working steps can 

then eventually be executed automatically by a workflow 

engine. 

As mentioned above, SDD follows the idea of “test starts 
at day one”. A prerequisite is the presence of an executable 

system model throughout all design stages. To enable unit 

tests, the system models need to be coupled to existing 

hardware or software components (HiL and SiL) which can 

be implemented in two different ways: loose coupling and 

tight coupling [13] [14]. While loose coupling doesn’t 
consider the dynamic interaction between the sub-systems, 

tight coupling does. 

III. LOOSE COUPLING 

Loose coupling simplifies the implementation of unit tests 

of relatively independent sub-systems. The prerequisite is a 

mostly unidirectional exchange of data. e.g. lacking feedback 

or disregarding feedback that deviates from the simulation. 

This enables technically simpler test benches, since a sub-

system can be tested without real-time connectivity to the 

rest of the system. One possible implementation is to simply 

take the events passing through the simulation model and 

export those events that are relevant to a particular domain-

specific interface. The event list is a flat file with a 

chronological list of points in time and additional domain 

specific information. 

In the example of the German automatic toll system we 

use this approach to provide the temporal behavior of 1.1 

million on-board units communicating with the central 

system [15]. The event list contains all TCP/IP connections 

and their domain specific payload, e.g. the number of 

journey data files transmitted. Operational testing takes this 

temporal data, adds the domain specific content and uses 

another more technical simulator to drive the real-world data 

center applications. The example illustrates two challenges 

encountered in this approach: 

 The abstraction gap – when a high-level simulation model 

encounters a real-world system – is overcome by 

additional simulation models. Loose coupling of the 

simulation models immediately translates into loose 

coupling of the technical teams involved. 

 The simulation performance – where a real-world system 

must not be impacted by the simulation performance. 

Loose coupling allows to precompute at least parts of an 

operational test. 

 

IV. TIGHT COUPLING 

Tight coupling is used to develop and test sub-systems 

that work closely together, e.g. as parts of an embedded 

system. The entire logic of such systems is typically 

distributed across several sub-systems. These sub-systems 

need to be connected dynamically to deliver the desired 

logic/process. Each sub-system is characterized by 

interconnectivity and inter-processing to the other sub-

systems and depends strongly on them. 

Two possibilities of technical implementation can be 

distinguished: direct tight coupling using data files, shared 

memories or network protocols and indirect tight coupling 

using a central data distribution service (DDS). Fig. 2 shows 

direct coupling using TCP/IP sockets. Each participating 

simulator needs to implement an adapter to each connected 

simulator – a time-consuming and expensive task. All 

requirements regarding quality of service (real-time 

capabilities, distribution of simulators across multiple 

nodes), standardization of data types (different data types of 

simulators) and time synchronization (global clock as 

simulation time) need to be considered. These issues are 

solved using a central data management entity like DDS. 

 

 
 

Fig. 2: Direct tight coupling using TCP/IP 

 

DDS is a networking middleware that simplifies complex 

network programming and distribution of data. It implements 

a publish–subscribe pattern for sending and receiving data, 

events, and commands among the nodes. Nodes that produce 

information (publishers) create "topics" (e.g., temperature or 

pressure) and publish "samples". DDS delivers the samples 

to subscribers that declare an interest in that topic. DDS 

handles transfer chores: message addressing, data 

marshalling and de-marshalling (so subscribers can be on 

different platforms from the publisher), delivery, flow 

control, retries, etc. Any node can be a publisher, subscriber, 

or both simultaneously. 

The DDS publish-subscribe model virtually eliminates 

complex network programming for distributed applications. 

The key benefit is that applications that use DDS for their 

communications are decoupled. Little design time needs be 

spent on handling their mutual interactions. In particular, the 

applications never need information about the other 

participating applications, including their existence or 

locations [16] [17]. Fig. 3 shows the basic architecture of a 

DDS solution. 
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Fig. 3: Indirect tight coupling using DDS 

 

We have developed an ECU test environment which 

couples three different simulation tools (MSArchitect, 

Matlab/Simulink and LabVIEW). It is used to validate and 

test the function and performance of the interface between 

the three simulation tools. The coupling between those 

systems is accomplished by using TCP/IP sockets achieving 

a high data transfer rate.  

In this example MSArchitect takes the server role while 

Matlab/Simulink and LabVIEW are the clients. During the 

initialization phase of the simulation the server is waiting for 

incoming connections. Once all clients have been connected 

to the TCP/IP sockets the simulation starts.  

The tight coupling example caused several challenges 

which have to be solved. The data transfer through TCP/IP 

sockets is limited to character arrays. Therefore, the different 

data types of the several simulation tools could cause issues 

because of the conversion in character arrays and the 

conversion back to the data types. For this reason, a 

definition of supported data types and a standardization of 

those data types need to be developed. Furthermore, the time 

of the connected simulators need to be synchronized, for 

example by implementing a global clock, controlled and 

distributed by one simulator. 

Fig. 4 shows the user interfaces of the test environment. 

The whole car is modelled in MSArchitect and parts of the 

model are implemented in LabVIEW or Matlab/Simulink. 

The LabVIEW model contains the entire logic of the ECU 

which is built in the car model. Matlab/Simulink provides the 

logic and behavior of the combustion engine. The 

performance of the ECU test environment is limited by the 

hardware resources of the test computer.  

In our case the desired maximum performance of the 

implemented interface could not be accomplished since all 

three models were running on the same system. In future 

work, we want to split the simulation models over three 

processing nodes to reach a significant higher performance 

of the entire simulation. At this point, the ECU test 

environment is running without any data loss or 

synchronization issues, which in fact is a great starting point 

for further development. 

 

 
Fig. 4: ECU test environment 

V. CONCLUSION 

We have shown the applicability of simulation models 

along the development process using a simulation driven 

design process. From the onset the simulation model 

provides the operational context and over time the level-of-

detail can be increased to the point where real-world sub-

systems interface with the simulation model. In the article we 

discussed how simulation models can interface with real-

world hardware or software to enable realistic unit tests. Two 

possibilities have been introduced: loose coupling and tight 

coupling. 

Next, we’re planning to extend our DDS solution and 
connect the examples mentioned above to this solution. 

Above all, securing a defined quality of service within DDS 

will be a challenging task. In addition, we’re preparing a 

guideline to select a proper coupling mechanism. 
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Abstract—Personal Monitoring Devices (PMDs) collect im-
mense amount of data about health and wellness of hundreds
of millions of people. One of the obstacles of the prevailing
data analytics approaches to PMDs’ data is limited value of
correlation-based conclusions in a health context. Causal in-
ference seems a natural solution, but general causal inference
methodologies are difficult to apply to PMDs data due to size
and complexity of observational data. Some methods, such as
randomized trials, are largely infeasible in PMDs’ context due
to lack of control over the investigated population. In this paper,
we overview existing approaches to causal inference including
recent works that attempt to take advantage of time series
data to automatically derive causality using extended difference-
in-deference or Granger methods. We then outline challenges
and opportunities for causal inference in the health context.
Finally, we propose a following challenge: can we establish a
new standard of evidence and a study design process that: (1)
allows for drawing causal conclusions from large observational
datasets and (2) can suggest interventions to enforce causal links
discovered in the data.

I. INTRODUCTION

OFTEN repeated phrase “correlation is not causation”
became with time an offhand apology for providing only

correlation-based conclusions for research questions, rather
than motivating efforts to develop improved methods for deter-
mining causation. Even though, it might require a considerable
extra effort to arrive at causal relations, the utility of causal
results is far greater than correlation results, even if causal link
would be of limited precision.

Many researchers and practitioners settle on correlation
only, but this trend appears to change recently. Highly pub-
licized cases, such as flops of Google Flu Trends[1], show
dangers of ignoring proper causal analysis. If we want to plan
and evaluate interventions or make safe long-term predictions,
a tool stronger than correlation is necessary.

Pearl, originally known for development of Bayesian Net-
works and probability-centered approach to AI, suggests in his
new book [2] that current developments in machine learning
and artificial intelligence focus too much on improved curve
fitting, that is correlation and probability. To lead to the next
breakthrough machines have to reason beyond probability. He
brings an example of malaria and fever. It is important to
understand that malaria causes fever and not only that they
are correlated. Introducing causality language into existing
data analyses could help us reason about possible results of
interventions using observational data.

Correlation prevails as for now in big data publications, as
documented by Ekibia et al. review [3]. Other authors, e.g.,
George et al. [4] also notice that causality does not inform the
design of big data as a domain. Grimmer [5] points out that
large amounts of data will not solve the problem of variable
selection in causal inference. Scientists require more training
to better understand causal inference. With time, problems,
such as those with Google Flu Trends, uncovered issues with
such approach. Lazer et al. in their Science paper [6] suggest
changes to approaches to data analysis based on the problems
with Google Flu prediction. They show that analysis based on
like Google Correlate is difficult to reproduce. Even Google
Flu cannot be reproduced using Correlate. Analyses that base
on sources produced by users are susceptible to blue team and
red team problem. Blue team problem is the unintended influ-
ence on algorithm results due to changes to data generation
as a result of changing company policies and goals. Red team
problem is the unintended influence on algorithm results due
to attack on data generation mechanism (generating fake data
based on knowledge of algorithm functioning).

More and more authors stress importance of causal analysis
for big data and data science. A good example is an article
by Provost and Fawcett [7]. They stress, in particular, the
importance of careful analysis of assumptions on confounding
factors, causal links are directly dependent on these assump-
tions. Confounding factor is characterized by associations both
with outcome and evaluated cause variable, but does not lie
in the cause path between them. Kitchin [8] describes his
reservations about the shift from knowledge-driven science to
data-driven science. At the same time he notices benefits of
big data and suggests that they could lead to creation of more
sophisticated models.

After Introduction, in Section II we explain basics of causal
inference including most common models and methods, such
as Neyman-Rubin Causal Model, Structural Equation Model-
ing, Structural Causal Model, and Difference in Differences.
In Section III we present current trends in causal inference
in big data, healthcare, and time series leading to automation.
We conclude in Section IV where we propse a challenges.

II. BASICS OF CAUSAL INFERENCE

Gelman [9] organizes causal reasoning in two general types
of questions one can ask: forward and reverse. These two
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questions are sometimes formulated in a shorthand form as
“effects of causes vs. causes of effect”, which traces back to
Mill [10]. Forward question asks about results of a certain
intervention one might perform. Reverse question asks about
causes of a certain observed effect. The consensus based on
Gelman’s overview is that effects of causes can be usually
traced, so forward question can be answered. Typical methods
used to answer forward questions include: Neyman-Rubin
causal model (RCM), Structural Equation Modeling (SEM),
and Structural Causal Model (SCM).

Causes of effects are more difficult to deduce, especially if
we are facing complex processes involving, e.g., politics, such
as causes of war. Nevertheless, some reverse questions, even
involving social matters, might still be answerable. It typically
requires expert reasoning to pre-identify meaningful factors
for actual analysis. The analysis would then account for these
factors, which should lead to disappearance of differences in
outcomes. This confirms causes of effects under assumption
that factors are meaningful. This assumption naturally weakens
such causal argument.

A. Model vs. Data
There are several general viewpoints on what is necessary

to derive causal relation. These views are summarized and
organized by Gelman. The main question that Gelman asks
is how permissive a particular view is in allowing correlation
and observational data as a basis for causal relations. Most
strict approaches are based exclusively on strict models and
randomized studies. Some scientists, such as Pearl, hold a
view that observational data under strong models may lead
to causal conclusions. In some domains it is also common to
derive causality from covariance matrices, but it is unclear
how widely it can be applied. The most permissive view
covers automatic derivation of causality by computer from
observational data. Gelman’s organization can be seen as a
scale that balances between model and data. All methods
require data for confirmation of the actual relation, but few
see data as a sole basis for such relation.

RCM is the method that often unconsciously guides people’s
thinking about causal inference. It introduced concept that
are now taken for granted, such as: counterfactual, treatment,
and control. Main methods that base on structure are SEM
and SCM. They use both graphical and purely computational
techniques to a different extent, particularly there are many
different methods under SEM. Main method which uses mini-
mal structure is DD (Difference in Differences), it also heavily
focuses on use of data. It can be used as a basic calculation
technique for some other methods that employ structural
approach. An interesting example of a method with minimal
expert structure is Google’s CasualImpacts [11], which we
mention in greater detail later in this paper. We will now
shortly describe the four main methods: Neyman-Rubin causal
model (RCM), structural equation modeling (SEM), structural
causal model (SCM), and Difference in Differences (DD).

B. Neyman-Rubin Causal Model
The basis for Neyman-Rubin causal model was first for-

mulated by Neyman [12] for randomized (alternatively called

controlled) experiments and extended by Rubin [13] and others
for both observational and experimental studies. This model
introduced basic tools considered now a standard in any
causal analysis. The model defines counterfactuals used to
specify potential outcomes and then comparing outcomes of
alternative exposures. In practice, it is usually impossible to
check more than one intervention on the same subject. This
problem is often named the fundamental problem of causal
inference. The goal of randomized experiments is to solve this
problem by creating two comparable groups that collectively
can form a basis for causal reasoning.

C. Structural Equation Modeling

SEM is, as Kline [14] describes, a grouping of several
methods used to verify a proposed causal model. Methods
include path analysis, confirmatory factor analysis, structural
regression models, latent growth models, covariance and cor-
relation structure models. Sometimes path analysis is called
causal modeling, which is considered an anachronism. Results
of SEM cannot be assumed to be causal per se. Causality is
dependent on the design of experiment which SEM methods
then verify.

Confirmatory Factor Analysis is a form of Factor Analysis.
It is used to compare researchers understanding of factors
and their relation against the measurement. CFA is sometimes
called measurement model in SEM and it does not specify
structure. Factor analysis (Exploratory Factor Analysis, EFA)
uses unobserved variables, called factors, to reduce amount of
variables necessary to described variability in observed data.
Principal Component Analysis is a simple version of EFA

Path analysis, is a method to specify directed dependencies
between variables in the model. It only provides structure, no
measurement. Latent growth modeling adds a time component
to explanation of dependent variables, this way it can describe
longitudinal change (change over time). Most applications
limit themselves to slope and starting point only, but higher
order methods are also used.

D. Structural Causal Model

SCM proposed by Pearl [15] attempts to integrate other
existing approaches to causal inference into a unified model,
in particular it subsumes SEM and various graphical models. It
also claims to subsume RCM, but Aliprantis [16] indicates that
an important difference in modeling approaches exist between
these two methods. Even though, it is possible to find an SCM
generating any RCM contingency tables, there is no unique
SCM that generates a particular solution. It may result in
critical discrepancies between each approach. However, this
limitation does not necessarily take away all usability of SCM.
It is still important because the integrative approach is helpful
to clarify formal meaning of important concepts, such as: d-
separation, interpretation of counterfactuals, and confounding.

E. Difference in Differences

Difference in differences method uses observational data to
imitate experimental design. It calculates normal difference in

100 POSITION PAPERS. POZNAŃ, 2018
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the outcome, using control group for normalization. Measure-
ments need to be done at least once before and once after
the intervention. The control group by assumption should:
(1) show similar trends over time, (2) not be exposed to
intervention enacted on or experienced by treatment group,
(3) nothing other than treatment changes in only one group.
These assumption can be collectively called a parallel trend
assumption.

In the context of DD one might talk about natural exper-
iment, which is non-randomized experiment. DD allows to
estimate counterfactual from observational data from natural
experiments. There preferably should be two groups with
similar experience, but differently affected by an experiment or
intervention. Intervention should be well planned, it should be
exogenous that is not a reaction to a specific behavior, because
it could cause people to change their behavior unpredictably to
game the system. Resulting in inferior or even useless results.

III. CURRENT TRENDS

A. Big Data
Emerging sources of data, often coming from sensors,

are characterized by large volume (especially accumulative),
sometimes high velocity, and wide variety of actual data
sources and related data formats. These properties are com-
monly refereed as 3 Vs of big data. Moreover, such data
that reflect various natural phenomena are often observational.
By natural phenomena in this context we mean ones that
actually occur due to normal human or other activity, in
contrast to, e.g., simulations. While it is in theory possible
to attempt randomized experimentation in such setting, it is
unfortunately usually infeasible. Reasons are multiple, but
major ones include: cost, ethical considerations, and general
feasibility of recruitment to control groups.

Despite these obvious problems, new data sources provide
important opportunities due to their granular and longitudinal
character. Progress in sensor and storage technologies provides
the possibility to capture data over long periods of time, large
areas, and with ample frequency. These properties are not yet
well explored in the existing research, with several exceptions
which we mention here.

The most notable example might be work of Brodersen et
al. [11] on CausalImpacts. The motivation of this approach
was to infer causal impact for marketing campaigns, but it is
not necessarily limited just to this one domain. In principle, it
bases on difference in differences (DD) approach, but uses a
state-space model of time series to predict the counterfactual.
This is to compensate for many of the limitations of basic DD.
It allows considering synthetic control, inclusion of Bayesian
priors for parameters, and measuring evolution of impact of
an intervention over time.

Three types of sources are used to construct the synthetic
control. The first are properties of outcome time series before
intervention. The second are properties of time series that
could be used to predict outcome time series before interven-
tion. The third source, if available, are parameter values from
older related studies used as Bayesian priors.

Zigler and Dominici [17] propose a new Bayesian method
to select Propensity Score variable, which is supposed to

help causal inference in i.a. big data scenario. Beyond these
examples, we have not found other explicit attempts to address
data scale in causal analysis.

B. Time Series and Automation

Gelman in his aforementioned review suggests that time can
be considered from two different non-exclusive perspectives in
causal inference. First perspective considers contamination of
results due to exposure to more than one treatment over time.
Such contamination requires special attention in observational
data, where exposure to more than one treatment is difficult
to avoid and not always direct. For instance mere knowledge
about alternative treatment might impact the results. Placebo
method, which corrects for this issue, is difficult to deploy
outside controlled randomized experiment setting.

Second perspective includes time as system variable to
express changing effect of one treatment over time. Gelman
only considers it for limited amount of future time points. Such
limited treatment presumably results from combination of data
available in traditional causal research and related methods.
Some most resent developments address this limitation.

Granger causality test [18] has been more and more com-
monly used in the recent years. It provides well defined tool
to determine if one time series is a predictor of another. In
many cases this might be considered close to causality, but in
principle it is a correlation with time precedence. The method
relies on time series and allows for automation of the causality
inference process. It defines determinate formulas eliminating
(to some extent) necessity for human involvement, what makes
it easier to scale with growing data, as long as we consider
some form of windowing or sampling.

C. Health and Welfare Monitoring

Krumholz in his widely cited paper on "Big Data and New
Knowledge in Medicine" [19] observes that improvements in
any service (be it either health or movie rental) are possible
despite lack of conceptual models, hypotheses testing, or
randomized trials, but can come directly from observational
data. Historically empirical insights derived from existing
data were considered inferior to insights based on theory
and experiments. However, many research questions can be
answered based on observational data without understanding
the underlining mechanism. In some case, these data might
contribute then to understanding of the mechanism. Author
provides an example of aspirin that was successfully used
without physicians at the time knowing why it produced the
results.

The paper opens for development of causal inference from
non experimental studies. It is particularly important when
experimentation might be unethical. Influence of smoking
on development of cancer is widely accepted despite relying
largely on observational data. Author identifies development
of widely accepted criteria for evaluating causal conclusions
from large observational datasets as crucial for further work,
but does not attempt that in the paper.

Visvanathan et al. in the Research Statement of American
Society of Clinical Oncology [20] notice that observational
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studies can be complimentary to Randomized Controlled Trials
(RCTs) by generating new hypotheses, revealing patterns and
answering questions that cannot be answered by RCTs. To
achieve this it is necessary to use a rigorous methodology
and transparent reporting, in addition to ensuring data quality,
interoperability and privacy.

What emerges through this Research Statement is a need for
a new standard of evidence to take advantage of observational
data and compensate for the lack of randomness and controlled
groups. It remains an open question whether elements of quasi-
randomness could be effectively introduced to observational
studies on large populations.

Janke et al. [21] discuss the potential of primitive analytics
and big data in emergency car. The potential that they consider
unexplored. They notice that observational data could improve
patient care but weak causal inference is a limiting factor at the
moment. One of the approaches they suggest is that systems
could prompt for additional information after discovering
patterns of interest. It could be done both on population and
individual level.

They believe that observational data might be used to derive
and validate new models, it cannot be used to evaluate the
effects of implementing these models. Example of influence
of smoking on cancer development shows that the mentioned
limitation should not preclude wider use of observational
approaches. Moreover, possible advancements in causal rea-
soning could at least partially reduce that limitation.

IV. CONCLUSIONS - THE CHALLENGE

In order to take advantage of large observational dataset
coming, in the context of underdevelopment methodologies
of causal inference from such datasets, propose the following
challenge: can we establish a new standard of evidence and
a study design process that: (1) allows for drawing causal
conclusions from large observational datasets and (2) can
suggest interventions to enforce causal links in these data.

We propose to focus on Personal Monitoring Devices, at
least in the beginning. Large portion of population is already in
possession of such device, data are already collected (though
in proprietary systems) and causal analysis has potential to
lead to meaningful health and well-being recommendations
both on individual and societal level.

Based on the existing literature we suggest that the start-
ing point should be causal inference based on time series
properties as preliminary explored in, e.g., aforementioned
Google’s library CausalImpacts, possibly in combination with
some formal causality formulation method, such as Pearl’s Do-
Calculus [22].

These developments could later also be applied wider to
smart technologies and observational data, but we think that
proposed initial limitation to would in fact stimulate faster
development of an accepted methodology.
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Abstract—Several problems related to work reliability appear
while building service-oriented systems. The first problem con-
sists in lack of static typing and lack of inter-service data type
checking. The second one consists in high services connectivity.
The article shows an example of strong and static polymorphic
type system and a type check algorithm. Type system syntax and
service-contract concept are described. Theoretic results were
realized in a service form and were applied in practice in a real
system, which improved its reliability. Also, technical realization
decreased services connectivity which promoted system quality
increase.

I. INTRODUCTION

ADEVELOPMENT of convenient multi-logic systems
bases often on service or microservice oriented architec-

tures (SOA). SOA means that application logic is divided into
several self-sufficient components, providing separate tasks
realization [8]. Every component has the single responsibility.
The advantages of SOA are simplified maintenance, indepen-
dence of single technology or programming language. Every
logic change requires modifying only in-component realization
and implementation of the current external interface.

However, SOA has also disadvantages, an inequality of
providing and using interfaces and type checking in the whole
system [5]. Various frameworks and approaches suggest the
ways of system decomposition but don’t suggest any ways
of types consistency statically checking. Building analogy
from dynamic-typing language this fact leads to in-production
system instability increase.

RPC-frameworks like Google Protobuf or Apache Thrift
partially solve static type checking by providing client and
server code generation based on API definition. Mentioned
solutions allow ensuring at development stage that client
and server would use the identical protocol. However code
generation becomes less trivial while using JSON/XML-PRC,
REST or using event-driven architectures.

Next problem is less critical. Detection of outdated API
usage can be nontrivial in complex systems with various
components. Lack of automatized control over API usage leads
to possibility of important component disabling. The real case
is that an outdated service A provides statistics collecting once
per month by some mailing service. Logs analysis proves that
there were no API calls during last 3 weeks that’s why the
service can be disabled.

Finally, we have 2 main problems:
• the absence of strong type system with static checking

for SOA that leads to potential stability decrease

• the absence of dependency control for SOA leading
to possible breaking system in runtime after disabled
outdated APIs

Therefore the main goal of this research is to increase
stability of SOA-based systems and decrease runtime errors.

There are two stages to reach the goal:
• improve the existing approach to service API typification

to statically check types
• develop service that should control API dependencies in

the SOA system
Much of the work presented here is connected with the

description of a new tool providing the achievement of
formulated goals. New service purpose is close to service-
discovery systems purpose: to detect suitable components over
the network automatically [4]. The main objective of the new
service is checking of type consistency for providing and using
API definitions. We call it “contract discovery”.

The next section defines the proposed type system and type
checking algorithm to be realized in contract discovery service.
Section 3 surveys the concept of contract and how contract-
discovery service provides client to service linking. Section
4 describes our contract discovery service realization details.
Section 5 illustrates our experience of application such service
to the real microservice-oriented event-driven system.

II. TYPE SYSTEM

Data can be encoded with custom binary or text format: with
XML or JSON while interoperation. Encoded data satisfies
restrictions of communication protocol: SOAP, XML-RPC
(XML); REST, JSON-RPC (JSON); Protobuf, Thrift (binary)
and so on. APIs based on the communication protocols can
be described with formal specifications: WSDL for SOAP,
OpenAPI for REST, etc. Event-driven SOA usually uses JSON
as a data format and JSON Schema standard for validating and
describing data structures.

All mentioned protocols are limited by using simple (inte-
ger, boolean, etc.) or complex (arrays and records) types [7][9].
For example, simplified JSON Schema type system [1] can be
expressed as presented at the figure 1.

Described grammar is simplified because it does not cover
complex predicates containing boolean logic. Also, the gram-
mar does not cover specific type formats.

According to standardization and popularity we took JSON
Schema as a base for our type system. To improve compati-
bility of services we suppose the described type system to be
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〈t〉 ::= 〈arr〉 | 〈obj〉 | 〈num〉 | 〈str〉 | boolean | 〈p〉 〈t〉
〈arr〉 ::= {〈t〉} | 〈ap〉 〈arr〉
〈ap〉 ::= additionalItems | maxItems | minItems

| uniqueItems | contains

〈obj〉 ::= 〈t〉 〈t〉 | 〈op〉 〈obj〉
〈op〉 ::= maxProperties | minProperties | required

| properties | patternProperties
| additionalProperties | dependencies
| propertyNames

〈num〉 ::= integer | real | 〈np〉 〈int〉
〈np〉 ::= multipleOf | maximum | minimum

〈str〉 ::= string | 〈sp〉 〈str〉
〈sp〉 ::= maxLength | minLength | pattern

〈p〉 ::= const | enum

Fig. 1. Simplified grammar of JSON Schema

structural one [2]. This statement allows us to assert that B is
a subtype of A in A <: B if for every future from A can be
found equal one from B (1). We assert that types predicates
are equal if their names and parameters conform. An induction
rule is used to specify the subtype with predicates relation (2).

Γ ⊢ A

Γ ⊢ B

Γ ⊢ A <: B (1)

Γ ⊢ AP1 Γ ⊢ BP2 Γ ⊢ P1 = P2

Γ ⊢ AP1 <: BP2
(2)

Finally, we did not change JSON Schema syntax for com-
patibility with existing software purposes.

A. Algorithm of subtype checking

Our type checking algorithm 1 verifies that every field
from the type A is equal to the same one from the type B.
Record type.p returns all predicates from the type type. Code
type2[field] takes from type2 subfield with the name field
and code type2.f takes all fields from type2. The algorithm
does not try to analyse predicates, it just checks identity of the
name and the parameter. Types of the JSON Schema object
are checking recursively. List of subtype required fields must
be equal to the parent type one.

III. DESCRIPTION OF CONTRACT CONCEPT

We introduce the concept of a contract to describe commu-
nication between services. Service contract is an analogue of
communication specification which describes one remote call
or one session of information transfer. List of contracts forms

Algorithm 1 Type checking
Require: type1, type2
subtype← true;
if type1 is scalar then

subtype← type1! = type2||type1.p! = type2.p;
else {type1 is object}

for all type1.f do
subtype← subtype&&self(type1.f, type2[type1.f ]);

end for
end if

regular communication protocol (like OpenAPI or WSDL) if
every item of the list is provided by the same service or the
same endpoint.

Interoperation of services divides into two categories: a
synchronous and nonsynchronous one. The synchronous com-
munication (RPC, REST) requires a protocol to define the way
of call, the way of response and optionally an error definition.
Custom protocols can specify complex sequences of data
units passing to inter-service channel. The nonsynchronous
one (event-driven design) requires a protocol to define only
type of transmitting data.

In order to level differences between the methods we define
contract as a sequence of message types. Thus HTTP call
would be a chain of two messages while an event would be the
chain consisting of the one element. A contract also contains:

• an endpoint of service which provides contract realization
(provider)

• an address to check the contract provider urgency
• a direction of every chain unit - is the message incoming

or outgoing for provider
In opposite to provider of contract, the user one claims that

a service needs any provider to work correctly. User contract
has the same format as the provider one but does not specify
endpoint. User contracts ensure that the system’s services have
all dependencies and work correctly.

User contract is compatible to provider contract if the chains
of the first one occur to be subtypes of the second one. This
means that if A <: B is valid judgement than provider takes
type A at input when client can call it with type B. The
provider service must be ready for input data with type B
and must process it like data with type A.

A. Description of conceptual contract discovery service

Services must declare their requirements themselves be-
cause they contain all related API information. There are two
targets for pushing declarations:

• all other services (e.g. broadcast notification)
• central service delegated to manage contracts
Notification of all other services requires broadcast mes-

saging and storing information about the whole system in
each one. Moreover, broadcast notification would require
implementation of type and contract checking in every service.
Therefore central control is preferable.
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Services which collect information about system compo-
nents, provide their addresses and watch for their state are
called “service discovery”. Since our tool manages contract
providers we call it “contract discovery” service. Prospective
realization must have following features:

1) register contract provider
2) register contract user
3) watch for providers and users to be alive
4) deliver on demand information about contract providers

for contract users
5) verify that all dependencies are resolved and show

dependency problems
6) warn after disabling all providers of the contract that is

still used
Providers send information to the service at their startup

moment or at their deploy moment. Users get their dependen-
cies also at the start by registering their dependencies or by
separate call.

IV. REALIZATION AND TESTING

We implemented the first version of the contract discovery
service as a proof-of-concept PHP daemon built on top of
ReactPHP [6]. The daemon was used within a test suite
containing stub services. After proving the idea we made
the second realization with Golang. Service implements all
requirements and all described functions. Daemon registers
contract providers and users, performs regular alive checks
and type checking.

We used described service for managing dependencies and
for type checking in existing event-driven system. Services in
this system register their contracts at their start. They also gain
their own requirements via contract discovery. While services
use message broker and do not expect any result of the call all
registered contracts consist of no more than one schema. Users
obtain routing keys for dispatching messages from matched
provider contracts.

Though the proposed approach does not suppose improve-
ment of some specific algorithm or data passing technique we
have no ability to present any numeric metrics. However, after
registering automatization had been made we noticed that the
process of adding new services to the system became easier.
Advances that we found are:

• inter-service integration became easier as the result of
inter-service strong typing - service would not start while
dependencies are not resolved

• contract-first development makes positive influence on
service building speed

• developers do not need to keep track of the service
dependencies in configuration

We also noticed several complicities:
• maintenance of all types consistency is complicated -

there is no one place to store all actual contracts. Contract
discovery stores only registered at present time items.

• lack of information about actual data routes
• all system depends on the central component
• since contract discovery checks only online services it

does not provide real static type system

V. CONCLUSION AND THE FUTURE WORK

As the result we have replaced direct static services linking
with detection of the most suitable contract provider. This kind
of interaction allows us to ensure that enabled service would
work correctly and have all required dependencies. Also usage
of strong polymorphic typing allows us to ensure that APIs of
interacting services are compatible. Contract discovery service
ensures that a system does not have any dependency problems
at the moment.

From the other side presented approach sophisticates control
over the current interaction of the system components. It also
does not provide real static type checking for the communi-
cation of the elements.

Finally we did not gain the main goal: we did not strongly
increase stability of the system.

Therefore we have new ideas on how to provide strong
control over the services interaction. We suggest to specify
all data types in a single file or project with a description of
whole services communication design. Moreover such defini-
tion is expected to resemble a source code on any functional
programming language and can also introduce instructions for
deploying services. We expect that such source code would be
assembled into container configuration files and the translator
would perform static type checking. The concept that we
are developing now recalls behavioural and session types [3].
Replacing dynamic contract discovery with service definition
compiler would save listed advantages and decrease described
disadvantages.
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 
Abstract—The article presents research on the automatic 

whispery speech recognition. The main task was to find 

dependences between a number of triphone classes (number of 

leaves in decision tree) and the total number of Gaussian 

distributions and therefore, to determine optimal values, for 

which the quality of speech recognition is best. Moreover, it was 

found, how these dependences differ between normal and 

whispery speech, what was not done earlier, and this is the 

innovative part of this work. Based on the performed 

experiments and obtained results one can say that the number 

of triphone classes (number of leaves) for whispered speech 

should be significantly lower than for normal speech. 

I. INTRODUCTION 

HISPERS are relatively rarely used in comparison to 
normal speech. Usually people whisper in specific 

environment or during private communication [1]. However, 
for persons after laryngectomy operation, the whispered 
speech is the only way to communicate with others without 
special prosthesis [2].  

The largest companies (such as Microsoft or Apple) are 
interested in whispered speech recognition [3]-[4], and also 
in military domain one of research directions is focused on 
Automatic Speech Recognition (ASR) systems [5]-[6].  

One can find studies on ASR systems for whispered 
speech [7], even a whispering speaker identification [8]; 
however, there is still very little research in this area. And 
even if some studies are provided about whispered speech, 
very small corpora are used (in latter two references corpora 
contain less than 500 sentences in sum). 

In this paper the authors were focused on the acoustic 
model training. The most common approach, in which 
Gaussian Mixture Models (GMMs) are used for Probability 
Density Functions (PDFs) of features vector values 
modeling, was taken into account; however, one can find 
also other approaches, such as Decision Tree-based Acoustic 
Models (DTAM), in which decision trees are used instead of 
of GMMs [9].  

                                                           
 This work was not supported by any organization 

The research task of this paper was to find the optimal 
value of Gaussian distributions for the given number of 
leaves, and the optimal number of triphone classes for given 
number of Gaussian distributions simultaneously. Moreover, 
the differences between normal and whispery speech were 
investigated, because such research has not been performed 
before. 

In the second section, one can find a description of 
software which was used during studies. Information about 
operation principle of automatic speech recognition are 
given in Section III. Section IV contains details about speech 
corpus, which was used in research. In fifth section, one can 
find description of quality index and obtained results. In the 
last section, drawn conclusions are presented. 

II. USED SOFTWARE – KALDI 

During studies the Kaldi toolkit [10] was used, which 
contains scripts and programs for speech recognition task. 
This software is available under Apache v2.0 license, is easy 
to change and is still being developed. In Kaldi, two external 
libraries are used, i.e. BLAS/LAPACK for linear algebra 
calculations (library is available on the website 
www.netlib.org) and OpenFST [11]. The latter is used due to 
the fact that in Kaldi Finite State Transducers (FSTs) are 
used as representation of most of data [12]. 

Moreover, SRILM package [13] and Sequitur [14] 
programs were used. The first one was used for Language 
Model (LM) preparation (including Witten-Bell smoothing 
[15]) – it contains information, how .  

The second one was used for graphemes-to-phonemes 
(G2P) conversion – the tool is language independent. The 
studies were performed for Polish, hence the G2P model was 
trained (based on the International Phonetic Alphabet – IPA 
– pronunciation available in Wiktionary). Extended SAMPA 
notation [16]-[17] with 39 phonemes was used instead of 
SAMPA notation with 37 phonemes [18]. For comparison, 
there are 55 phonemes in Russian and 49 phonemes in 
American English [19]. 

SAMPA (Speech Assessment Methods Phonetic 
Alphabet) is a standard for describing specific phonemes 

W 
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(and allophones) by signs from 7-bit ASCII. In this approach 
it is assumed that there are 37 phonemes (sounds) in Polish.  

Extended SAMPA notation was proposed by authors to 
improve speech recognition of Polish, hence that standard 
was used in performed research. Differences between 
SAMPA and Extended SAMPA notations are presented in 
Table I (for whole list of Polish phonemes see [16] or [20]). 

III. AUTOMATIC SPEECH RECOGNITION 

The main task of ASR systems is to decode the most 
probable word sequence (or only word, if isolated words are 
recognized instead of continuous speech), based on the audio 
signal with speech. The audio signal is divided into very 
short (usually 16-25 ms [21], but 25 ms default value was 
used) overlapping parts (the frame shift default value was 
equal to 10 ms), so called frames. From each frame, a feature 
vector is obtained – for Mel Frequency Cepstral Coefficients 
(MFCC) it is usually 13 values (twelve based on windowing, 
FFT, Mel scaling and DCT transformations and 13-th – 
signal energy). Next, first and second derivatives are 
calculated (∆+∆∆) obtaining 39 MFCC features.  

Each feature vector is associated with i-th signal frame 
and is treated as observation oi. The whole recording is a 
sequence of such observations O={o1, o2, ..., oM}. Among all 
possible utterances (word sequences) w one must find the 
most likely sentence, and it can be written as 
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where p(w|O) is a posterior PDF, which must be maximized, 

p(w) is the prior PDF, which informs, what is the probability 
that sentence w occurs, p(O|w) is the conditional probability 

that word sequence w occurs for observations O, and ŵ  is 

the most probably words sequence. 
The whole ASR model is constructed as the Hidden 

Markov Model (HMM), in which each state is associated 
with some phoneme (or triphone). Based on the subsequent 
observations, ASR system should estimate sequence of these 
states, and this can be solved using the Viterbi algorithm 
[22].  

The prior probability p(w) is represented by the LM in 
ASR model. Similarly, Acoustic Model (AM) represents 
probability p(O|w). Therefore, one can see that appropriate 
LM and AM are fundamental for good ASR working. 
Language model contains information about “word 
connections”, one can say “grammar” of specific language. 
Very helpful may be corpus which contains a huge number 
of works (articles, novels, poems, blog entries, etc.), e.g. 
[23]. However, in practice, only utterances available in 
speech corpus are taken into account.  

Preparation of LM is relatively fast. Much more difficult 
is AM training. Acoustic model is also constructed in HMM 
form; hence, transition probabilities are calculated during 
training, but also probabilistic distributions associated with 
specific states (triphones) must be estimated. These 
distributions are usually represented by the Gaussian mixture 
models; however, one can find also other approaches [9]. 
GMM is a distribution which is created from the 
combination (addition) of two or more Gaussian 
distributions. 

The all states (associated with triphones – three 
consecutive phonemes) are clustered and not all possible 
triphones are modeled. It does not mean that different states 
are treated as the same, but at this processing stage few (or 
dozen) triphones from the same class are unrecognizable. 
Based on the lexicon or LM a specific triphone will be 
recognized later. In Kaldi toolkit this classification is done 
by the Decision Tree (DT), i.e., one specific class is chosen 
based on the series of comparisons (which parameters are 
compared and boundary values are chosen during AM 
training). 

The size of DT (number of classes) and the whole number 
of Gaussian distributions (each GMM, which described one 
class, is composed of few or dozen ones) are the main two 
parameters in AM training in Kaldi. 

IV. SPEECH CORPUS 

The authors were focused on the Automatic Whispery 
Speech Recognition (AWSR), and hence a specific speech 
corpus was needed. However there are very few of databases 
with whispery speech. One of such is CHAINS corpus [24] 
which contains about 1200 sentences in whisper. The second 
available corpus – Audiovisual (AVW) [25] contains over 
1300 whispered sentences. Unfortunately, both are too small 
for AWSR research. 

TABLE I. 
DIFFERENCES BETWEEN SAMPA AND EXTENDED SAMPA 

NOTATIONS [16] 

SAMPA Ext. SAMPA Word in  

Polish notation transcription notation transcription 

typ I t I p y t y p 

gęś e~ g e~ s’ – – 

wąs o~ v o~ s – – 

kat k k a t k k a t 

gen g g e n g g e n 

kiedy – – c c j e d y 

giełda – – J J j e w d a 

cyk ts ts I k t^s t^s y k 

dzwon dz dz v o n d^z d^z v o n 

czyn tS tS I n t^S t^S y n 

dżem dZ dZ e m d^Z d^Z e m 

ćma ts’ ts’ m a t^s’ t^s’ m a 

dźwig dz’ dz’ v i k d^z’ d^z’ v i k 

ciąża – – w~ t^s’ o w~ Z a 

więź – – j~ v j e j~ s’ 
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The largest corpus with whispery speech, which was used 
in [26], contains about 14,000 whispered sentences and 
theoretically could be used in AWSR task; however, this is 
Japanese corpus, and in such languages like Mandarin or 
Japanese it is important to model the accent, which can 
change the word meaning [27]. 

Due to the lack of required database, the authors decided 
to prepare corpus with Polish (normal and whispered) speech 
(see Table II, and for comparison also older version of 
corpus is described in Table III). The sentences come mainly 
from Andersen’s fairy tales (like “The Toad”, “The 
Nightingale”, “The Ugly Duckling”); however, one can find 
also fragments from Grimm brothers’ fairy tales. 

All utterances were recorded in 48 kSps sampling rate and 
16-bit quantization depth. Every speaker (there are over 50 
different speakers) recorded sentences on his/her own 
device, so the recordings quality widely vary between 
speakers. 

V. EXPERIMENTS AND RESULTS 

All experiments were repeated two times for different test 
speakers group (the choice of testing speakers was widely 
described in [28]) and presented results are mean values. 
Each time ASR system was trained on recordings from all 
speakers (except the testing ones). 

The quality of speech recognition is described by the 
Word Error Rate (WER) index 

 %100
SubsInsDel

WER ⋅
++

=
uttN

, (2) 

where Del is the number of deletions (cases where word 
from reference is not present in output sentence), Ins is the 
number of insertions (cases where word in recognized 
sentence does not occur in reference), Subs is the number of 
substitutions (cases where one word from reference is 
confused with another one from output sentence), and Nutt is 
the number of words in a reference sentence. The sum in 
numerator is a minimum edit distance on words between 
obtained output from ASR system and the reference 
utterance [12]. 

The lexicon was extended from 5,000 words, which occur 
in speech corpus, to 50,000 words to obtain large vocabulary 
ASR system (based on the classification in [29]). It was done 
by adding new sentences during LM creation. Moreover, the 
differences in results and directions of changes are better 
visible for higher WER level. 

During research the AM training path mono → tri1 → 
tri2a (designations from Kaldi) was used. The choice was 
dictated by the previous studies [30], where it was concluded 
that this training path provides satisfying speech recognition 
quality and quite short training computation time 
simultaneously.  

The experiments were performed for different number of 
leaves and number of Gaussian distributions in AM training. 
In each case values were the same for tri1 and tri2a steps – it 
was caused by the preliminary research. In both tri1 and tri2a 
steps the same scripts are used, and the only difference 
between tri1 and tri2a is their order. The authors tried to add 
third step tri3a (again – the same script run third time) and 
the impact of leaves number and Gauss number in first two 
runs on speech recognition quality was studied (in all cases 
numbers of leaves and Gauss were the same for third – tri3a 
– step). 

The results of preliminary research showed that only 
parameters in the last step have significant influence on the 
speech recognition quality. Based on this, it was decided to 
set the same parameter values for both tri1 and tri2a steps. 
Obtained results are presented in Fig. 1-4. 

VI. CONCLUSIONS 

Based on the obtained results presented in Fig. 1-2 one 
can see that with increasing the total number of Gaussian 
distributions in AM model the speech recognition quality 
improves. This is caused by better modeling of the 
probability distribution of phones’ features vectors (more 
sum components in GMMs). 

However, for the number of leaves (number of different 
triphones classes – see Fig. 3-4) one can see that there is an 
optimal value, for which WER index is the lowest. For 
normal speech, number of Gaussian distributions should be 
increased together with the number of classes. And the 
default values (2,000 leaves and 11,000 Gaussian 
distributions) are quite good for normal speech (if one wants 
to improve acoustic model, and quality of ASR system at the 
same time, both values should be increased). 

TABLE III. 
PROPERTIES OF THE OLD SPEECH CORPUS (1ST

 VERSION) – ALL THESE 

RECORDING ARE ALSO CONTAINED IN 2ND
 VERSION 

Property Normal 

speech 

Whispered 

speech 

Number of sentences 5,935 5,411 

Number of words 61,964 53,335 

Number of different words 3,556 3,427 

Total recordings length 547.5 min 

(9.1 h) 

548.5 min 

(9.1 h) 

Number of speakers 33 

TABLE III. 
PROPERTIES OF THE USED SPEECH CORPUS (2ND

 VERSION) 

Property Normal 

speech 

Whispered 

speech 

Number of sentences 9,522 8,753 

Number of words 108,038 95,305 

Number of different words 5,094 4,763 

Total recordings length 988.5 min 

(16.5 h) 

942.9 min 

(15.7 h) 

Number of speakers 56 
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On the contrary, in whispery speech one can see the 
difference – the optimal value of decision tree leaves is 
lower in all cases. The default value (2000) should be 
decreased, or the number of Gaussian distributions should be 
greatly increased; however, in all cases, further increase of 
class number has a negative impact on speech recognition 
quality. This is probably caused by the fact that in whispered 
speech there is no more than 2,000 different triphones 
(theoretically it could be 393

≈60,000; however, in whispers 

many phonemes sounds the same). 
In the future research the authors plan to use neural 

networks for whispery speech recognition, and also sharing 
of prepared speech corpus is planned.  
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