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SUMMARY

Nanotechnology is providing a new set of tools to the engineering community to de-

sign nanoscale components with unprecedented functionalities. The integration of several

nano-components into a single entity will enable the development of advanced nanoma-

chines. Nanonetworks, i.e., networks of nanomachines, will enable a plethora of applica-

tions in the biomedical, environmental, industrial and military fields. To date, it is still not

clear how nanomachines will communicate. The miniaturization of a classical antenna to

meet the size requirements of nanomachines would impose the use of very high radiation

frequencies. The available transmission bandwidth increases with the antenna resonant

frequency, but so does the propagation loss. Due to the expectedly very limited power

of nanomachines, the feasibility of nanonetworks would be compromised if this approach

were followed. Therefore, a new wireless technology is needed to enable this paradigm.

The objective of this thesis is to establish the foundations of graphene-enabled electro-

magnetic communication in nanonetworks. First, novel graphene-based plasmonic nano-

antennas are proposed, modeled and analyzed. The obtained results point to the Terahertz

Band (0.1-10 THz) as the frequency range of operation of novel nano-antennas. For this, the

second contribution in this thesis is the development of a novel channel model for Terahertz

Band communication. In addition, the channel capacity of the Terahertz Band is numeri-

cally investigated to highlight the potential of this still-unregulated frequency band. Third,

a novel modulation based on the transmission of femtosecond-long pulses is proposed and

its performance is analyzed.Fourth, the use of low-weight codes to prevent channel errors

in nanonetworks is proposed and investigated. Fifth, a novel symbol detection scheme

at the receiver is developed to support the proposed modulation scheme. Sixth, a new

energy model for self-powered nanomachines with piezoelectric nano-generators is devel-

oped. Moreover, a new Medium Access Control protocol tailored to the Terahertz Band is

developed. Finally, a one-to-one nano-link is emulated to validate the proposed solutions.
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CHAPTER 1

INTRODUCTION

In 1959, the Nobel laureate physicist Richard Feynman, in his famous speech entitled

“There’s Plenty of Room at the Bottom”, described for the first time how the manipula-

tion of individual atoms and molecules would give rise to more functional and powerful

man-made devices. In his talk, he noted that several scaling issues would arise when reach-

ing the nanoscale, which would require the engineering community to rethink the way in

which devices are conceived. More than half century later, nanotechnology is providing a

new set of tools to the engineering community to control matter at an atomic and molecular

scale. At this scale, novel nanomaterials show new properties not observed at the micro-

scopic level. By exploiting these properties, a new generation of nanoscale components

with unprecedented functionalities is being developed.

Amongst many nanomaterials, graphene, i.e., a one-atom-thick layer of carbon atoms

in a honeycomb crystal lattice [92, 38], has recently attracted the attention of the scientific

community due to its unique physical, electrical and optical properties. Indeed, despite

theoretical research on graphene started back in the 19th century, the experimental discov-

ery of graphene in 2004 by Andre Geim and Konstantin Novoselov, which earned them the

Nobel Prize in Physics in 2010, drastically boosted the interest in this unique nanomate-

rial as well as on its derivatives, e.g., graphene nanoribbons (GNRs), which are thin strips

of graphene, and carbon nanotubes (CNTs), which can be analyzed as rolled graphene.

Their unique properties enable the development of new types of nano-processors, nano-

memories, nano-batteries, and nanosensors, amongst others.

The integration of several of these nano-components in a single entity will enable the

development of novel nanomachines. More importantly, similarly to the way in which com-

munication among computers enabled revolutionary applications such as the Internet, by
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means of communication, nanomachines will be able to overcome their limitations and ex-

pand their potential applications [1, 2, 3, 5, 60]. The resulting nanonetworks, i.e., networks

of nanomachines, will be able to cover larger areas, to reach unprecedented locations in a

non-invasive way, and to perform additional in-network processing.

1.1 Applications of Nanonetworks

Nanonetworks are the enabling technology of many long-awaited applications:

• Biomedical applications: The nanoscale is the natural domain of molecules, pro-

teins, DNA, organelles and the major components of living cells [89]. As a result, a

very large number of applications of nanonetworks is in the biomedical field. For ex-

ample, nanomaterial-based biological nanosensors [163] can be deployed over (e.g.,

tattoo-like) or even inside the human body (e.g., a pill or intramuscular injection) to

monitor glucose, sodium, and cholesterol [28, 72], to detect the presence of infec-

tious agents [136], or to identify specific types of cancer [139]. A wireless interface

between these nanomachines and a micro-device, such as a cellphone or medical

equipment, could be used to collect data and to forward it to a healthcare provider.

• Environmental applications: Trees, herbs, or bushes, release several chemical com-

posites to the air in order to attract the natural predators of the insects that are at-

tacking them, or to regulate their blooming among different plantations, amongst

others [49, 50, 109]. Chemical nanosensors [163] could be used to detect the chem-

ical compounds that are being released and exchanged between plants. Nanonet-

works can be build around classical sensor devices which are already deployed in

agriculture fields [4]. Other environmental applications include biodiversity control,

biodegradation assistance, or air pollution control [114].

• Industrial and consumer goods applications: The applications of nanotechnology

in the development of new industrial and consumer goods range from flexible and
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stretchable electronic devices [115] to new functionalized nanomaterials for self-

cleaning anti-microbial textiles [138]. In addition, the integration of nanomachines

with communication capabilities in every single object will allow the interconnection

of almost everything in our daily life, from cooking utensils to every element in our

working place, or also the components of every device, enabling what we define as

the Internet of Nano-Things (see Figure 1) [3]. Moreover, as nano-cameras and nano-

phones are developed, in a more futuristic approach, the the Internet of Multimedia

Nano-Things [60] will also become a reality.

Internet

Nano-node

Nano-router

Nano-micro 

interface

Gateway

Nano-link Micro-link

Intra/Over the body 

Nano-Things

Consumer Electronic 

Devices

Other Nano-Things

Figure 1. The Internet of Nano-Things.

• Military and defense applications: Advanced nuclear, biological and chemical

(NBC) defenses, and sophisticated damage detection systems for civil structures,

soldiers’ armor and military vehicles, are two examples of the military applications

enabled by nanonetworks. For example, a network of nanosensors can be used to

detect harmful chemicals and biological weapons with unprecedented accuracy and

timeliness, in very different scenarios, from the battle-field (e.g., deployed from an
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unmanned vehicle and imperceptible by the human eye) to airport lobbies or a con-

ference room (e.g., contained within the wall paint).

1.2 Nanomachine Hardware Architecture

There are many challenges in the development of autonomous nanomachines. In Figure 2,

a conceptual nanomachine architecture is shown. To the best of our knowledge, fully func-

tional nanomachines have not been built to date. However, several solutions for each nano-

component have been prototyped and tested:

Nano-Srocessor

Nano-antenna
 

Nano-transceiver

Nanosensors

Nano-memory

Nano-Sower Unit
6 μm

2 μm

1 μm

Figure 2. Nanomachine hardware architecture.

• Processing Unit: Nano-processors are being enabled by the development of tinier

FET transistors in different forms. The smallest transistor that has been experimen-

tally tested to date is based on a thin graphene strip made of just 10 by 1 carbon

atoms [110]. These transistors are not only smaller, but also able to operate at higher

frequencies. The complexity of the operations that a nano-processor will be able to

handle directly depend on the number of integrated transistors in the chip, thus, on

its total size.

• Data Storage Unit: Nanomaterials and new manufacturing processes are enabling

the development of single-atom nano-memories, in which the storage of one bit of
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information requires only one atom [10]. For example, in a magnetic memory [102],

atoms are placed over a surface by means of magnetic forces. While these memories

are not ready yet for nanomachines, they serve as a starting point. The total amount

of information storable in a nano-memory will ultimately depend on its dimensions.

• Power Unit: Powering nanomachines requires new types of nano-batteries [59, 133]

as well as nanoscale energy harvesting systems [152]. One of the most promising

techniques relies on the piezoelectric effect seen in zinc oxide nanowires, which are

used to convert vibrational energy into electricity. This energy can then be stored in

a nano-battery and dynamically consumed by the device. The rate at which energy is

harvested and the total energy that can be stored in a nano-device depends ultimately

on the device size.

• Sensing Unit: Physical, chemical and biological nanosensors have been developed

by using graphene and other nanomaterials [51, 163]. A nanosensor is not just a

tiny sensor, but a device that makes use of the novel properties of nanomaterials

to identify and measure new types of events in the nanoscale, such as the physical

characteristics of structures just a few nanometers in size, chemical compounds in

concentrations as low as one part per billion, or the presence of biological agents

such as virus, bacteria or cancerous cells. Their accuracy and timeliness is much

higher than those of existing sensors.

• Communication Unit: The miniaturization of an antenna to meet the size constraints

of nanomachines would impose the use of very high frequencies. This would limit the

feasibility of electromagnetic nanonetworks due to the energy limitations of nanoma-

chines. As we will discuss in Chapter 2, nanomaterials can be used to develop new

types of nano-antennas as well as nano-transceivers, which can operate at much lower

frequencies than miniature metallic antennas. However, these introduce many chal-

lenges for the realization of communication in nanonetworks. This sets the starting

point of this thesis.
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In addition, there are many crucial challenges in the integration of the different compo-

nents into a single device. New methods to position and contact different nano-components

are currently being developed. Amongst others, DNA scaffolding [63] is one of the most

promising techniques. In [63], a procedure to arrange DNA synthesized strands on sur-

faces made of materials compatible with semiconductor manufacturing equipment has been

demonstrated. The positioned DNA nano-structures can serve as scaffolds, or miniature cir-

cuit boards, for the precise assembly of the nano-components.

1.3 Research Objectives and Solutions

Due to the hardware peculiarities of nanomachines and the specific applications in which

they will be used, nanonetworks are not just a miniaturization of classical wireless net-

works. There are several challenges in the realization of this new networking paradigm

that require new solutions and even to rethink some well-established concepts in communi-

cation and network theory. These challenges range from the design of novel nano-antennas,

to the characterization of the electromagnetic frequency band in which nano-antennas will

radiate or the development of tailored communication mechanisms for nanomachines.

The objective of this thesis is to establish the foundations of graphene-enabled electro-

magnetic nanonetworks in the Terahertz Band (0.1-10 THz). The starting point is the devel-

opment of pioneering graphene-based nano-antennas for communication among nanoma-

chines. The developed analytical models and the related work in graphene-based nano-

electronic for RF applications point to the Terahertz Band as the communication band for

nanomachines. Motivated by this result, a novel Terahertz Band channel model is de-

veloped and the channel capacity of the Terahertz Band is investigated. For very short

distances, i.e., much below one meter, the Terahertz Band behaves as a single transmission

window which is almost 10 THz wide. Starting from this result, a new set of commu-

nication mechanisms for nanonetworks is developed. These include a novel modulation,

new channel coding techniques, a novel receiver symbol detection scheme and a medium
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access control protocol for nanonetworks. In addition, a complete energy model for energy-

harvesting self-powered nanomachines is developed to investigate the energy limitations of

perpetual nanonetworks. Moreover, an emulation platform is defined and used to validate

a one-to-one nano-link between two active nanomachines.

In the following sections, the developed solutions within each topic are summarized.

1.3.1 Graphene-based Plasmonic Nano-antenna

The miniaturization of a classical metallic antenna to satisfy the size constraints of a

nanomachine would result in very high radiating frequencies. The available transmission

bandwidth increases with the resonant frequency, but so does the propagation loss. The

expectedly very limited energy of nanomachines would drastically compromise the fea-

sibility of nanonetworks if this approach were followed. In addition, the availability of

compact nanoscale transceivers able to generate and process the signals radiated and de-

tected with the nano-antenna remains uncertain. The properties of novel nanomaterials can

be exploited to enable electromagnetic communication among nanomachines. Indeed, in

the same way that nanomaterials are enabling the development of smaller and faster proces-

sors, higher density memories, or very high accuracy sensors, new types of nano-antennas

and nano-transceivers can be developed, which are more suitable for nanomachines. We

should find the solutions for future nanonetworking challenges by looking at future tech-

nology opportunities, and not at current technology limitations.

The first contribution of this thesis (Chapter 2) is the design, modeling and analysis of

a graphene-based nano-antenna for communication among nanomachines. The proposed

graphene-based nano-antenna exploits the behavior of Surface Plasmon Polariton (SPP)

waves in graphene. Two different approaches are followed to analyze the performance of

the proposed nano-antenna. On the one hand, we develop a transmission line model of the

GNRs, by using the tight-binding approach. Then, we compute the total GNR impedance

and the propagation speed of SPP waves in GNRs. We model the proposed nano-structure

as a resonant plasmonic cavity and compute the resonant frequency for the fundamental
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resonant mode. On the other hand, in a much more complete model, we develop a con-

ductivity model tailored to GNRs, by starting from the Kubo formalism. We then use this

model to analyze the propagation properties of SPP waves in GNRs, namely, the confine-

ment factor and the propagation length, for two types of modes. Finally, we obtain the full

frequency response of the antenna by modeling the antenna as a resonant plasmonic cavity.

1.3.2 Terahertz Band Channel Modeling and Capacity Analysis

Our analysis of the resonant frequency of graphene-based plasmonic nano-antennas as well

as existing related work point to the Terahertz Band as the communication frequency band

for electromagnetic nanonetworks. This still unregulated spectral band spans the frequen-

cies between 100 GHz and 10 THz. The propagation of electromagnetic waves at Terahertz

Band frequencies has several peculiarities. Amongst others, one of the main factors affect-

ing the Terahertz Band communication is the molecular absorption. Molecular absorption

is the process by which part of the electromagnetic energy of a wave is converted into ki-

netic energy in internally vibrating molecules. Terahertz Band radiation is not ionizing, i.e.,

it cannot permanently damage the internal structure of molecules, but it can induce internal

vibrations. From the communication perspective, this results in an additional energy loss,

that further increases the already high propagation loss. As a result, classical channel mod-

els for lower frequency bands (e.g., for the radio frequency or microwave bands), cannot

directly be used for communication in nanonetworks.

The second contribution of this thesis (Chapter 3) is the development of a Terahertz

Band channel model. We use tools from radiative transfer theory as well as the HITRAN

database to obtain formulations for the path loss and molecular absorption noise at Tera-

hertz Band frequencies. In addition, we quantize the potential of the Terahertz Band for

communication by conducting a capacity analysis under four different power allocation

schemes. Our results show how the Terahertz Band channel is drastically impacted by the

presence of water vapor molecules. For short distances or low concentrations of molecules,

the Terahertz Band behaves as a single transmission window, which is almost 10 THz wide.
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This enables very high speed links, e.g., up to a few Tbps, for short range applications. As

the transmission distance or the concentration of molecules increases, molecular absorption

defines a set of transmission windows, which are several GHz wide each. These enable

multi-Gbps links if windows are individually used, but motivates further research for large

scale Terahertz Band communication networks.

1.3.3 Femtosecond-long Pulse-based Modulation

Our channel model and capacity analysis shows as that, for the expected communication

distance in nanonetworks, the Terahertz Band behaves as an almost 10 THz wide window.

This result motivates the development of ultra-broadband modulations able to exploit this

very large bandwidth. However, it is extremely challenging to generate high-power carrier

signals at Terahertz Band frequencies with nanoscale solid-state Terahertz Band sources

at room temperature. On the contrary, very short pulses, which are just one-hundred-

femtosecond long, can be generated with high electron mobility transistors (HEMTs) based

on III-V semiconductor materials [66, 97, 144, 145]. Moreover, pulse detectors based on

the same device technology have also been demonstrated. These pulses are currently be-

ing used in Terahertz Band imaging applications. Consistently with the trends of ultra-low

power, compact-size and ultra-low complexity design in broadband communications, we

look at the potential of impulse-based communication for nanonetworks.

The third contribution of this thesis (Chapter 4) is the development of a pulse-based

modulation and channel access scheme for nanonetworks in the Terahertz Band. The pro-

posed technique is based on the transmission of one-hundred-femtosecond-long pulses by

following an asymmetric On-Off Keying modulation Spread in Time (TS-OOK). We study

the performance of TS-OOK in terms of the achievable information rate in the single-user

and the the multi-user cases. For this, we develop novel stochastic models for the molecu-

lar absorption noise in the Terahertz Band and for the multi-user interference in TS-OOK.

We numerically show that nanonetworks can support a very large number of nano-devices

(thousands of nanomachines) simultaneously transmitting at very high bit-rates each (up to
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several Terabits per second) using the proposed modulation technique.

1.3.4 Low-weight Channel Coding

Channel errors in electromagnetic nanonetworks become frequent due to i) the limited

transmission power of nanomachines, ii) the peculiar behavior of molecular absorption

noise at Terahertz Band frequencies, and iii) multi-user interference among uncoordinated

nanomachines that operate under TS-OOK. However, classical error control mechanisms

might not be suitable for nanonetworks. For example, the very limited energy of nanoma-

chines makes the use of retransmissions not recommended. Similarly, the complexity of

existing channel coding techniques render many of the existing solutions unfeasible for

nanonetworks. This motivates the development of new channel error control techniques.

The fourth contribution of this thesis (Chapter 5) is the study of the performance of low-

weight channel codes for error prevention in nanonetworks. Indeed, rather than ignoring the

channel errors sources and just retransmitting or using classical error correction schemes,

we propose to prevent channel errors from happening by minimizing the generated noise

and interference power. For this, first, we analyze the impact of the coding weight, i.e.,

the average number of logical “1”s in a coded message, on the molecular absorption noise

and the multi-user interference power. Then, we quantize the overhead introduced by using

constant-weight codes. Finally, we analytically and numerically study the achievable in-

formation rate after coding and codeword error rate as functions of the coding weight. We

show the existence of an optimal coding weight for which the achievable information rate

after coding is maximized, which depends on the several network parameters.

1.3.5 Receiver Symbol Detection Scheme

Our proposed one-hundred-femtosecond-long modulation and coding techniques enable

very ultra-broadband communication in the Terahertz Band. However, the detection of

these very long pulses introduce several challenges to classical symbol detection schemes.
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Existing receiver architectures cannot directly be used for the detection of femtosecond-

long pulses, when transmitted at several Gigabits or even Terabits per second. Amongst

others, the assumptions on the shape, energy, duration and emission rate of the pulses as

well as on the channel effects are different for nanonetworks in the Terahertz Band. In

addition, multi-user interference that originates from uncoordinated transmission among

nanomachines may further challenge the proper detection cause a major obstacle for com-

munication in nanonetworks.

The fifth contribution of this thesis (Chapter 6) is the development of a new receiver

symbol detection scheme suited for ultra-short pulse communication over the Terahertz

Band. The proposed symbol detector is based on a Continuous-Time Moving Average

(CTMA) scheme, and can be implemented with a single low-pass filter. This scheme bases

its decision in the received signal power maximum peak after the CTMA. Afterwards, to

decode the symbol, this maximum is compared with a previously defined threshold. We

analyze the performance of this detection scheme in terms of symbol error rate both in

interference-free as well as in interference-limited scenarios.

1.3.6 Energy Modeling for Self-powered Nanomachines

The limited energy that can be stored in nano-batteries poses a major challenge for the

development of useful applications of nanonetworks. For this, novel nanoscale energy

harvesting systems are being developed. One of the most promising technologies to date is

based on the use of piezoelectric nano-generators based on Zinc Oxide (ZnO) nanowires [152,

158]. ZnO nanowires exhibit piezoelectric behavior, i.e., a small amount of charge is gen-

erated at the tips of the nanowire each time that these are bent or released. This charge can

be used to then recharge an ultra-nano-capacitor, after proper rectification. Several proto-

types have already been developed. For the time being, neither an analytical model of such

devices nor the impact of nanoscale energy harvesting on the performance of nanonetworks

has been explored.

The next contribution of this thesis (Chapter 7) is an energy model for self-powered
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nanomachines, which success-fully captures the correlation between the energy harvesting

and the energy consumption processes. The energy harvesting process is realized by means

of a piezoelectric nano-generator, for which a new circuital model is developed which can

accurately reproduce existing experimental data. The energy consumption process is due

to the communication in the Terahertz Band (0.1-10 THz). The proposed energy model

captures the dynamic network behavior by means of a probabilistic analysis of the total

network traffic and the multi-user interference. Our results show even if the Terahertz

Band enables nanomachines to communicate at very high bit-rates, their energy limitations

can drastically reduce their throughput by several orders of magnitude, unless the energy

consumption process and the energy harvesting process are jointly designed.

1.3.7 Medium Access Control Protocol for Nanonetworks

Medium Access Control (MAC) protocols are needed to regulate the access to the channel

and to coordinate concurrent transmissions among nanomachines. Classical MAC proto-

cols cannot directly be used in nanonetworks because they do not capture either the lim-

itations of nano-devices or the peculiarities of the Terahertz Band. In particular, existing

MAC protocols are usually designed for narrow-band systems, in which a very limited

bandwidth is shared by neighboring nodes. However, the Terahertz Band provides a very

large bandwidth, almost 10 THz wide window. Similarly, the use of pulse-based modula-

tions hampers the application of the majority of MAC protocols based on carrier sensing

techniques. In addition, the limited computational capabilities of nanomachines and the

use of energy harvesting systems introduces new constraints for the protocol design.

The next contribution of this thesis (Chapter 8) is the development of a PHysical Layer

Aware MAC protocol for nanonetworks in the Terahertz Band (PHLAME). This protocol

is built on top of the Rate Division Time-Spread On Off Keying (RD TS-OOK), which

is a revised version of our proposed pulse-based communication scheme, and it exploits

the benefits of novel low-weight channel coding schemes. PHLAME is based on the joint

selection by the transmitter and the receiver of the optimal communication parameters and
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channel coding scheme which minimize the interference in the nanonetwork and maximize

the probability of successfully decoding the received information. Moreover, the fluctua-

tions in the energy of the nano-devices are taken into account. We numerically investigate

the performance of the proposed protocol and analyze the impact of several parameters on

the achievable throughput, delay and end-to-end delivery probability.

1.3.8 One-to-one Nano-link Emulation

As mentioned before, integrated nanomachines have not been built to date. As a result,

many of the developed solutions cannot be experimentally validated. However, very ad-

vanced simulation and emulation tools are available and are a great asset for the partial

validation of analytical models.

In this direction, the last contribution in this thesis is the development of a simulation

framework for the emulation of a one-to-one nano-link between two nanomachines. In

particular, first, the proposed graphene-based nano-antennas are implemented in COMSOL

Multi-physics [19]. The dynamic conductivity model developed in this thesis is used to

define the graphene material in COMSOL. Second, the channel between two nano-antennas

is also emulated in COMSOL. The medium properties are incorporated in the simulation

platform by means of the medium absorption coefficient. Ideal antennas are considered

first in order to separate the channel effects from the nano-antenna effects. Afterwards,

two graphene-based nano-antennas are used to establish the Terahertz Band link. Finally,

COMSOL Multi-physics is linked with Matlab by means of LiveLink. This allows us to

define the signals that we want to radiate according to our proposed modulation and channel

coding schemes.

1.4 Organization of the Thesis

The thesis is organized as follows. In Chapter 2, the graphene-based plasmonic nano-

antenna is proposed, modeled and analyzed. First, the working principle of the antenna is

presented. Then, two different methodologies are used to analyze its frequency response,
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namely, the transmission line model and the dynamic conductivity model.

In Chapter 3, the Terahertz Band channel model is developed, by using radiative trans-

fer theory to obtain formulations for the total path loss and molecular absorption in the

Terahertz Band. In addition, the channel capacity is investigated for four different power

allocation schemes.

In Chapter 4, the femtosecond-long pulse-based modulation and channel access scheme

for nanonetworks is proposed. Its performance its analyzed in terms of achievable infor-

mation rate both for the single-user case and the multi-user case. Novel stochastic models

of molecular absorption noise and interference are also developed.

In Chapter 5, the low-weight channel coding technique for error prevention in nanonet-

works is developed. First, the impact of the coding weight on the noise and the multi-user

interference power is analyzed. Then, the performance of low-weight codes is analytically

and numerically investigated.

In Chapter 6, the receiver symbol detection scheme to support the proposed pulse-based

modulation and coding techniques is developed. First, the functioning and potential imple-

mentation of the CTMA-based detection mechanism is presented. Afterwards, the per-

formance of the proposed scheme is analyzed in interference-free and interference-limited

scenarios.

In Chapter 7, the joint energy harvesting and energy consumption model for perpetual

nanonetworks in the Terahertz Band is developed. First, an analytical model of novel piezo-

electric nano-generators developed and the energy consumption due to communication is

quantized. Afterwards, the two processes are jointly analyzed.

In Chapter 8, the physical layer aware MAC protocol for nanonetworks is presented.

Its performance is numerically analyzed in terms of energy consumption, end-to-end delay

and throughput, by making active use of the developed channel, noise and interference

models for nanonetworks in the Terahertz Band.

In Chapter 9, the multi-physics emulation framework is presented. Its implementation is
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explained in detail. First, the validation of the nano-antenna and the Terahertz Band channel

model is performed separately in COMSOL. Afterwards, the integration of COMSOL and

Matlab is explained and the complete nano-link is emulated.

Finally, in Chapter 10, the research contributions are summarized and future research

directions are identified.

15



CHAPTER 2

GRAPHENE-BASED PLASMONIC NANO-ANTENNA FOR
TERAHERTZ BAND COMMUNICATION

The first step towards enabling electromagnetic communication among nanomachines is

the development of antennas suited for the expected size of nanomachines, i.e., from a few

nanometers up to a few micrometers at most. In this chapter, we first motivate the use of

graphene to develop nano-antennas and review the existing related work. Then, we propose

a novel graphene-based nano-antenna design, which exploits the behavior of SPP waves

in GNRs. We follow two different approaches to analyze the frequency response of the

proposed nano-antenna. First, we develop a preliminary model based on the transmission

line properties of GNRs and obtain the propagation speed of SPP waves in GNRs. We then

use this model to obtain the fundamental resonant frequency of the proposed plasmonic

nano-antenna. Second, we develop a much more complete model by starting from the

dynamic complex conductivity of GNRs and obtain the propagation constant of SPP waves

in GNRs. Similarly, we then use this model to obtain the antenna frequency response.

2.1 Motivation and Related Work

The miniaturization of a classical metallic antenna to meet the size requirements of nanoma-

chines would impose the use of very high radiation frequencies. For example, a one-

micrometer-long dipole antenna would resonate at approximately 150 THz. The available

transmission bandwidth increases with the antenna resonant frequency, but so does the

propagation loss. Due to the very limited power of nanomachines [152], the feasibility

of nanonetworks would be compromised if this approach were followed. In addition, it

is not clear how a miniature transceiver could be engineered to operate at these very high

frequencies. Moreover, intrinsic material properties of common metals remain unknown at

the nanoscale [15, 46] and, thus, common assumptions in antenna theory, such as the ideal
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perfect electric conductor (PEC) behavior of the antenna building components, might not

hold in this realm.

Alternatively, the unique properties of nanomaterials can be exploited to develop novel

miniature antennas and transceivers which are expected to operate at much lower fre-

quencies. Amongst others, graphene has recently attracted the attention of the scien-

tific community due to its unique electrical and optical properties. The interaction of

EM radiation with graphene and its derivatives, i.e., CNTs and GNRs, differs from that

with conventional metals. For example, the complex dynamic surface conductivity of

graphene-based nano-structures has been thoroughly investigated in many recent works

for DC as well as for frequencies ranging from the Terahertz Band to the optical spectral

band [30, 126, 105, 43, 44, 34, 33]. In particular, it has been shown that it drastically

changes with the dimensions or the chemical potential. For example, the infrared surface

conductivity of infinitely large two-dimensional graphene sheets at zero chemical potential

has been found to be essentially independent of frequency and equal to σ0 = πe2/2h ≈ 10−4

S, where e refers to the electron charge and h refers to the Planck constant. More interest-

ingly, it has been recently shown that the lateral confinement of electrons in semi-finite-size

GNRs enhances the surface conductivity of graphene in the Terahertz Band [52, 119].

Resulting from its peculiar surface conductivity, it has been theoretically and exper-

imentally shown that graphene nano-structures support the propagation of SPP waves at

frequencies in the Terahertz Band [53, 29, 142, 84, 68, 61, 90]. SPP waves are confined

EM waves coupled to the surface electric charges at the interface between a metal and

a dielectric material. Many metals support the propagation of SPP waves, but usually at

very high frequencies (e.g., near-infrared and optical frequency bands). In addition, the

propagation of SPP waves even on noble metals, which are considered the best plasmonic

materials [156], exhibit large Ohmic losses and cannot be easily tuned. On the contrary,

SPP waves on graphene have been observed at frequencies as low as in the Terahertz Band

and, in addition, these can be easily tuned by material doping.
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Starting from these properties, a few nano-antenna designs have been proposed. In [15],

a mathematical framework to analyze the performance of CNTs as nano-dipole antennas

was developed, by obtaining the transmission line properties of CNTs. In [46], the fre-

quency response and radiation efficiency of CNT-based nano-dipole antennas was com-

pared to those of classical metallic thin-wire nano-dipole antennas. The main outcome

from these two analyses is that the propagation of EM waves in CNT-based nano-dipole

antennas is governed by the behavior of SPP waves in CNTs and, thus, the EM-wave prop-

agation speed in CNTs can be up to one hundred times below the EM-wave propagation

speed in the free-space. As a result, the resonant frequency of CNT-based nano-dipole

antennas can be up to two orders of magnitude below that of a conventional antenna.

The possibility to operate at much lower frequencies relaxes the energy and power re-

quirements for the nanomachines. However, due to the mismatch between the EM-wave

propagation on CNTs and the EM-wave propagation in the free space, the radiation effi-

ciency of CNT-based nano-dipole antennas can be very low. Moreover, the input impedance

of CNT-based nano-dipole antennas is in the order of the quantum contact resistance (i.e.,

several kΩ), which can drastically increase the losses in the interconnection of the nano-

antenna with its driving circuitry. Similar results were discussed in [127, 88]. More re-

cently, in [100] the authors provided a time-domain analysis of CNT-based nano-dipole

antennas when transmitting very short pulses. Their simulation results are consistent with

the aforementioned works, which were all conducted in the frequency domain.

The propagation of EM waves on infinitely large graphene sheets has been thoroughly

analyzed [85, 86, 47, 48]. However, little research has been conducted on EM propaga-

tion in finite size GNRs, which is what is mainly needed for the design of a nano-antenna.

In [23], the propagation of EM waves on GNRs was measured. The main outcome of

this study is that the same quantum phenomena that affect the propagation of EM waves

in CNTs still hold for GNRs and, moreover, can be easily tuned by modifying the GNR

edge structure and width. In addition, the planar nature of GNRs, when compared to the
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cylindrical structure of CNTs, simplifies their integration with other nanomachines compo-

nents such as the transceiver. All these motivate the further investigation of graphene-based

nano-structures as novel nano-antennas for EM communication among nanomachines.

2.2 Working Principle

The conceptual design of the proposed graphene-based plasmonic nano-antenna is shown

in Figure 3. The nano-antenna is composed of a GNR (the active element), mounted over a

metallic flat surface (the ground plane), with a dielectric material layer in between, which

is used both to support the GNR as well as to change its chemical potential by means

of material doping. In the complete model, an ohmic contact or a mechanism to feed

the antenna is necessary. However, the design of adequate feeding mechanisms for nano-

antennas remains an open challenge and is outside of the scope of this work.

x!

y!

z!

W

L!

h!

Figure 3. Proposed GNR-based nano-patch antenna.

The working principle of the proposed plasmonic nano-antenna is as follows. For sim-

plicity, we explain first the device functioning in reception. Consider an incident EM plane

wave, ~Einc, given by

~Einc (z, t) = E0ei(−k1z+ωt)α̂, (1)

where E0 is the field amplitude, k1 is the propagation constant in medium 1 (above the

GNR), −z is the propagation direction (perpendicular to the GNR, see Figure 3), ω is the
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angular frequency, t stands for time and α = x, y is the wave polarization. When ~Einc

irradiates the antenna, it excites the free electrons on the graphene layer. At the interface

between the graphene layer and the dielectric material layer, SPP waves are excited. The

propagation properties of the SPP waves depend on the size, temperature and chemical

potential of the GNR. By exploiting the high mode compression factor of SPP waves in

GNRs, novel graphene-based plasmonic nano-antennas can be developed.

Similarly, according to the antenna reciprocity theorem [8], the behavior of the nano-

antenna in transmission can similarly be explained as follows. Consider a time-varying

electric current, ~J,

~J (z, t) = J0eiωtδ (z − h) α̂ (2)

where J0 is the current amplitude, ω is the angular frequency, t stands for time, δ stands

for the Dirac delta function, h is the z coordinate of the GNR, i.e., the separation between

the ground plane and the GNR itself, and corresponds to the feeding point (see Figure 3),

and α = x, y is the current direction. When ~J excites the graphene layer, an SPP wave is

generated at the interface with the dielectric material layer. If the length of the graphene

patch corresponds to integer number of half plasmon wavelengths, λspp, the plasmonic an-

tenna resonates, and the antenna radiated EM field is maximized. Ultimately, the frequency

response and efficiency of nano-antennas depends on the properties of SPP waves, which

on their turn depend on the electrical properties of the GNRs.

Plasmonic nano-antennas differ largely from classical metallic antennas. The main

differences between plasmonic nano-antennas and metallic antennas are summarized as

follows:

• Finite Complex Conductivity: In classical antenna theory, a common assumption

is to model the material of the antenna building components as Perfect Electrical

Conductor (PEC), i.e., as a material with infinite conductivity, σPEC → ∞. This

assumption simplifies the analytical study of the antenna by forcing the field inside

the antenna ~Ein to be zero. If the field were non-zero, the current inside the antenna
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would tend to infinite, ~Jin → ∞, as defined by the Ohm’s law. Since infinite cur-

rents are not allowed, ~Ein is required to be zero. On the contrary, a finite complex

conductivity is required for the propagation of SPP waves, as will be shown in Sec-

tion 2.4. Moreover, this conductivity drastically changes with the temperature, size

or chemical potential of the material.

• Plasmonic Current Wave: In classical antenna theory, the electrical current wave

traveling along a PEC antenna propagates at the speed of light in vacuum c0 with

wave vector k0. On the contrary, the electrical current wave traveling along a plas-

monic antenna propagates at the much lower SPP wave propagation speed with wave

vector kspp. Moreover, it is analytically proven in [25], that a plasmonic nano-antenna

cannot support an additional current which propagates with k0. This much slower

propagation of the current wave is what allows the reduction of the physical antenna

size in accordance with the SPP wave compression factor, as will be shown in Sec-

tion 2.4.2. The wave vector of SPP waves depends strongly on the type of SPP modes

and the size and chemical potential of the plasmonic nano-structure.

As a result of these two main differences, many other implications affect the design of plas-

monic nano-antennas. For example, in classical antenna theory, when considering PEC ma-

terials, the resonant frequency of the fundamental dipole antenna depends only its length.

However, for a plasmonic antenna, the resonant frequency of a nanowire-based dipole an-

tenna, depends also on the temperature, chemical potential or radius of the wire, due to the

impact of these parameters in its conductivity [25]. This can be extrapolated to other types

of plasmonic nano-antennas [32, 73, 79].

In this remainder of this chapter, we analytically and numerically model the proposed

graphene-based plasmonic nano-antenna. We follow two different methodologies to ana-

lyze the frequency response of the proposed plasmonic nano-antenna. First, we compute

the transmission line properties of GNRs and obtain the SPP wave propagation speed (Sec-

tion 2.3). We then use this magnitude to obtain the fundamental resonant frequency of the
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antenna. Second, in a much more complete analysis, we develop a novel complex con-

ductivity model for GNRs and use this model to investigate the propagation constant of

SPP waves in GNRs (Section 2.4). Similarly, we then utilize this magnitude to obtain the

frequency response of the proposed graphene-based plasmonic nano-antenna.

2.3 Transmission-line-based Analysis

In this section, we model the proposed graphene-based plasmonic nano-antenna starting

from the transmission line properties of GNRs, which are obtained by means of tight-

binding modeling. Two types of GNRs are considered in our analysis according to their

edge structure, namely, zigzag GNRs (ZGNRs) and armchair GNRs (AGNRS) (Figure 2.3).

First, the electronic band-structure of GNRs is obtained. Then, the quantum resistance,

quantum capacitance, kinetic inductance and total line impedance of GNRs are computed

as functions of the GNR edge, width and chemical potential. Second, starting from these,

we compute the SPP-wave propagation speed in GNRs. Finally, the antenna frequency

response is obtained by modeling the nano-structure as a resonant plasmonic cavity.
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Figure 4. Lattice structure of a graphene sheet.

22



2.3.1 Transmission Line Properties of Graphene Nanoribbons
2.3.1.1 Electronic Band-structure of Graphene Nanoribbons

The electronic band-structure of GNRs describes the energy states that an electron is al-

lowed to have. This is obtained by solving the Schrödinger equation, which in its time-

independent form can be written as [20]:(
−
~2

2m0
∇2 + U

(
~r
))
ψ

(
~r
)

= Eψ
(
~r
)
, (3)

where ~ is the reduced Plank’s constant, m0 is the electron mass, U stands for the potential

energy of an electron at position ~r = (x, y, z), ψ is the wave-function describing the energy

of an electron located at position ~r, and E refers to the total energy that an electron has.

Alternatively, the Schrödinger equation can be written using matrix notation as follows:

[H] {ψ} = E {ψ} , (4)

where [H] stands for the Hamiltonian matrix of the system, E is the electron energy and

{ψ} is the vectorial form of the electron wave-function. Solving the Schrödinger equation

stands for obtaining a set of eigenfunctions ψ and eigenenergies E that satisfy (4) for fixed

boundary conditions.

In order to simplify the complexity of analyzing an atomically large structure, we use

the tight-binding model [21] and exploit the symmetry of GNRs. By means of tight-binding

modeling, the complexity of solving the Schrödinger equation for the entire system is re-

duced to that of solving the matrix equation for a smaller structure or unit cell that can

generate the entire GNR. This unit cell depends on the edge structure along the main axis

of the GNR. For a ZGNR, the set of atoms that compose a possible unit cell is marked in

Figure 2.3 using a solid line. This unit cell can reproduce an entire ZGNR by using a vector

parallel to the y axis. Similarly, a unit cell that can reproduce an entire AGNR by using a

vector parallel to the x axis is shown by using a dotted line.

The Hamiltonian matrix [H] in (4) for the GNR is written as

[h(k)] =
∑

m

Hn,mei~k·
(
~dm−~dn

)
, (5)
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where Hn,m is the individual Hamiltonian matrix accounting for the interactions of a unit cell

with itself (n = m) and its neighboring cells (n , m), ~k is the wavevector of the solution to

the Schrödinger equation, and ~dm− ~dn defines a vector in the direction in which the unit cell

is moved to reproduce the structure. In our analysis, we consider a single level of electrons

at each carbon atom (S-orbitals). We also consider that only the nearest neighbors to an

atom, located at a distance equal to the graphene lattice constant a0=0.142 nm, interact

with it. We refer to this interaction as t ≈ 3 eV. For a ZGNR, (5) becomes

[hz(k)] = Hz
n,n + Hz

n−1,neiky2b + Hz
n+1,ne−iky2b, (6)

and, similarly, for an AGNR, (5) can be written as

[ha(k)] = Ha
n,n + Ha

n,n−1eikx2a + Ha
n,n+1e−ikx2a. (7)

The standard procedure to obtain the individual Hamiltonian matrixes can be found in [21].

The electronic band-structure of the device under analysis can be now obtained by

solving (6) or (7) in (4) for a ZGNR and an AGNR, respectively. The Brillouin zone, i.e.,

the area of interest in the wavevector domain, is the region defined as −π ≤ ky2b ≤ π for

a ZGNR and −π ≤ kx2a ≤ π for an AGNR [21]. The points of interest in a band-structure

are those for which the energy bands are close to zero, as those are the first states to be

occupied when the energy of the GNR is increased.

In Figure 5(a), the electronic band-structure of a ZGNR with a width W =2.52 nm

is shown as a function of the wavevector ~k. A ZGNR has always a metallic behavior

independently of its dimensions, i.e., there is always at least one conducting band even for

a Fermi energy equal to zero [13]. On the contrary, an AZGNR can be either metallic or

semiconducting depending on its width. In Figure 5(b) and 5(c), the band-structure of a

metallic AGNR and that of a semiconducting AGNR are illustrated, respectively.

2.3.1.2 Number of Conducting Bands

The number of conducting bands in the GNR depends on the Fermi energy, the temperature

of the system, and the GNR width and edge geometry. In Figure 6(a), the number of
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(c) AGNR, W=2.73 nm

Figure 5. Energy band-structure of different types of GNR.

conducting bands both in a ZGNR and an AGNR are shown as functions of their width

for different Fermi energies. For a fixed Fermi energy and temperature, the number of

conducting bands increases with the GNR width because the separation among bands is

reduced. For the same size, the number of conducting bands in an AGNR is similar to that

of a ZGNR, and in both cases it increases with the energy that is being considered for the

system. The number of conducting bands plays an important role in the transmission line

properties of GNRs, as we discuss next.

2.3.1.3 Quantum Resistance

Despite GNRs show almost ballistic transport of electrons for lengths in the order of a few

micrometers [27, 141], the contact resistance of GNRs is not negligible. For a very thin
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Figure 6. (a) Number of conducting bands and (b) quantum resistance of a ZGNR and an AGNR as
functions of their width.

GNR with only one occupied band, the quantum or contact resistance RQ is given by [20]

RQ =
h

2e2 ≈ 12.9 kΩ, (8)

where h is the Planck constant, e stands for the electron charge, and there is a factor of 2

accounting for the electron spin 1. As the number of conducting bands increases (either

because a wider GNR is considered or because the Fermi energy or GNR temperature are

increased), the resistance becomes

R ≈
h

2e2M
, (9)

where M refers to the number of conducting bands. In Figure 6(b), the total resistance of

a ZGNR and an AGNR are plotted as functions of the width for different Fermi energies at

T = 0 K. The resistance rapidly decreases with the GNR width as well as with the Fermi

energy, because the number of conducting bands increases with these two magnitudes.

2.3.1.4 Kinetic Inductance

GNRs show a very high inductance related to the kinetic energy of moving electrons in

quantum systems. Moving electrons oppose to the changes in the direction of an alternating

current. In addition, due to the Pauli Exclusion Principle [20], moving electrons can only

occupy empty energy states. This additional energy is conventionally captured with the

1That property of an electron which gives rise to its angular momentum about an axis within the electron.
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kinetic inductance. For a very thin GNR, with only one occupied energy band, the kinetic

inductance per unit length is given by [11]

LK =
h

4vFe2 , (10)

where h is the Planck constant, e stands for the electron charge and vF is the Fermi velocity

or electron group velocity, which is given by

vF =
1
~

dE
dk
, (11)

where ~ is the reduced Planck constant, E is the energy and k stands for the wavenumber.

When the number of conducting band increases, the total kinetic inductance per unit length

becomes

LK
T =

 M∑
n=1

(LK n)−1

−1

, (12)

where the contribution of the bands is accounted by considering the bands as a set of in-

ductors in parallel. In Figure 7(a), the kinetic inductance per unit length of a ZGNR and an

AGNR are shown as functions of the width for different Fermi energies. By increasing the

GNR width or the Fermi energy, the total kinetic inductance decreases.
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Figure 7. (a) Kinetic inductance and (b) quantum capacitance of a ZGNR and an AGNR as functions
of their width.
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2.3.1.5 Quantum Capacitance

To add electric charge in a GNR, one must add electrons to the available quantized states

above the Fermi level, again due to the Pauli Exclusion Principle. This extra energy is

modeled by using an equivalent quantum capacitance per unit length. For a very thing

GNR with only one conducting band, this is given by [11]

CQ =
4e2

hvF
, (13)

where h is the Planck constant, e is the electron charge and vF is the Fermi velocity or

electron group velocity (11). If there are several conducting bands, the total quantum ca-

pacitance per unit length can be obtained as

CQ
T =

M∑
n=1

CQ
n, (14)

where the contribution from the different bands is accounted by considering the bands as a

set of capacitors in parallel. Therefore, when increasing the GNR width or the system en-

ergy, the quantum capacitance increases. This is shown in Figure 7(b), where the quantum

capacitance per unit length of a ZGNR and an AGNR are shown as functions of the width

for different Fermi energies.

2.3.1.6 Line Impedance

In the proposed antenna design, the GNR is placed above a ground plane with a dielectric

layer in between. Therefore, there are two additional terms to take into account: the elec-

trostatic capacitance and the magnetic inductance. The former can be obtained by recalling

the expression for the capacitance of a parallel plaques capacitor

CE = ε
W
d
, (15)

where ε stands for permittivity of the material between the GNR and the ground plane, W

is the GNR width and d refers to the separation between the GNR and the ground plane.

We consider the ratio between W and d constant. The total capacitance per unit length is

C =

(
1
CE

+
1
CQ

T

)−1

, (16)
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where it has been taken into account that the electrostatic and the quantum capacitances are

in series. As discussed before, the quantum capacitance increases with width and energy,

thus, the much smaller electrostatic capacitance dominates the parallel equivalent circuit of

both capacitors. This is shown in Figure 8(a), in which the total capacitance per unit length

of a ZGNR and an AGNR are shown as functions of the width for different Fermi energies.
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Figure 8. (a) Total capacitance per unit length and (b) total inductance per unit length of a ZGNR and
an AGNR as functions of their width.

The magnetic inductance can be obtained from the following relation:

1
√
LmCE

=
c0
√
εr

= vp0, (17)

where c0 is the speed of light in vacuum and εr stands for the relative permittivity of the

material between the GNR and the ground plane. The total inductance per unit length is

L = Lm +LK
T , (18)

where we have taken into account that the magnetic and the kinetic inductances are in

series. As discussed above, the kinetic inductance of a nano-structure decreases with its

width and the system energy. Thus, the total inductance of the system decreases with

the GNR width and the system energy. This can be seen in Figure 8(b), where the total

inductance per unit length is plotted as a function of the GNR width for different Fermi

energies. The resulting transmission line model of GNRs is illustrated in Figure 9(a). Note
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that while the different inductances and capacitances are distributed values, the quantum

resistance only appear in the contacts of the GNR.

(a)

Figure 9. Equivalent transmission line model GNRs.

2.3.2 Surface Plasmon Polariton Wave Propagation Speed

The propagation speed of SPP waves in GNRs, based on the transmission line model, is

given by

vp =
1
√
LC

, (19)

where C refers to the total capacitance per unit length in (16) and L stands for the total

inductance per unit length obtained in (18).

In Figure 10, the SPP-wave propagation speed is shown as a function of the GNR

width for different Fermi energies. For a very thin GNR, where only a few energy bands

are conducting, the speed is 100 times below the speed of light in vacuum. As the GNR

becomes wider, the speed tends to that of an EM wave propagating in a dielectric material

with relative permittivity ε given by (17). A similar reasoning can be applied when thinking

of different Fermi energies of the system. The behavior of both ZGNRs and AGNRs is

almost the same, which relaxes the accuracy requirements on the fabrication process. For

thin GNRs, with only one conducting band, these results agree with that of CNTs in [15].
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Figure 10. SPP-wave propagation speed in a ZGNR and an AGNR as a function of their width.

2.3.3 Antenna Frequency Response

We model our proposed graphene-based nano-antenna as a plasmonic nanostrip antenna [129,

150]. At the microscale, microstrip antennas (also known as planar antennas or printed an-

tennas) have been widely used in many applications due to their simple manufacture, com-

patibility with planar circuitry, low profile, planar structure, and unidirectional radiation.

For example, patch antennas, i.e., rectangular microstrip antennas, are some of the most

common antennas in current mobile devices for communications and radar applications.

The two dimensional nature of graphene makes it, at least intuitively, a perfect candi-

date to port the advantages of microstrip antennas to the nanoscale. Contrary to carbon

nanotube-based antennas [15, 46] or nano-wire-based antennas [25], the planar geometry

of graphene is supposed to ease the integration of nano-antennas in advanced nano-devices

with diverse applications, such as, biological and chemical nanosensor networks [2] or

optical interconnects in advanced multi-core computing architectures.

In order to analyze the frequency response of nano-strip antennas, we model the graphene-

based heterostructure composed of the GNR, the dielectric material and the ground plane,

as a plasmonic resonant cavity. This imposes a condition of the GNR length L for the

antenna to resonate. Up to this point, we have analyzed the impact of the finite width W

of the GNR on its transmission line properties and the SPP-wave propagation speed, while
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considering the length L of the GNR to tend to infinite or, at least, to satisfy

L � W � h, (20)

where h is the dielectric high. However, for the plasmonic nano-antenna to resonate, there

is an additional constraint on the AGNR length, which depends on the type of SPP modes

propagating along the antenna.

Following the potential vector approach as in [8], for a nano-patch antenna with L >

W � h, the first resonant frequency of the cavity for SPP-waves propagating along the

GNR edge is given by

fr0 =
vp

2L
, (21)

where vp is the EM-wave propagation speed along the GNR (19) and L is the GNR length.

From Figure 10, for a fixed antenna length, when the GNR width is increased, the EM-

wave propagation speed in the GNR tends to c0/
√
εr. As a result, the resonant frequency

increases with the GNR width. For example, as shown in Figure 11, for a nano-patch an-

tenna with a total length L = 1µ m, the resonant frequency varies between 500 GHz and

4 THz depending on the GNR width and edge geometry, when the Fermi energy of the sys-

tem is 0.4 eV. These preliminary results are consistent with the analytical and experimental

results related to SPP waves in graphene recently reported in [53, 29, 142, 84, 68, 61, 90],

and will be further validated in the next section.
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Figure 11. First resonant frequency of the proposed GNR-based nano-patch antenna.
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2.4 Dynamic-conductivity-based Analysis

In this section, we develop a much more accurate model of the proposed graphene-based

plasmonic nano-antennas, by starting from the dynamic conductivity of GNRs. First, we

analytically and numerically investigate the conductivity of GNRs. We focus on AGNRs

only, but a similar study can conducted for ZGNRs. For this, first, we recall the closed-form

expression for the electronic band-structure and the electron wave functions of AGNRs, and

then we use the Kubo formalism to study the conductivity of AGNRs as a function of their

width and chemical potential. Afterwards, we make use of the conductivity to analyze the

propagation properties of SPP waves in AGNRs. Finally, we obtain the antenna frequency

response for different resonant modes.

2.4.1 Dynamic Conductivity of Graphene Nanoribbons
2.4.1.1 Electronic Band-structure and Electron Wave Functions

The electronic band-structure ε in electron-volts (eV) of an AGNR can be written in closed-

form expression as [146]

εs (k, θ) = st

√
1 + 4 cos2 θ + 4 cos θ cos

(
kb
2

)
, (22)

where s is the band index (s = 1 for the conduction band, s = −1 for the valence band),

t ≈ 3 eV is the nearest-neighbor atom interaction in the tight-binding model of graphene, k

and θ are the wave vectors parallel and perpendicular to the AGNR edge, respectively, and

b = 3ao, where a0 = 0.142 nm is the graphene lattice constant. The Brillouin zone, i.e., the

area of interest in the wave vector domain, is the region defined by the values of kb ∈ [0, π)

and θ ∈ (0, π). The conduction and the valence bands touch at the point (k, θ) = (0, 2π/3),

which is referred to as the Dirac point.

Due to the finite width W of the AGNR, the values of θ are quantized. In particular, by

defining the AGNR width as W =
√

3/2a0 (N − 1), with N being the number of single-atom

columns across the AGNR width (see Figure 12(a)), the values of θ are given by

θn =
nπ

N + 1
, (23)
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where n = 1, 2, ...,N stands for the band index. By considering the GNR length L much

larger than its width, the wave vector k is treated as a continuous variable. In our analysis,

L is in the order of several hundreds of nanometers and up to one micrometer, and L � W.

J = 1 2 N
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Figure 12. Lattice structure of an AGNR (left) and electronic band-structure an AGNR with N = 18
(∆E = 0.56 eV).

The wave functions Φs
J in an AGNR are given by [121]

φs
J (k, θn) =

1
√

N
e−ik b

2 (J−1) sin Jθn

 e−iΘ(k,θn)

s

 , (24)

where J = 1, 2, ...,N is the single-atom column index across the AGNR width (see Fig-

ure 12(a)) and Θ is the polar angle between k and θn defined with respect to the Dirac point

and it is given by

Θ (k, θn) = atan
 kb
θn −

2π
3

 , (25)

where atan refers to the inverse trigonometric tangent function and θn is defined as in (23).

In Figure 12(b), the electronic band-structure ε of an AGNR, given by (22), with width

W ≈ 2.1 nm (N = 18) is shown. For this width, the AGNR has a semi-conducting behavior,

i.e., there is a gap between the valence and the conduction bands. This is the same behavior

that we described in Section 2.3.1. The energy bandgap ∆E in AGNRs depends on N and
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is given in eV by

∆E =


0, N = 3m − 1,

−2t
[
1 + cos

(
2m+1
3m+1π

)]
, N = 3m,

−2t
[
1 + cos

(
2m+1
3m+2π

)]
, N = 3m + 1,

(26)

where m = 1, 2, .... As we show next, the energy bandgap ∆E plays a major role in the

conductivity of thin AGNRs. In the rest of this chapter, we use the following nomenclature

for simplicity: εs
n = εs (k, θn), Θn = Θ (k, θn).

2.4.1.2 Analytical Study of the Dynamical Complex Conductivity

The dynamical complex conductivity of AGNRs is computed next by means of the Kubo

formalism. Following the procedure described in [119, 52], and contrary to many existing

conductivity analysis which are only valid for infinitely large graphene sheets [105, 43, 44,

34, 33, 132], we do not make any simplifying assumption on the electronic band-structure

of AGNRs, temperature or chemical potential. Simply stated, we compute the conductivity

by counting all the allowed electron transitions in the electronic band-structure.

The dynamical complex conductivity σ of AGNRs depends on the polarization of the

incident electromagnetic field (α = x, y), and it is given by

σαα ( f ) = i
~e2

S

∑
s,s′

∑
n,m

∫
k

(
nF(εs′

m) − nF
(
εs

n
))(

εs
n − ε

s′
m
) ∣∣∣〈φs′

m |vα|φ
s
n〉
∣∣∣2(

εs
n − ε

s′
m + h f − iν

)dk, (27)

where f stands for frequency in Hz, ~ is the reduced Planck constant in eV·s, e is the

electron charge in C, S is the area of the reference unit structure [6], {s, s′} stand for band

indexes, {n,m} refer to the sub-bands indexes, k is the wave vector parallel to the AGNR

edge, nF is the Fermi-Dirac distribution given by

nF (ε) =
1

1 + e
ε−µ
kBT

, (28)

where µ is the chemical potential in eV, kB is the Boltzmann constant in eV/K, and T stands

for the temperature in K. 〈φs′
m |vα|φ

s
n〉 is the matrix element of the α component of the velocity

operator for the transition from the energy state {s, n} to the energy state {s′,m}. The matrix
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elements are classified into inter-band transitions (s , s′) and intra-band transitions (s =

s′). The matrix elements of velocity operator for intra-band transitions in AGNRs are

obtained in [119, 120], and are given by

〈φc
m|vx|φ

c
n〉 =


0, m − n ∈ even,

−i 2
π

vF
m−n〈ςx〉m,n m − n ∈ odd,

(29)

〈φc
m|vy|φ

c
n〉 = δm,nvF〈ςy〉m,n, (30)

where vF = tb/(2~) is the Fermi velocity, δm,n refers to the Kronecker delta, and 〈ςα〉

(α = x, y) stands for the Pauli matrixes, whose elements are given by

〈ςx〉m,n =
1
2

(
eiΘm

+ e−iΘn)
, 〈ςy〉m,n =

−i
2

(
eiΘm

+ e−iΘn)
, (31)

and the polar angle Θn is defined in (25). Similarly, the matrix elements of velocity operator

for inter-band transitions in AGNRs are given by

〈φc
m|vx|φ

v
n〉 =


0, m − n ∈ even,

− 2
π

vF
m−n〈ςy〉m,n m − n ∈ odd,

(32)

〈φc
m|vy|φ

v
n〉 = δm,nvF〈ςx〉m,n. (33)

The details to derive (29), (30), (32) and (33) are given in [119]. Finally, the parameter ν

in (27) refers to the inverse of the relaxation time. Note that in (27), when s = s′ and m = n,

both the numerator and the denominator vanish. However, by using the Taylor expansion

of the Fermi-Dirac distribution function, we can rewrite (27) for this specific case as

σαα ( f ) ≈ i
~e2

S

∑
s,s′

∑
n,m

∫
k

e
εs′
m −µ
kBT nF(εs′

m)nF
(
εs

n
)

kBT

∣∣∣〈φs′
m |vα|φ

s
n〉
∣∣∣2(

εs
n − ε

s′
m + h f − iν

)dk. (34)

A semi-closed-form expression for the real part of the conductivity is given [52]. However,

for the characterization of the SPP waves in AGNRs, both the real part and the imaginary

part of σ are necessary. Next, we numerically study the complex conductivity of AGNRs.
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2.4.1.3 Numerical Study of the Dynamical Complex Conductivity

In Figure 13, the real and imaginary parts of σxx and σyy given by (27) are plotted as

functions of the frequency for three different GNR widths W = 2.1 nm (N = 18), W =

10.1 nm (N = 84) and W = 50.0 nm (N = 408), and for two different chemical potentials

µ = 0 eV and µ = 0.3 eV, at T = 300 k. We use ν = 20 meV, which corresponds to a

relaxation time τ = h/ν = 0.2 ps, which is a conservative value.

For W = 2.1 nm, µ = 0 eV, the conductivity, σxx, along the AGNR edge is dominated

by inter-band transitions. The first peak in the real part of σxx corresponds to f0 = ∆E/h,

where ∆E is the energy band gap given by (26). When the conductivity is dominated by

inter-band transitions, the imaginary part of σxx is negative. The sign of the imaginary part

of the conductivity plays a major role in the propagation of SPP waves, as we discuss in

Section 2.4.2. When the chemical potential is µ = 0.3 eV, the inter-band transitions below

fµ = µ/h = 72.5 THz disappear. This is better seen for wider GNRs. When the chemical

potential is increased, a component close to 0 Hz appears due to intra-band transitions.

The conductivity, σyy, across the AGNR width, is also dominated by inter-band transi-

tions. However, there is only one peak at a frequency above the first inter-band transition

frequency f0. This peak corresponds to an indirect inter-band transition between sub-band

n in the valence band and sub-band n− 1 in the conduction band. Note that inter-band tran-

sitions between sub-bands with m = n are not allowed (32), as explained in [119]. When

µ = 0.3 eV, σyy is almost unaltered. Note that there is no component close to f = 0 Hz in

this case, because the diagonal elements of the velocity operator m = n are equal to 0.

The behavior of the conductivity for W = 10.1 nm is similar. The conductivity, σxx

along the AGNR edge is dominated by inter-band transitions. The first peak appears at a

much lower frequency, due to the fact that the energy band gap decreases with the AGNR

width. When the chemical potential is increased, the inter-band transitions below fµ =

µ/h = 72.5 THz disappear. This turns into an increased conductivity component for f =

0 Hz, attributed to intra-band transitions. Note that the imaginary part of the conductivity
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is positive when it is mainly governed by intra-band transitions.
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(c) σxx, W = 10.1 nm, N = 84
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(d) σyy, W = 10.1 nm, N = 84
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Figure 13. Conductivity of AGNRs for different polarizations and GNR widths.

Similarly, the conductivity σyy across the AGNR width is dominated by a single peak,

corresponding to inter-band transitions. After that, the conductivity tends to the well-

known minimum value for the optical conductivity of graphene, which further validates

these numerical results. When the chemical potential is increased to µ = 0.3 eV, intra-band

38



transitions create the peak at f = 0 Hz for σxx. Similarly for σyy, forward intra-band tran-

sitions create the peak at lower frequencies. Finally, a similar behavior can be observed for

W = 50.0 nm. The conductivity σxx tends to that of infinitely large graphene sheets, and

similarly occurs with σyy.

2.4.2 Surface Plasmon Polariton Wave Propagation Constant
2.4.2.1 Analytical Study

Starting from the unique conductivity of GNRs, in this section, we analytically compute

the dynamic complex wave vector of SPP waves in AGNRs and numerically study their

main propagation properties. The majority of existing studies [58, 68, 47, 29] are focused

on infinitely large graphene sheets. Only recently in [128], the dielectric function of GNRs

is utilized to investigate SPP waves in metallic AGNRs. Next, we capture the impact of the

finite width of AGNRs and the chemical potential on the SPP waves.

The dynamic complex wave vector kspp of SPP waves in graphene determines the prop-

agation properties of SPP waves. kspp strongly depends on the conductivity of the AGNR

σαα as well as the permeability µn and permittivity εn of the materials surrounding the

AGNR. The real part of the wave vector,

Re{kspp} =
2π
λspp

, (35)

determines the SPP wavelength. The imaginary part of the wave vector Im{kspp} determines

the SPP decay or, inversely, 1/Im{kspp} determines the SPP propagation length. We proceed

next to compute the complex value of kspp.

In reception, an α-polarized incident EM plane wave (1) excites a SPP wave mode on

the AGNR, which propagates in the α direction. Two types of SPP modes can be supported

by the AGNR depending on its conductivity:

• Transverse Magnetic (TM) mode: there is no magnetic field in the direction of prop-

agation, i.e., Hα = 0.
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• Transverse Electric (TE) mode: there is no electric field in the direction of propaga-

tion, i.e., Eα = 0.

TM Modes In order to determine the wave vector kspp for TM modes we proceed

as follows. The SPP electric field ~E and magnetic field ~H are governed by the Maxwell’s

equations, which can be written in their differential form as:

∇ × ~E = −µn
∂ ~H
∂t
,∇ × ~H = ~J + εn

∂~E
∂t
, (36)

where ∇× is the curl operator, µn = µ0µ
r
n is the permeability of medium n (n = 1 above the

AGNR, n = 2 below the AGNR), εn = ε0ε
r
n is the permittivity of medium n, and ~J is the

current created by the α-component of the electric field, Eα, given by

~J = σααEαδ (z − h) α̂, (37)

where σαα is the AGNR conductivity given by (27) and h is the z coordinate of the AGNR.

The complex propagation index of TM modes can be found by assuming that the elec-

tric field ~E has the form:

~E = E1ei(ksppα−k1(z−h))α̂ + E2ei(ksppα−k1(z−h))ẑ z ≥ h,

~E = E3ei(ksppα+k2(z−h))α̂ + E4ei(ksppα+k2(z−h))ẑ z < h,
(38)

and the magnetic field ~H has the form:

~H = H1ei(ksppα−k1(z−h))α̂′ z ≥ h,

~H = H2ei(ksppα+k2(z−h))α̂′ z < h,
(39)

where E1, E2, E3, E4, H1 and H2 are constants, kspp is the SPP wave vector, α̂ is the

polarization direction, α̂′ = |α̂ × ẑ| and kn is the wavector in medium n given by:

kn =
2π
λn

= ω
√
µnεn =

2π f
c0

√
µr

nε
r
n, (40)

where λn, µn, and εn are the wavelength, permeability and permittivity of medium n, re-

spectively, ω stands for the angular frequency f refers to the frequency, and c0 is the speed
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of light in vacuum. In the rest of the chapter, we consider µr
n = 1 for both media (n = 1 is

usually air, and n = 2 is a non-magnetic dielectric material).

By inserting (38) and (39) in (36) and solving for the boundary condition at z = h,

which is given by,

Hα′

∣∣∣∣∣
z=h+

− Hα′

∣∣∣∣∣
z=h−

= σααEα, (41)

the following dispersion equation for TM SPP waves in graphene is found [58, 47, 29]:

εr
1√

k2
spp −

εr
1ω

2

c2
0

+
εr

2√
k2

spp −
εr

2ω
2

c2
0

= −i
σαα

ωε0
, (42)

where all the parameters have already been defined. A closed-form solution for kspp can

only be obtained when considering a single isolated AGNR surrounded by air (εr
1 = εr

2 = 1),

which is not our case. For this, we numerically study the propagation index of TM SPP

waves in the next section.

TE Modes The propagation index for TE modes can be obtained by following a sim-

ilar procedure to that for the TM case. In particular, first, by assuming that the magnetic

field ~H and electric field ~E have a similar form to that of the electric field ~E in (38) and the

magnetic field ~H in (39), second, by plugging this into the Maxwell’s equations (36), and,

third, by forcing the boundary condition at z = h, the following dispersion equation for the

SPP wave vector kspp can be found [47],√
k2

spp −
ω2

c2
0

ε1 +

√
k2

spp −
ω2

c2
0

ε2 + iωµ0σα′α′ = 0, (43)

where ω is the angular frequency, εn = ε0ε
r
n stands for the permeability of medium n, c0 is

the speed of light in vacuum, µ0 is the permittivity of the medium n, and σα′α′ is the AGNR

conductivity for α′-polarized waves given by (27). Moreover, a closed-form expression for

kspp can be found in this case,

kspp =
ω

c0

√√√√
εr

1 −


(
εr

1 − ε
r
2

)
+ σ2

α′α′η
2
0

2σα′α′η0


2

, (44)

where η0 = µ0/ε0. Next, we numerically investigate the propagation of SPP TE modes in

AGNRs.
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2.4.2.2 Numerical Study

In this section, we numerically study the propagation of SPP waves in semi-finite size

graphene nanoribbons. As in Section 2.4.1.3, we consider AGNRs with different widths,

i.e., W = 2.1 nm (N = 18), W = 10.1 nm (N = 84), and W = 50.0 nm (N = 408), as well

as different chemical potential (µ = 0 eV and µ = 0.3 eV), at a temperature T = 300 K. We

consider the medium above the AGNR to be air (εr
1 = 1) and the medium below the AGNR

to be silicon dioxide SiO2 (εr
2 = 4 for the frequency range considered in our analysis).

TM Modes The propagation of TM SPP modes in graphene is governed by the dis-

persion equation given in (42). For a TM mode to exist, the real part of the SPP wave

vector, Re{kspp}, must be positive. As a result, from (42), TM modes along the α-axis only

exist if the imaginary part of the conductivity, σαα, is positive. This is in accordance with

the results obtained for infinitely large graphene sheets in [68, 47, 142, 58]. As a result,

based on the conductivity analysis in Section 2.4.1.3, SPP TM modes only propagate in

AGNRs with a chemical potential µ > 0. In addition, TM modes are mainly supported

along the x-axis or weakly along the y-axis in relatively wide ribbons (e.g., W = 50.0 nm).

In Figure 14(a), we plot the real part of the SPP wave vector, Re{kspp}, of TM modes

propagating along the x-axis for a W = 2.1 nm wide AGNR, with chemical potential µ =

0.3 eV, as a function of the frequency. The values are normalized by the wave vector in

the medium 1, k1. In the same figure, we illustrate the imaginary part of the conductivity

for x-polarized radiation, Im{σxx} from (27), as a function of the frequency. The SPP wave

vector is only defined at those frequencies for which the imaginary part of the complex

conductivity for x-polarized radiation is positive. This is achieved when the conductivity

is governed by intra-band transitions (see Section 2.4.1.3). We can see that the real part

of kspp can be more than two orders of magnitude higher than that of the wave vector in

medium 1, i.e., in the air.

In Figure 14(b), the impact of the AGNR width on the propagation of TM SPP modes

is illustrated, by plotting the real part of the SPP wave vector, Re{kspp}, as a function of the
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Figure 14. TM Modes Analysis: (a) Real part of kspp/k1 and imaginary part of σxx for an AGNR with
W = 2.1 nm, (b) Real part of kspp/k1 for different AGNR width, and (c) 1/e-amplitude decay propagation
distance in terms of λspp for different AGNR width (µ = 0.3 eV, T = 300 K).

frequency for different values of W. For W = 2.1 nm, SPP modes appear mainly due to the

forward intra-band transitions at frequencies close to 0 (the so-called Drude component)

as well as right after the frequencies corresponding to inter-band transitions, due to back-

ward intra-band transitions [119]. When the AGNR width increases, the conductivity is

dominated by the forward intra-band transitions at frequencies close to 0. For relative wide

AGNRs, W = 50.0 nm, the conductivity tends to that of infinitely large graphene sheets,

and the SPP wave vector tends to that of graphene [68]. The SPP mode compression factor,

Re{kspp}/k1 is lower for wider AGNRs. However, this higher compression comes at the

cost of lower SPP propagation distances, as we discuss next.

In Figure 14(c), we analyze the impact of the AGNR width on the propagation length

of TM SPP modes in graphene, by plotting the inverse of the imaginary part of the SPP
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wave vector, 1/Im{kspp}, as a function of the frequency for different values of W. To better

illustrate the propagation length of SPP waves, this is represented in terms of the SPP mode

wavelength, λspp in (35). For example, the 1/e-amplitude decay distance of TM SPP waves

is on the order of a few SPP wavelengths for frequencies below 100 THz. We can see

also that the width does not drastically impact the relative attenuation of the SPP waves on

graphene, while, as we discussed above, narrower AGNRs allow more highly compressed

SPP modes. Therefore, for thin AGNRs, λspp � λ1 specially for narrower AGNRs, while

the relative SPP propagation length remains similar.

From Figure 13, the propagation of TM SPP modes along the y-axis is possible only for

W = 50.0 nm (and expectedly for wider AGNRs, as ultimately this converges for infinitely-

large graphene sheets). For this case, however, despite the real part of the wave vector

reaches values on the order of 100k1, the 1/e-amplitude decay is much lower than λspp,

which makes them less relevant than TM SPP waves along the x-axis.

TE Modes The propagation of TE SPP modes in graphene is governed by the disper-

sion equation given in (43). For a TE mode to exist, the real part of the SPP wave vector,

Re{kspp}, must be positive. As a result, from (43), TE modes along the α-axis only exist

if the imaginary part of the conductivity, σα′α′ , is negative. This is in accordance with the

results obtained for infinitely large graphene sheets in [90, 47, 142]. As a result, based on

the conductivity analysis in Section 2.4.1.3, SPP TE modes can propagate in AGNRs with

a chemical potential µ ≥ 0.

The real part of the SPP wave vector for TE modes propagating along the x-axis, nor-

malized by the wave vector in the medium 1, Re{kspp}/k1, is shown in Figure 15(a), as

a function of the frequency for a W = 2.1 nm wide AGNR, with chemical potential

µ = 0.3 eV. In the same figure, we illustrate the imaginary part of the conductivity for

y-polarized radiation, Im{σyy} from (27). For this width W and chemical potential µ, the

SPP wave vector is for all the frequencies in our analysis, given that the imaginary part of

the complex conductivity for y-polarized radiation is always negative. We can see that the
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Figure 15. TE Modes Analysis: (a) Real part of kspp/k1 and imaginary part of σyy for an AGNR with
W = 2.1 nm, (b) Real part of kspp/k1 for different AGNR width W and chemical potential µ, and (c)
1/e-amplitude decay propagation distance in terms of λspp for different AGNR width W and chemical
potential µ (T = 300 K).

real part of kspp can be more than two orders of magnitude higher than that of the wave

vector in medium n = 1, i.e., in the air.

In Figure 15(b), the real part of the SPP wave vector for TE modes propagating along

the x-axis, normalized by the wave vector in the medium 1, Re{kspp}/k1, is shown as a

function of the frequency for different values of W and of the chemical potential µ. TE SPP

modes propagate along the x-axis mainly due to inter-band transitions. This can be clearly

seen for example for W = 2.1 nm, in which the SPP mode compression factor, Re{kspp}/k1

can reach much higher values than for the rest of frequencies. When increasing the AGNR

width, the major inter-band peaks are attenuated, and the same occurs with the SPP mode

compression factor. As for the conductivity, the chemical potential does not drastically

affect the propagation of TE SPP modes.
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In Figure 15(c), the inverse of the imaginary part of the SPP wave vector along the

x-axis, 1/Im{kspp}, is shown as a function of the frequency for different values of W and

µ. This is plotted in terms of λspp in (35) to better understand it’s behavior. The 1/e-

amplitude decay distance of TE SPP waves is relatively larger in terms of λspp, but due

to the much lower mode compression factor Re{kspp}/k1, the actual propagation length

of TE SPP waves is similar or even slightly lower than that of TM modes. Finally, the

propagation of TE SPP modes along the y-axis is also possible for those cases in which

Im{σxx} < 0. However, these are only very weakly propagating modes, as given by their

very low mode compression factor Re{kspp}/k1. This makes them less significant for the

design of plasmonic nano-antennas.

2.4.3 Antenna Frequency Response

In the same way as in Section 2.3.3, we model the graphene-based heterostructure com-

posed of the AGNR, the dielectric material and the ground plane, as a plasmonic resonant

cavity. This imposes a condition of the AGNR length L for the antenna to resonate. Up

to this point, in Section 2.4.1 and Section 2.4.2, we have analyzed the impact of the finite

width W of the AGNR on its conductivity and on the propagation of SPP waves, while

considering the length L of the AGNR to tend to infinite or, at least, to be much larger than

W. As llustrated in Figure 13, the conductivity of AGNRs tends to that of infinitely large

graphene sheets as the width W increases. For example, for W = 50 nm, the impact of the

lateral confinement of electrons in the y-axis on the conductivity along the x-axis is almost

negligible. Therefore, the length L of the AGNR does not impact the conductivity as long

as we consider it to be in the order of a few hundreds nanometers. Similarly, the dispersion

of SPP modes in AGNRs given by (42) and (43) is determined by the permittivity of the

surrounding media and the conductivity of the AGNR, but not by its length L. However,

for the plasmonic nano-antenna to resonate, there is an additional constraint on the AGNR

length, which depends on the type of SPP modes propagating along the antenna.
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2.4.3.1 TM Modes

The condition on the nano-strip length L for a TM SPP wave mode to propagate along the

x-axis is

L = m
λspp

2
= m

π

Re{kspp}
(45)

where m = 1, 2, ..., and λspp and kspp refer to the SPP wavelength and SPP wave vector,

respectively. The SPP wave vector kspp in (42) depends on the AGNR width W and chemi-

cal potential µ. As a result, the resonant length L of the antenna, or inversely, the resonant

frequency of a fixed length L AGNR depends also on these two parameters. Note the dif-

ference with classical metallic antennas, in which the wave vector in the vacuum k0 (or

an equivalent effective wave vector ke f f which captures the impact of the dielectric and

the ground plane) is used instead of the SPP wave vector kspp. For m = 1, the condition

imposed by (45) is the same as the condition given by (21).

In Figure 16(a), we plot the resonant antenna length L (45) for the fundamental TM

SPP mode (m = 1) along the x-axis. As discussed in Section 2.4.2, SPP TM modes only

exists at specific frequencies for which the imaginary part of the dynamic complex conduc-

tivity σxx is positive. For the frequencies that the TM mode exists, the wave compression

factor Re{kspp}/k1 allows for a much shorter L than that of classical metallic antennas. For

example, an antenna with L = 1 µm and W = 2.1 nm, at µ = 0.3 eV and T = 300 K, approx-

imately radiates at 8.5 THz (Figure 16(b)). This is 35 times shorter than the size required

for a metallic antenna operating at the same frequency. These results are consistent with

our preliminary model described in Section 2.3, with the simulation-based analysis that we

conducted in [76] for infinitely large graphene sheets, as well as, for the experimental SPP

propagation measurements reported in [61, 53].
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Figure 16. Antenna resonant length L for (a) the fundamental TM mode (m = 1 in (45)), and (b) the
fundamental TM mode in the Terahertz Band (µ = 0.3 eV, T = 300 K).

2.4.3.2 TE Modes

The condition on the nano-strip length L for a TE SPP wave mode to propagate along the

x-axis is

L =
2q − 1√(

2p−1
W

)2
−

(
2

λspp

)2
=

(2q − 1) π√(
(2p−1)π

W

)2
− Re{kspp}

2

(46)

where p, q = 1, 2, ..., and λspp and kspp are the SPP wavelength and wave vector for TE SPP

modes, respectively. The SPP wavevector kspp given by (43) depends on the AGNR width

W and chemical potential µ. Therefore, there is a double dependance on the width W when

determining the resonant length of TE modes in nano-strip antennas. In Figure 17(a), the

resonant antenna length L for TE modes is shown as a function of the frequency. However,

as expected from 46, much higher frequencies are needed to actually see the impact of the

length on the TE mode. Alternatively, much wider nano-strips can be considered, but in

that case, rather than AGNRs, we would require the use of much larger graphene sheets.

Up to this point, we have discussed the frequency response of the antenna. However,

little has been said about the efficiency of the antenna itself. Based on our numerical

analysis in Section 2.4.2.2, the propagation length of the SPP modes in graphene given by

1/Im{kspp} is on the order of a few SPP wavelengths λspp which seems somehow desirable

for the radiation from graphene-based heterostructures. However, the radiation principle
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Figure 17. Antenna resonant length L for the fundamental TE mode (p = q = 1 in (46)) (T = 300 K).

itself might differ largely with the AGNR width. For example, for relatively wide nano-

patches, it is common to model the antenna as four magnetic currents, one in each edge,

two of them being radiative and two of them resulting in non-radiative. Our current and

future work is aimed at characterizing the antenna efficiency and gain. While our study has

been focused on AGNRs, a similar study can be conducted for ZGNRs, which would lead

to similar results.

2.5 Conclusions

In this chapter, we have proposed, modeled and analyzed a novel graphene-based plasmonic

nano-antenna for communication among nanomachines. The proposed nano-antenna is

based on a thin graphene nanoribbon and reassembles a nano-strip antenna. Two different

approaches have been utilized to analyze the frequency response on the nano-antenna. On

the one hand, we have used the tight-binding model of GNRs to obtain their transmission

line properties. From these, we have then obtained the propagation speed of SPP waves in

GNRs and the antenna first resonant frequency. On the other hand, we have first analytically

and numerically computed the conductivity of semi-finite size graphene nanoribbons as a

function of their width and chemical potential. Then, we have extensively analyzed and

discussed the propagation of SPP waves in GNRs. Finally, we have modeled our antenna

as a plasmonic resonant cavity and obtained its frequency response. In both cases, the
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results show that, by exploiting the high wave compression mode of SPP waves in AGNRs,

graphene-based nano-antennas are able to work at much lower frequencies than classical

metallic antennas of the same size. For example, a one-micrometer-long ten-nanometers-

wide plasmonic nano-antenna is expected to radiate in the Terahertz Band (0.1-10 THz).

As we will describe in Chapter 9, we will further validate our analytical models by means

of COMSOL Multi-physics in the one-to-one nano-link. This result opens the door to EM

communication in nanonetworks.
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CHAPTER 3

CHANNEL MODELING AND CAPACITY ANALYSIS FOR
NANONETWORKS IN THE TERAHERTZ BAND

The second step towards enabling electromagnetic nanonetworks is the characterization of

the frequency band at which nanomachines are expected to communicate. In this chapter,

we motivate and develop a new channel model for communication in the Terahertz Band

(0.1-10 THz). We revisit the concept of molecular absorption and provide formulations

for the total path loss and molecular absorption noise in the Terahertz Band, by means of

radiative transfer theory [41] and making intensive use of the HITRAN (high resolution

transmission molecular absorption database) line catalog [117]. In addition, we propose

different power allocation schemes and evaluate the performance of the Terahertz Band in

terms of channel capacity.

3.1 Motivation and Related Work

As we have shown in Chapter 2, graphene-based plasmonic nano-antennas are expected

to operate in the Terahertz Band (0.1-10 THz). Existing related papers in the field [26,

137, 106, 76, 81] reach similar conclusions. In addition to the antenna, graphene is also

considered as the building material of novel nano-devices able to operate at Terahertz Band

frequencies. Graphene-based nano-systems for Terahertz wave generation have been ana-

lytically and experimentally proved in [96, 94, 95]. Modulators for Terahertz Band signals

have also been experimentally shown in [122, 70], which take advantage of the intra-band

transitions in the conductivity of graphene at Terahertz Band frequencies. Similarly, filters

and polarizers [160] and frequency mixers and multipliers [149, 148, 147, 74] for Tera-

hertz Band operation have been analytically and experimentally demonstrated. Moreover,

Terahertz Band signal detection with graphene devices has been demonstrated in [22].

After nanomachine design and manufacturing, the Terahertz Band channel is one of the
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main aspects that makes the realization of nanonetworks a challenge. This still unregu-

lated frequency range spans the frequencies between 100 GHz and 10 THz [56]. While the

frequency regions immediately below and above this band (the microwaves and the far in-

frared, respectively) have been extensively investigated, this is still one of the least-explored

zones of the electromagnetic spectrum. Existing channel models for lower frequency bands

do not capture the peculiarities of the Terahertz Band, e.g., the very high molecular absorp-

tion loss, the very high reflection loss or the cross-polarization effects at Terahertz Band

frequencies [35, 54, 64, 67, 108]. In addition, the few Terahertz Band channel models ex-

isting to date [107, 108, 161, 111] are aimed at characterizing the communication between

devices that are several meters far. In particular, due to the very high attenuation created by

molecular absorption (hundreds of dB/m), current efforts on device development, channel

characterization and standardization are focused on the communication in the absorption-

defined window at 300 GHz [56]. However, in light of the expectedly short transmission

range of nanomachines, there is a need to understand and model the entire Terahertz Band

for distances below one meter. This is the contribution of this chapter.

3.2 Total Path Loss

The path loss, A, for a traveling wave in the Terahertz Band is defined as the product of the

spreading loss, Aspread, and the molecular absorption loss, Aabs:

A ( f , d) = Aspread ( f , d) Aabs ( f , d) , (47)

where f stands for frequency and d is the path length.

The spreading loss accounts for the attenuation due to the expansion of the wave as it

propagates through the medium, and it is defined as

Aspread ( f , d) =

(
4π f d

c0

)2

, (48)

where c0 stands for the speed of light in vacuum and we consider that the electromagnetic

power is spherically spread with distance.
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The absorption loss accounts for the attenuation that a propagating wave suffers because

of molecular absorption, i.e., the process by which part of the wave energy is converted into

internal kinetic energy of the excited molecules in the medium. The absorption loss Aabs

reflects this reduction in the wave energy, and it is defined as

Aabs ( f , d) =
1

τ ( f , d)
, (49)

where f stands for frequency, d is the path length, and τ is the transmittance of the medium.

This parameter measures the fraction of incident radiation that is able to pass through the

medium and can be calculated using the Beer-Lambert Law as [41]

τ ( f , d) = e−k( f )d, (50)

where k refers to the medium absorption coefficient and is given by

k ( f ) =
∑
i,g

ki,g ( f ) (51)

where ki,g is the individual absorption coefficient for the isotopologue1 i of gas g. For

example, a standard medium is mainly composed of nitrogen (78.1%), oxygen (20.9%)

and water vapor (0.1.0-10.0%), and each gas has different isotopologues that resonate at

several frequencies. The major contribution comes from water vapor molecules.

The absorption coefficient of an isotopologue i of gas g, ki,g, in m−1, for a molecular

volumetric density, Qi,g, in molecules/m3, at pressure p and temperature T is given by

ki,g ( f ) =
p
po

TS T P

T
Qi,gσi,g ( f ) , (52)

where p0 and TS T P are the Standard-Pressure-Temperature values and σi,g is the absorption

cross section for the isotopologue i of gas g in m2/molecule. The total absorption depends

on the number of molecules of a given gas that are found along the path. For a given gas

mixture, the total number of molecules of the isotopologue i of gas g per volume unit, Qi,g,

at pressure p and temperature T , can be obtained from the Ideal Gas Law [140] as

Qi,g =
n
V

qi,gNA =
p

RT
qi,gNA, (53)

1A molecule that only differs from another in its isotopic composition.
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where n is the total number of moles of the gas mixture that is being considered, V stands

for the volume, qi,g is the mixing ratio for the isotopologue i of gas g, NA stands for the

Avogadro constant and R is the gas constant.

The absorption cross section σi,g in (52) can be further decomposed in the line intensity

S i,g and the spectral line shape Gi,g as

σi,g ( f ) = Si,gGi,g ( f ) . (54)

The line intensity S i,g is a parameter directly obtained from the HITRAN database. To

obtain the line shape, Gi,g, we first need to determine the position of the resonant frequency

f i,g
c for an isotopologue i of gas g. This frequency increases linearly with the pressure from

its zero-pressure position as

f i,g
c = f i,g

c0 + δi,g p/p0, (55)

where f i,g
c0 is the zero-pressure position of the resonance, p0 is the reference pressure and δi,g

is the linear pressure shift. These parameters are directly read from the HITRAN database.

The absorption from a particular molecule is not confined to a single frequency, but is

spread over a range of frequencies. For a system in which the pressure is above 0.1 atm,

the spreading is mainly governed by the collisions between molecules of the same gas. The

amount of broadening depends on the molecules involved in the collisions and it is usually

referred as the Lorentz half-width αi,g
L [41]. This can be obtained as a function of the air

and self-broadened half-widths, αair
0 and αi,g

0 , respectively, as

α
i,g
L =

[
(1 − qg)αair

0 + qgα
i,g
0

] ( p
p0

) (T0

T

)γ
, (56)

in which the temperature broadening coefficient γ as well as αair
0 and α

i,g
0 are obtained

directly from the HITRAN database.

For the Terahertz Band, an appropriate line shape to represent the molecular absorption

is the Van Vleck-Weisskopf asymmetric line shape [143]:

F i,g ( f ) =
α

i,g
L

π

f

f i,g
c

 1(
f − f i,g

c

)2
+

(
α

i,g
L

)2 +
1(

f + f i,g
c

)2
+

(
α

i,g
L

)2

 , (57)
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An additional adjustment to the far ends of the line shape can be done to account for the

continuum absorption [18]:

Gi,g ( f ) =
f

f i,g
c

tanh
(

hc0 f
2kBT

)
tanh

(
hc0 f i,g

c
2kBT

)F i,g ( f ) , (58)

where h is the Planck constant, c0 is the speed of light in vacuum, kB stands for the Boltz-

mann constant and T is the system temperature.

The total molecular absorption loss can be now computed by combining (58), (54),

(50) and (49). As an example, the absorption coefficient for the different isotopologues

of oxygen and water vapor molecules are shown as functions of frequency in Figure 18.

Oxygen or O2 (Figure 18(a)) has more than two thousand resonances in the Terahertz Band,

mainly within 100 GHz and 6 THz. However, the major contribution to the total absorption

in a standard medium comes from water vapor molecules or H2O (Figure 18(b)), with more

than four thousand resonant peaks within the entire band, and an absorption coefficient six

orders of magnitude above that of the oxygen resonances. Rather than the attenuation

introduced by fog or raindrops in conventional RF systems in the Megahertz and Gigahertz

spectral bands, in the Terahertz Band, the water vapor molecules present in a standard

medium already significantly affects the channel performance.
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Figure 18. Molecular absorption coefficient kg in m−1 for oxygen and water vapor as functions of the
frequency.
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3.3 Molecular Absorption Noise

Up to this point, it has been considered that the molecules present in the medium only affect

the properties of the channel in terms of attenuation. However, molecular absorption also

introduces noise [12]. Indeed, the internal vibration of the molecules turns into the emission

of electromagnetic radiation at the same frequency that the incident waves that provoked

this motion. In our model, we consider this as a noise factor that affects the propagation of

electromagnetic waves in the Terahertz Band and we provide a way to compute it.

The parameter that measures this phenomenon is the emissivity of the channel, ε, and

it is defined as

ε ( f , d) = 1 − τ ( f , d) (59)

where f is the frequency of the electromagnetic wave, d stands for the total path length and

τ is the transmissivity of the medium given by (50).

The equivalent noise temperature due to molecular absorption Tmol in Kelvin that an

omnidirectional antenna detects from the medium is further obtained as:

Tmol ( f , d) = T0ε ( f , d) (60)

where f is the frequency of the electromagnetic wave, d stands for the total path length, T0

is the reference temperature and ε refers to the emissivity of the channel given by (59). This

type of noise is only present around the frequencies in which the molecular absorption is

considerably high. Water vapor molecules are again the main factor affecting the Terahertz

Band channel.

Besides the molecular absorption noise, the antenna noise temperature has contribu-

tions from several sources, such as the noise created by surrounding nanomachines or the

same device per se. To compute the total noise temperature of the system, Tnoise, the noise

introduced by the receiver needs to be taken into account:

Tnoise = Tsys + Tant = Tsys + Tmol + Tother (61)
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where Tsys refers to the system electronic noise temperature, Tant is the total antenna noise

temperature, Tmol is the molecular absorption noise, and Tother accounts for any other addi-

tional noise source. For the time being, there is no accurate noise model for graphene-based

electronic devices, but the initial predictions point to very low noise factors in this nano-

material [98]. For this, we focus only on the noise introduced by the channel, i.e., the

molecular absorption noise.

To compute the equivalent noise power at the receiver, it is necessary to define the

transmission bandwidth, which depends on its turn on the transmission distance and the

composition of the medium. For a given bandwidth, B, the molecular absorption noise

power at the receiver can be calculated as:

Pn ( f , d) =

∫
B

S N ( f , d) d f = kB

∫
B

Tnoise ( f , d) d f (62)

where f stands for frequency, d is the transmission distance, S N refers to the noise power

spectral density (p.s.d.), kB is the Boltzmann constant and Tnoise refers to the equivalent

noise temperature. Up to this point, we have given formulations to compute the total path

loss and the molecular absorption noise power. In the following section, we investigate the

capacity of the Terahertz Band channel by using the developed model.

3.4 Channel Capacity

In order to quantize the potential of the Terahertz Band for communication in nanonet-

works, we use the channel capacity as a performance metric. In our analysis, we look at

the Terahertz Band as a single transmission window almost 10 THz wide. We believe that

this is the main new opportunity for communication in nanonetworks.

Based on the proposed channel model, the Terahertz Band channel is highly frequency-

selective. In this section, we consider the molecular absorption noise to be additive, col-

ored, Gaussian and independent of the transmitted signal. A more accurate stochastic

model of noise is developed in Section 4.4.1. Under these assumptions, the capacity can be

57



obtained by dividing the total bandwidth into many narrow sub-bands and summing the in-

dividual capacities [40]. The i-th sub-band is centered around frequency fi, i = 1, 2, ... and

it has width ∆ f . If the sub-band width is small enough, the channel appears as frequency-

nonselective and the noise p.s.d. can be considered locally flat. The resulting capacity in

bits/s is then given by

C (d) =
∑

i

∆ f log2

[
1 +

S ( fi) A−1 ( fi, d)
S N ( fi, d)

]
, (63)

where d is the path length, S is the transmitted signal p.s.d., A is the channel path loss and

S N is the noise p.s.d..

The total path loss and the system noise are determined by the signal frequency, the

transmission distance and the molecular composition of the channel, whereas different dis-

tributions for the transmitted signal p.s.d. can be adopted. For example, in the simplest

case, this is flat,

S f lat ( f ) = S 0 for f ε B, 0 elsewhere. (64)

Alternatively, the transmitted signal p.s.d. can be optimally defined to maximize the chan-

nel capacity, subject to the constraint that the total transmitted power is finite. For this, the

signal p.s.d., S opt, should satisfy the water-filling principle:

S opt ( f ) + A ( f , d) S N ( f , d) = K, and

S opt ( f ) = 0 if K < A ( f , d) S N ( f , d) , both for f ε B, 0 elsewhere,
(65)

where K is a constant whose value depends on the total transmitted power, which will

remain as a design parameter in our analysis.

Despite the simplicity or the optimality of these two power-allocation schemes, their

feasibility can be compromised by the limited capabilities of a single nanomachine. As we

will explain in detail in Section 4.2.1, recent advancements in solid-state Terahertz Band

signal generators and detectors point to the possibility of transmitting very short pulses,

just one-hundred-femtosecond long. The major spectral components of these pulses are
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contained within the Terahertz Band. For simplicity, we model these pulses as Gaussian-

shaped,

p (t) =
a0
√

2πσ
e−(t−µ)2/(2σ2), (66)

where a0 is a normalizing constant to adjust the pulse total energy, σ is the standard devi-

ation of the Gaussian pulse in seconds, and µ is the location in time for the center of the

pulse in seconds. The p.s.d. of the transmitted pulse, S p, is given by

S p ( f ) = a2
0e−(2πσ f )2

, (67)

The time derivatives of a Gaussian pulse can be easily obtained by the combination of delay

lines, and will be also included in the quantitative evaluation of the channel. The p.s.d. of

the time derivate of a Gaussian pulse is also Gaussian-shaped, but the frequency position

of its main components increases with the derivative order n:

S (n)
p ( f ) = (2π f j)2na2

0e−(2πσ f )2
. (68)

Finally, we also compute the channel capacity for the case in which a transmission window

at 350 GHz with a 51 GHz flat bandwidth is used. Within this sub-band, the p.s.d., S win is

considered flat.

3.5 Numerical Results

In order to illustrate and understand the different properties of the Terahertz Band from the

communication perspective, the developed channel model is numerically investigated for

different medium compositions, in terms of total path loss, molecular absorption noise and

channel capacity. In our analysis, the contributions to molecular absorption from oxygen,

carbon dioxide, methane, nitrogen dioxide, ozone, nitrous oxide, carbon monoxide, and

water vapor are considered. Their average concentration in a dry atmosphere is used unless

the contrary is stated [41].

59



3.5.1 Total Path Loss

The total path loss A, given by (47), depends on the electromagnetic wave frequency f , the

transmission distance d and the composition of the medium that is being considerwed. In

order to illustrate the interrelations between these variables, in Figure 19, the total path loss

is shown in dB as a function of both the frequency (x-axis) and the distance (y-axis) for

different concentrations of water vapor molecules. Due to the spreading loss given by (48),

the total path loss increases with both the distance and the frequency, independently of the

molecular composition of the channel, similarly to conventional communication models

in the Megahertz or few Gigahertz frequency ranges. However, several peaks of attenua-

tion can be observed due to the molecular absorption loss given by (49). As discussed in

Section 3.2, the total absorption depends on the number of molecules that the propagating

electromagnetic wave encounters before reaching its destination. In a homogeneous chan-

nel, this is directly proportional to the molecular cross-section given in (54) and the total

path length d.
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Figure 19. Total path loss in dB as a function of the frequency and the distance for two different con-
centrations of water vapor molecules (the values for path loss have been truncated at 120 dB to avoid
masking relevant transmission windows in the short-range).

The main features of the Terahertz Band from the communication perspective are sum-

marized as follows:

• The total path loss of a propagating wave in the Terahertz Band does not only depend
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on the transmission distance and the system frequency, but also on the composition of

the transmission medium at a molecular level. In other words, apart from the spread-

ing loss associated to any propagating wave, the presence or absence of absorbent

molecules drastically alters the channel behavior. From this, the optimal transmis-

sion frequency and its associated bandwidth for a given transmission distance can be

determined.

• Within a nanonetwork, it is unlikely to consider single-hop transmission distances

above several tens of millimeters. Within this range, the available bandwidth is al-

most the entire band, from a few hundreds of Gigahertz to almost ten Terahertz,

even for high concentrations of water vapor molecules, which is the major factor

affecting the channel path loss. This opens a wide range of opportunities for commu-

nications, from femtosecond-long pulse-based communication systems to multiple

access methods based on frequency division techniques. However, molecular absorp-

tion still determines the frequency response of the channel, and allows, for example,

the definition of optimally shaped transmission signals.

• For short-range macroscale communications, i.e., up to a few meters, the channel

conditions define a set of transmission windows up to several tens of Gigahertz wide

each. Current research on Terahertz Band communication is mainly aimed to exploit

the first available window below 350 GHz [108]. The development of graphene-

based devices implicitly working in this domain can potentially enable the (simulta-

neous) use of all them in a cognitive fashion.

These results motivate both, the further analysis of the Terahertz Band and the identifi-

cation of applications that can benefit from very large bandwidths in the ultra short range.

3.5.2 Molecular Absorption Noise

The total noise power Pn, given by (62), in a Terahertz Band communication system de-

pends on the electronic noise temperature at the receiver, Tsys, and the molecular absorption

61



noise temperature created by the channel, Tmol given by (60). As discussed in Section 3.3,

the electronic noise temperature of the system is expectedly low due to the electron trans-

port properties of graphene. As a result, the main source of noise in the Terahertz Band

is the molecular absorption noise introduced by the channel. In the following, taking into

account that the computation of the molecular absorption noise power would require the

definition of the usable bandwidth B, the molecular absorption noise temperature is calcu-

lated instead.
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Figure 20. Molecular absorption noise temperature T in Kelvin as a function of the frequency and the
distance for two different concentrations of water vapor molecules.

The molecular absorption noise temperature Tmol, given by (60), is shown in Figure 20

as a function of the frequency (x-axis) and the distance (y-axis) for different concentra-

tions of water vapor molecules. In the very short range, the absence of highly absorbent

molecules in the medium results in very low noise temperatures. On the contrary, when the

number of absorbent molecules that a propagating electromagnetic wave encounters along

the channel increases, several peaks in the total noise temperature can be observed. The

presence of water vapor molecules is again the main factor affecting the properties of the

Terahertz Band channel.

Similarly to the system total path loss, the total system noise defines a set of usable
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transmission windows which change with the transmission distance between the nanoma-

chines. For the ultra short range, up to several tens of millimeters, the molecular absorption

noise power is very low when compared to other noise sources. For the short range, the

wise selection of center frequency(s) and bandwidth(s) can diminish the effect of the noise

on the system performance.

3.5.3 Channel Capacity

The capacity C, given by (63), of the Terahertz Band channel is determined by the channel

path loss A, given by (47), the noise p.s.d. S N , defined in (62), and the p.s.d. of the trans-

mitted electromagnetic wave. The maximum total transmission power is set to 100 mW. In

Section 4.2.1, we will analyze more realistic values for the particular case of nanonetworks.

3.5.3.1 Channel Capacity for Different Power Allocation Schemes

In Figure 21, the channel capacity is shown for the four power allocation schemes proposed

in Section 3.4: the capacity-optimal p.s.d. S opt (65), a uniform distribution of the power

within the entire Terahertz Band S f lat (64), the p.s.d. corresponding to the first time deriva-

tive of a one-hundred-femtosecond-long Gaussian pulse S (1)
p (68), and the p.s.d for the case

in which a transmission window at 350 GHz, S win, is used. A standard medium with 1% of

water vapor molecules is considered, unless the contrary is stated.

For a transmission distance below several tens of millimeters, the molecular absorption

is almost negligible. In this case, uniformly distributing the power across the entire band

tends to the optimal p.s.d.. On the contrary, by utilizing a single transmission window, even

if 51 GHz wide, the capacity in this case would be up to two orders of magnitude below

the optimal p.s.d. When the transmission distance is increased, the effect of the molecular

absorption is intensified, and uniformly distributing the power along the band is no longer a

capacity-efficient option. For a transmission distance on the order of a few meters, utilizing

the first transmission window at 350 GHz turns to be the best option. From these results,

we also highlight that the exchange of one-hundred-femtosecond-long pulses is a good
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compromise between achievable capacity and nano-transceiver architecture complexity.
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Figure 21. Capacity as a function of the distance for four different p.s.d. (1% H2O).

3.5.3.2 Channel Capacity for Different Molecular Compositions

The channel path loss A, given by (47), and the noise p.s.d. S N , defined in (62), are mainly

determined by the channel molecular composition. Within the Terahertz Band, the main

contribution comes from water vapor molecules. The channel capacity C, given by (63), as

a function of the distance for different concentrations of water vapor molecules is shown in

Figure 22(a) for the optimal power distribution S opt (65), and the for the flat p.s.d. S f lat (64),

and in Figure 22(b), for the p.s.d. corresponding to the first time derivative of a one-

hundred-femtosecond-long Gaussian pulse S (1)
p (68), and for the case in which the first

transmission window at 350 GHz is chosen S win.

The channel capacity of the same electromagnetic nanonetwork can considerably change

depending on the medium conditions. In classical communication channels, the system per-

formance is mainly affected by severe changes in the atmospheric conditions such as fog,

rain or snow. In nanonetworks, the limitation on the transmission power and the expected

high-sensibility of nanomaterials, make the presence of just a few molecules a major chal-

lenge for efficient communication. This effect depends on the total number of molecules

found along the channel, and, thus, either when increasing the path length or the concen-

tration of molecules among the path, the performance degradation is similar.
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Figure 22. Capacity as a function of the distance for different power allocation schemes with different
concentrations of water vapor molecules.

3.5.3.3 Channel Capacity for Different Pulse Shapes

The possibility to generate and transmit femtosecond-long Gaussian pulses by using struc-

tures in the nanoscale, invites us to think of a potential communication scheme based on the

transmission of ultra-low energy pulses. For a fixed energy, the p.s.d. of a Gaussian-shaped

pulse can be modified either by changing its width or by computing its time derivative,

which can be obtained by a combination of delay lines.

In Figure 23(a), the channel capacity C, given by (63), is illustrated as a function of

the distance d, when the p.s.d. corresponding to the first time derivative of a Gaussian

pulse S (1)
p (68) is used. Different pulse durations σ are considered ranging from 50 fs to

150 fs. When the pulse-width is increased, the p.s.d. becomes sharper, i.e., the power

is concentrated around the center of the Gaussian-shaped pulse. This effect increases the

channel capacity for distances above several tens of millimeters, where it has been shown

before that it is more efficient to concentrate the power in the lower part of the band. On

the contrary, the capacity can be slightly increased in the very short range if shorter pulses

are used. Indeed, a shorter pulse has a flatter p.s.d., and this is closer to the shape of the

optimal power allocation scheme for the shorter range.

In Figure 23(b), the channel capacity C, given by (63), is illustrated as a function of the
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distance d, when the p.s.d. corresponding to a one-hundred-femtosecond-long Gaussian

S (n)
p (68) is used, for different time derivative orders n. By computing the time derivative

of the pulse, the corresponding p.s.d. is shifted towards the higher part of the band. Taking

into account that the total path loss increases with frequency and distance, the channel

capacity is reduced with the derivative order, specially for distances above several tens

of millimeters. Finally, we would like to highlight that independently of the exact pulse

shape, the transmission of very short pulses represents an efficient way to exploit the huge

bandwidth provided by the Terahertz Band.
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Figure 23. Capacity as a function of the distance for different pulse shapes (1% H2O).

3.6 Conclusions

In this chapter, we have developed a novel channel model based on radiative transfer theory

to compute the path loss and the noise in the Terahertz Band. Then, we have proposed dif-

ferent power allocation schemes and, finally, we have computed the channel capacity of the

Terahertz Band by using the developed channel model. Our results show that the Terahertz

Band channel has a strong dependence on both the molecular composition of the medium

and the transmission distance. The main factor affecting the behavior of the Terahertz Band

is the absorption by water vapor molecules, which does not only attenuate the transmitted

signal, but it also introduces colored noise. In the very short range, i.e., for a transmission
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distance in the order of several tens of millimeters, the Terahertz Band can be considered as

a single transmission window almost 10 THz wide. This is the main difference with exist-

ing Terahertz communications systems which are focused on utilizing a single transmission

window below 350 GHz. The very high channel capacity of the Terahertz Band does not

only support very high transmission bit-rates, but it also enables new information encoding

and modulation techniques as well as novel networking protocols more suited for resource-

limited nanomachines. Amongst others, we have suggested the use of femtosecond-long

pulses for transmission of information among nanomachines, and showed how it poses an

interesting paradigm for short range communication in nanonetworks. Motivated by this

result, in the next chapter we propose new pulse-based modulation schemes for nanonet-

works in the Terahertz Band.
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CHAPTER 4

FEMTOSECOND-LONG PULSE-BASED MODULATION FOR
TERAHERTZ BAND COMMUNICATION

The next step towards enabling electromagnetic nanonetworks is the development of novel

modulations suited for the capabilities of nanomachines and tailored to the peculiarities

of the Terahertz Band channel. In this chapter, we develop a pulse-based modulation and

channel access scheme for nanonetworks in the Terahertz Band, which is based on the

transmission of one-hundred-femtosecond-long pulses by following an asymmetric On-Off

Keying modulation Spread in Time (TS-OOK). We motivate the feasibility of this scheme

and investigate its performance in terms of maximum achievable information rate for the

single-user and the multi-user cases. The computation of the achievable information rate

takes into account the transmitted waveforms, the propagation effects, the noise sources,

the multi-user interference and the information source statistics. In our analysis, we make

use of our developed Terahertz Band channel model. Moreover, we develop new stochastic

models of the noise and multi-user interference in the Terahertz Band.

4.1 Motivation and Related Work

For the time being, EM nano-transceivers cannot generate high-power carrier signals at

Terahertz Band frequencies. Indeed, several compact Terahertz Band plasmonic signal

generators and detectors are being developed [66, 97, 144, 145]. Contrary to classical

Terahertz Band radiation sources, which would require high power bulky devices and so-

phisticated cooling systems [162, 99], novel solid-state Terahertz Band emitters can elec-

tronically excite SPP waves at Terahertz Band frequencies from a compact structure built

on a High Electron Mobility Transistor (HEMT) based on semiconductor materials as well

as graphene. However, as we will explain in Section 4.2.1, when working at room temper-

ature, only broadband non-coherent radiation has been generated. In particular, very short
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pulses, just a hundred femtosecond long, can be generated, with a power of just a few µW

per pulse. This might not be enough for long range Terahertz Band communication, but

opens the door to communication in nanonetworks.

The lack of nano-transceivers able to generate a carrier signal at Terahertz Band fre-

quencies results in the impossibility to utilize classical carrier-based modulations and mo-

tivates the use of pulse-based communication schemes in nanonetworks. Pulse-based mod-

ulations have been widely used in high-speed wireless communication systems such as

Impulse Radio UltraWideBand (IR-UWB) and Free Space Optical (FSO) systems. In IR-

UWB, one-hundred-picosecond-long pulses are transmitted over the 3.1-10.6 GHz band,

while satisfying the FCC spectral mask [93]. These pulses are usually sent by following a

multi-level Pulse-Position Modulation (PPM) or Pulse Amplitude Modulation (PAM) with

Time Hopping (TH) orthogonal sequences and spread in time [45, 112]. PPM or PAM

are preferred over OOK because, in the conventional symmetric Additive White Gaus-

sian Noise (AWGN) channel, OOK exhibits a 3 dB inferiority to PPM or PAM in terms

of required signal-to-noise ratio to achieve a specific bit error probability. OOK is only

considered when the simplicity of the transceiver is the major design constraint [164, 9].

These considerations are no longer valid for pulse-based communication in nanonet-

works. First, as we will describe in Section 4.2.1, nanoscale transceivers can generate

pulses which are approximately one-hundred-femtosecond long, i.e., three orders of mag-

nitude shorter than in IR-UWB. This makes the detection of the pulses much more chal-

lenging, and motivates the use of very simple modulations. In addition, the phase of the

transmitted pulses cannot be controlled, which makes the use of antipodal modulations un-

feasible. More importantly, as we will explain in Section 4.4.1, the behavior of the molecu-

lar absorption noise is drastically different to that of the conventional AWGN channel. All

these facts motivate the investigation of new pulse-based communication schemes tailored

to the peculiarities of nanonetworks in the Terahertz Band.
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Besides IR-UWB, pulse-based modulations are also widely used in FSO communica-

tion systems. In these systems, very short pulses, e.g., usually one to ten femtoseconds

long, are transmitted in bursts by following OOK, PAM or other simple binary modula-

tions. The use of photodetectors usually results in an asymmetric noise behavior, which

is conceptually similar to that of the molecular absorption noise at Terahertz Band fre-

quencies [24, 14]. However, in FSO, pulses are not spread in time and, thus, concurrent

transmission from different users result in interference, unless more advanced medium shar-

ing techniques are used. As IR-UWB, in our proposed scheme, pulses are spread in time,

mainly due to the nano-transceiver limitations (Section 4.2.1). This reduces the maximum

achievable bit-rate but enables concurrent transmissions amongst different nanomachines

(Section 4.3.2). Next, we describe the peculiarities of Terahertz Band pulse-based systems,

which will be leveraged to proposed a new modulation and channel access scheme.

4.2 Terahertz Band Pulse-based Systems

In this section, first, we review the state of the art in nanoscale Terahertz Band signal

generators and detectors. Then, we describe the main channel phenomena that affect the

propagation of pulses in the Terahertz Band, which are considered in our analysis.

4.2.1 Signal Generation and Detection

Terahertz Band signal generators and detectors for communication among nanomachines

must be i) compact, i.e., up to several hundreds of square nanometers or a few square mi-

crometers at most; ii) fast, i.e., able to support modulation bandwidths of at least several

GHz; ii) energy-efficient, and iv) preferably tunable. Several technologies are been investi-

gated for the generation and detection of Terahertz Band radiation from compact devices.

From the signal generation perspective, Quantum Cascade Lasers (QCLs) [153, 77] and

frequency up-converters [103, 78] are two of the main alternatives. On the one hand, QCLs

can be used as local oscillators (LO) in heterodyne transceiver architectures. QCLs can

operate at frequencies above a few THz and can generate an average power in the order
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of a few mW when operating at cryogenic temperatures. However, the need of an external

laser for optical electron pumping, their limited performance at room temperature, and

especially their size (at least several square millimeters), hamper the application of QCLs

for communication among nanomachines. On the other hand, frequency up-conversion

techniques, which combine GHz sources and multi-stage frequency multipliers, do not

require external optical devices and can operate at room temperature. However, their size

(at least a few square millimeters) and narrow modulation bandwidth (few MHz at most)

limit their application in high-speed communication.

From the signal detection point of view, bolometers [130, 17] and Schottky diodes [125]

have been investigated for direct detection of Terahertz Band radiation. On the one hand,

bolometric detectors are able to detect very low power signals and have a high modulation

bandwidth (up to a few GHz). However, their performance is usually reduced when op-

erating at room temperature and their size poses a major constraint for the nanomachines.

Similarly, detection systems based on Schottky diodes can operate at room temperature

and exhibit a high modulation bandwidth (up to 10 GHz), but their size and difficulty in the

integration with the rest of the nano-transceiver pose significant challenges.

More recently, compact signal generators and detectors are being developed by using

a single HEMT based on III-V semiconductors (e..g., Gallium Nitride, Gallium Arsenide)

as well as graphene [66, 97, 144, 145]. In particular, it has been recently shown that SPP

waves at Terahertz Band frequencies can be excited in the channel of a HEMT with nano-

metric gate length by means of either electrical or optical pumping. The working principle

of such devices in emission is as follows. When a voltage is applied between the drain

and the source of the HEMT, electrons are accelerated from the source to the drain. This

sudden movement of electrons results in the excitation of a SPP wave due to the energy

band-structure of the building material of the HEMT. At cryogenic temperatures, the pe-

riodic excitation of the electrons can result in well-defined resonant SPP waves. At room

temperature, SPP waves are overdamped, and thus, only broadband incoherent waveforms

71



are generated, i.e., very short pulse-like radiation (one-hundred-femtosecond long). In any

case, the generated SPP waveforms can be then radiated by the nano-antennas proposed in

Chapter 2.

Reciprocally, in reception, the injection of SPP waves in the channel of a HEMT, for

example by means of a graphene-based plasmonic nano-antenna, results into electrons be-

ing pushed from the source to the drain. This effectively creates a voltage between the

drain and the source. Recent works show how HEMT-based plasmonic detectors provide

excellent sensitivities with the intrinsic possibility of high-speed response (in principle just

limited by the read-out electronics impedance). Similarly as in transmission, at room tem-

perature, HEMT-based detectors can only measure the amplitude of the received signals

(absolute power), but not its phase.

For all these, as we have already introduced in Section 3.4, we model the transmitted

signals as one-hundred-femtosecond-long Gaussian pulses. The p.s.d. of these pulses has

its main frequency components in the Terahertz Band. In Figure 24, we show the first time

derivative of a one-hundred-femtosecond-long Gaussian pulse, both in the time domain

and in the frequency domain. Its p.s.d. is centered at 1.6 THz with a 3dB bandwidth

between 0.7 THz and 2.5 THz. Pulses with a peak power of a few µW, i.e., with equivalent

energies of just a few aJ (10−18J), have been reported in the related literature [144, 145].

An additional technology limitation is that pulses cannot be transmitted in a burst, but due

to the relaxation time of SPP waves in the HEMT channel, need to be spread in time. In

our analysis, we consider the pulse energy and the spreading between pulses to be two

technology parameters.

4.2.2 Pulse Propagation

The propagation of the generated pulses is determined by the Terahertz Band channel be-

havior. In particular, to characterize the propagation of the pulses, we are interested in the

channel temporal response. Starting from Section 3.2, the Terahertz Band channel impulse
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Figure 24. First time derivative of a one-hundred-femtosecond-long Gaussian pulse with a total energy
of 1 aJ, both in the time domain (left) and in the frequency domain (right).

response H in the frequency domain can be written as

H ( f , d) = Hspread ( f , d) Habs ( f , d) , (69)

where Hspread and Habs refer to the spreading loss and the molecular absorption loss, re-

spectively, and are given by

Hspread ( f , d) =

(
c0

4πd f0

)
exp (−ı2π f d/c0) , (70)

Habs ( f , d) = exp
(
−

1
2

k ( f ) d
)
, (71)

where f stands for frequency, d stands for distance, c0 is the speed of light in the vacuum,

f0 is the antenna design center frequency, and k is the medium absorption coefficient. In

our model, we consider that the radiated power is spherically spread with distance and

detected with an isotropic broadband antenna with effective area given by Ae f t = λ2
0/4π,

where λ0 = c0/ f0.

Finally, the channel impulse response h in the time domain t can be obtained by using

the Inverse Fourier transform

h (t, d) = F −1 {H ( f , d)} . (72)

This inverse Fourier Transform does not have an analytical expression. In our analysis, we

will numerically compute the channel time response.
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4.3 Time Spread On-Off Keying

In this section, we describe the proposed communication technique for nanonetworks,

which serves both as a modulation scheme as well as a multiple access mechanism.

4.3.1 Modulation Definition

In light of the capabilities of nano-transceivers, we propose the use of TS-OOK for commu-

nication among nanomachines in the Terahertz Band. TS-OOK is based on the exchange

of one-hundred-femtosecond-long pulses among nanomachines. The functioning of this

communication scheme is as follows. Assuming that a nanomachine needs to transmit a

binary bit stream,

• A logical “1” is transmitted by using a one-hundred-femtosecond-long pulse and a

logical “0” is transmitted as silence, i.e., the nanomachine remains silent when a

logical zero is transmitted. An OOK modulation is chosen because of the peculiar

behavior of the noise in the Terahertz Band. As we will show in Section 4.4.1, noise

in the Terahertz Band increases when molecules are irradiated; if no user is trans-

mitting, molecular absorption noise becomes negligible. Thus, by being silent, the

probability of incorrect symbol detection is lowered and, in addition, no energy is

consumed in transmission. To avoid the confusion between the transmission of si-

lence and the no transmission, initialization preambles and constant-length packets

are used. After the detection of the preamble, the receiver counts the symbols in a

packet. During this time, silence is considered a logical “0”.

• The time between transmissions is fixed and much longer than the pulse duration.

Due to nano-transceiver limitations exposed in Section 4.2.1, pulses or silences are

not transmitted in a burst, but spread in time as in IR-UWB. By fixing the time

between consecutive transmissions, after an initialization preamble, a nanomachine

does not need to continuously sense the channel, but it just waits for the next trans-

mission. This feature can be used to save energy if this is the main constraint of the
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network. Alternatively, during the time between transmissions a nanomachine can

follow other nanomachines’ bit streams or transmit its own data. This scheme does

not require tight synchronization among nanomachines all the time, but only selected

nanomachines will be synchronized after the detection of the initialization preamble

for the duration of a packet transmission.

Under this scheme, the signal transmitted by a nanomachine u, su
T (t) is given by:

su
T (t) =

K∑
k=1

Au
k p (t − kTs − τ

u) , (73)

where K is the number of symbols per packet, Au
k refers to the amplitude of the k-th symbol

transmitted by the nanomachine u (either 0 or 1), p stands for a pulse with duration Tp, Ts

refers to the time between consecutive transmissions, and τu is a random initial transmission

delay. In general, the time between symbols is much longer than the time between pulses.

Following the usual notation, we define β = Ts/Tp � 1.

The signal received by a nanomachine j can be written as

s j
R (t) =

K∑
k=1

Au
k p (t − kTs − τ

u) ∗ hu, j (t) + nu, j
k (t) , (74)

where hu, j is the Terahertz channel impulse response between the nanomachines u and j,

in (72), and nu, j
k stands for the molecular absorption noise created between u and j by the

transmission of symbol k. hu, j depends on the specific medium conditions and the distance

between the transmitter u and the receiver j. Similarly, the molecular absorption noise nu, j
k

depends on the medium conditions and the transmission distance and it is correlated with

the transmitted symbol k, as we will explain in Section 4.4.1.

4.3.2 Medium Sharing with TS-OOK

TS-OOK enables robust and concurrent communication among nanomachines. In the envi-

sioned nanonetworking scenarios, nanomachines can start transmitting at any time without

being synchronized or controlled by any type of network central entity. However, due to

the fact that the time between transmissions Ts is much longer than the pulse duration Tp,
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several nanomachines can concurrently use the channel without necessarily affecting each

other. In addition, the very short symbol duration Tp makes collisions between symbols

highly unlikely. Moreover, not all types of collisions are harmful. For example, there are

no collisions between silences, and collisions between pulses and silences are only harm-

ful from the silence perspective, i.e., the intended receiver for the pulse will not notice

any difference if silence is received at the same time. In any case, collisions may occur,

creating multi-user interference and thus limiting the achievable information rate of this

communication scheme.

In the multi-user scenario, the signal received by a nanomachine j is given by

s j
R (t) =

U∑
u=1

K∑
k=1

Au
k p (t − kTs − τ

u) ∗ hu, j (t) + nu, j
k (t) , (75)

where U − 1 is the number of interfering nanomachines, K is the number of symbols per

packet, Au
k refers to the amplitude of the k-th symbol transmitted by the nanomachine u

(either 0 or 1), p stands for a pulse with duration Tp, Ts refers to the time between con-

secutive transmissions, τu is a random initial time, hu, j is the channel impulse response

between u and j in (72), and nu, j
k stands for the molecular absorption noise created by the

k-th transmission between u and j.

In Figure 25, we show an example of TS-OOK for the case in which two nanoma-

chines are simultaneously transmitting different binary sequences to a third nanomachine.

The upper plot corresponds to the sequence “1100001”, which is transmitted by the first

nanomachine. A logical “1” is represented by the first derivative of a Gaussian pulse

with Tp=100 fs, and a logical “0” is represented by silence. The time between symbols

is Ts=5 ps, which is very small for a real case, but convenient for illustration purposes.

This signal is propagated through the channel (thus, distorted and delayed) and corrupted

with molecular absorption noise (only when pulses are transmitted). Similarly, the second

plot shows the sequence transmitted by the second nanomachine, “1001001”. This second

transmitter is farther from the receiver than the first transmitter. Thus, the signal suffers
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from higher attenuation, higher distortion and a longer delay. This can be seen in the third

plot, which illustrates the signal at the receiver.
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Figure 25. TS-OOK illustration: top) First nanomachine transmitting the sequence “1100001”; mid-
dle) Second nanomachine transmitting the sequence “100101”; bottom) Overlapped sequences at the
receiver side.

4.4 Single-user Achievable Information Rate in TS-OOK

In this section, we develop a stochastic model of molecular absorption noise and analyti-

cally investigate the achievable information rate for TS-OOK in the single-user case.

4.4.1 Stochastic Model of Molecular Absorption Noise

To study the achievable information rate for TS-OOK in the single-user case, it is necessary

to stochastically characterize the noise in the Terahertz Band. As described in Section 3.3,

molecular absorption is one of the main noise sources at Terahertz Band frequencies. Ex-

cited molecules re-radiate part of the energy that they have previously absorbed out-of-

phase. This is conventionally modeled as a noise factor [12].

A more detailed analysis of molecular absorption noise allows us to identify the follow-

ing two main properties. On the one hand, molecular absorption noise is correlated to the

77



transmitted signal. In particular, molecular absorption noise increases when transmitting,

i.e., there is only background noise unless the molecules are irradiated [41]. On the other

hand, different molecules resonate at different frequencies and, moreover, their resonance

is not confined to a single frequency but spread over a narrow band. As a result, the power

spectral density (p.s.d.) of the noise has several peaks in frequency.

For a specific resonant frequency v, this noise can be characterized by a Gaussian prob-

ability distribution, with mean equal to zero and variance given by the noise power within

the band of interest,

Nv

(
µv = 0, σ2

v =

∫
B

S Nv ( f ) d f
)
, (76)

where S Nv ( f ) refers to the p.s.d. of the molecular absorption noise created by the resonance

v, and B stands for the receiver’s equivalent noise bandwidth. By considering the different

resonances from the same molecule as well as the resonances in different molecules to be

independent, we can model the total molecular absorption noise also as additive Gaussian

noise, with mean equal to zero and variance given by the addition of the noise power

corresponding to each resonance, N
(
µ = 0, σ2 =

∑
v σ

2
v

)
.

The variance of the molecular absorption noise can also be obtained by integrating

the total noise p.s.d. over the receiver’s noise equivalent bandwidth. The total molecular

absorption noise p.s.d. S Nm affecting the transmission of a symbol m ∈ {0, 1} is contributed

by the background atmospheric noise p.s.d. S NB [12] and the self-induced noise p.s.d. S NX
m
,

which are defined as

S Nm ( f , d) = S NB ( f ) + S NX
m

( f , d) , (77)

S NB ( f ) = lim
d→∞

kBT0
(
1 − exp (−k ( f ) d)

)  c0
√

4π f0

2

, (78)

S NX
m

( f , d) = S Xm ( f )
(
1 − exp (−k ( f ) d)

) ( c0

4πd f0

)2

, (79)

where f stands for the frequency, d refers to the transmission distance, kB is the Boltzmann

constant, T0 is the room temperature, k is the molecular absorption coefficient, c0 is the
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speed of light in the vacuum, f0 is the design center frequency, and S Xm is the p.s.d. of

the transmitted signal. The term S NB takes into account that the background noise is i)

generated from molecules that radiate just for being at a temperature above 0 K, and ii)

detected by an isotropic broadband antenna with effective area given by Ae f f = λ2
0/4π. The

term S NX
m

takes into account that the induced noise is i) generated by the transmitted signal

Xm, ii) spherically spread from the transmitting antenna, and iii) detected by an isotropic

broadband antenna with effective area Ae f f .

Finally, the total noise power Nm when the symbol m ∈ {0, 1} is transmitted is given by

Nm (d) =

∫
B

S Nm ( f , d) |Hr ( f )|2 d f , (80)

where B is the receiver’s noise equivalent bandwidth and Hr is the receiver’s impulse re-

sponse. For the time being, we consider a matched-filter receiver architecture for simplic-

ity. In Chapter 6, we will provide a more advanced symbol detection scheme tailored to the

capabilities of nanomachines.

4.4.2 Analytical Study of the Single-user Information Rate

The maximum achievable information rate in bit/symbol IRu−sym of a communication sys-

tem is given by

IRu−sym = max
X
{H (X) − H (X|Y)} , (81)

where X refers to the source of information, Y refers to the output of the channel, H (X)

refers to the entropy of the source X, and H (X|Y) stands for the conditional entropy of X

given Y or the equivocation of the channel.

In our analysis, we consider the source of information X to be discrete, and the output

signal of the transmitter su
T in (73), the channel response h in (72) and the molecular ab-

sorption noise n to be continuous. Under these considerations, the source X can be modeled

as a discrete binary random variable. Therefore, the entropy of the source H (X) is given

by:

H (X) = −

1∑
m=0

pX (xm) log2 pX (xm), (82)
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where pX (xm) refers to the probability of transmitting the symbol m = {0, 1}, i.e., the

probability to stay silent or to transmit a pulse, respectively.

The output Y of the channel can be modeled as a continuous random variable. In par-

ticular, the output of the transmitter is distorted by the channel h, and corrupted by the

molecular absorption noise n. The only random component affecting the received signal is

the molecular absorption noise.

In this case, the equivocation of the channel H (X|Y) is given by:

H (X|Y) =

∫
y

fY (y) H (X|Y = y) dy = −

∫
y

fY (y)
1∑

m=0

pX (xm|Y = y) log2 (pX (xm|Y = y)) dy,

(83)

where pX (xm|Y = y) stands for the probability of having transmitted xm given the output y.

By recalling the Mixed Bayes Rule and the Total Probability Theorem [101], the equivo-

cation H (X|Y) can be written in terms of the probability of the channel output Y given the

input xm, fY (Y |X = xm),

H (X|Y) =

∫
y

1∑
m=0

fY (y|X = xm) pX (xm) log2


1∑

n=0
fY (y|X = xn) pX (xn)

fY (y|X = xm) pX (xm)

 dy. (84)

Based on the stochastic model of molecular absorption noise, the p.d.f. of the output of

the system Y given the input X = xm can be written as:

fY (y|X = xm) =
1

√
2πNm

e−
1
2

(y−am)2
Nm , (85)

where Nm stands for the received noise power associated to the transmitted symbol xm,

which is given by (80), and am refers to the amplitude of the received symbol, which is

obtained by using the Terahertz Band channel response given in Section 4.2.2.

By combining (82), (84) and (85) in (81), the achievable information rate in bit/symbol
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can be written as

IRu−sym = max
X

− 1∑
m=0

pX (xm) log2 pX (xm) −
∫ 1∑

m=0

1
√

2πNm
e−

1
2

(y−am)2
Nm pX (xm)

· log2

 1∑
n=0

pX (xn)
pX (xm)

√
Nm

Nn
e−

1
2

(y−an)2
Nn

+ 1
2

(y−am)2
Nm

 dy


= −max

pX(x0)


∫

pX (x0)
√

2πN0
e−

1
2

y2
N0 log2

pX (x0)
1 +

1 − pX (x0)
pX (x0)

√
N0

N1
e−

1
2

y2
N0

+ 1
2

(y−a1)2

N1


+

1 − pX (x0)
√

2πN1
e−

1
2

(y−a1)2

N1 log2

(1 − pX (x0))
1 +

pX (x0)
1 − pX (x0)

√
N1

N0
e−

1
2

(y−a1)2

N1
+ 1

2
y2
N0

 dy
 .

(86)

Finally, the maximum achievable information rate in bit/second is obtained by multiplying

the rate in bit/symbol (86) by the rate at which symbols are transmitted, R = 1/Ts =

1/(βTp), where Ts is the time between symbols, Tp is the pulse length, and β is the ratio

between them. If we assume that the BTp ≈ 1, where B stands for the channel bandwidth,

the rate in bit/second is given by:

IRu =
B
β

IRu−sym. (87)

If β = 1, i.e., all the symbols (pulses or silences) are transmitted in a burst, and the maxi-

mum rate per nanomachine is achieved, provided that the incoming information rate and the

read-out rate to and from the nano-transceiver can match the channel rate. By increasing β,

the single-user rate is reduced, but the requirements on the transceiver are greatly relaxed,

as we explained in Section 4.2.1. Analytically solving the maximum information rate ex-

pression given by (86) is not feasible. Instead, we numerically investigate it in Section 4.6.

Up to this point, it has been assumed that only one nanomachine is utilizing the channel.

In the following section, the impact of interference in the information rate is investigated.

4.5 Multi-user Achievable Information Rate in TS-OOK

In this section, we develop a stochastic model for interference in TS-OOK and formulate

the multi-user achievable information rate analytically.
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4.5.1 Stochastic Model of Multi-user Interference in TS-OOK

Multi-user interference in TS-OOK occurs when symbols from different nanomachines

reach the receiver at the same time and overlap. Without loss of generality, we focus on the

symbols transmitted by the nanomachine number 1. Then, the interference I at the receiver

j during the detection of a symbol from node number 1 is given by:

I =

U∑
u=2

Au (p ∗ h)u, j (
T u

1
)

+ nu, j (T u
1
)
, (88)

where U refers to the total number of nanomachines, Au is the amplitude of the symbol

transmitted by the nanomachine u (either one or zero), (p ∗ h)u, j stands for the transmitted

pulse convoluted with the channel impulse response between nanomachines u and j, T u
1

is the time difference at the receiver side between the transmissions from nanomachines 1

and u, and nu, j is the absorption noise created at the receiver by the transmissions from the

nanomachine u.

Many stochastic models of interference have been developed to date. For example,

an extensive review of the existing models can be found in [16, 7, 157]. However, these

models do not capture the peculiarities of the Terahertz Band channel, such as the molecular

absorption loss and the additional molecular absorption noise created by interfering nodes.

In order to provide a stochastic characterization of the interference in TS-OOK, we make

the following considerations:

1. Nanomachines are not controlled by a central entity, but they communicate in an

uncoordinated fashion.

2. Transmissions from different nanomachines are independent and follow the same

source probability X.

3. The random initial time τ in (73) is uniformly distributed.

4. Nanomachines are uniformly distributed in space, thus, the propagation delay be-

tween any pair of nanomachines is also uniformly distributed in time.
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5. Collisions between silences are not harmful. Collisions between pulses and silences

are only harmful from the silence perspective.

Under these considerations, the time difference at the receiver side between the trans-

missions from the nanomachines 1 and u, T u
1 , can be modeled as a uniform random vari-

able over [0,Ts]. In addition, we can model the overall interference I as a Gaussian random

process, NI

(
µI = E [I] ;σ2

I = NI

)
, where E [I] and NI are the mean and variance of the in-

terference, respectively. Indeed, for a single interfering nanomachine, the amplitude of the

interference depends on the propagation conditions and the distance between this user and

the receiver. In addition, this interference can be constructive or destructive, depending on

the reflections that pulses may suffer. Then, for a large number of users, we can invoke the

Central Limit Theorem [101], and make the Gaussian assumption for I.

The mean of the interference E [I] is defined as:

E [I] = E

 U∑
u=2

Au (p ∗ h)u, j (
T u

1
)

+ nu, j (T u
1
) =

U∑
u=2

Tp

Ts
au, j pX (x1) =

U∑
u=2

au, j

β
pX (x1) , (89)

where U refers to the total number of nanomachines, Tp is the pulse length, Ts is the time

between symbols, and au, j is the average amplitude of a pulse at the receiver, j, transmitted

by the nanomachine u.

The variance of the interference is given by:

NI = E
[
I2
]
− E [I]2 , (90)

where

E
[
I2
]

= E


 U∑

u=2

Au (p ∗ h)u, j (
T u

1
)

+ nu, j (T u
1
)2

=

U∑
u=2


(
au, j

)2
+ Nu, j

β

 pX (x1) + 2
U∑

u=2<v

(
pX (x1)
β

)2

au, jav, j,

(91)

and which results in

NI =

U∑
u=2


(
au, j

)2
+ Nu, j

β

 pX (x1) + 2
U∑

u=2<v

(
pX (x1)
β

)2

au, jav, j −

 U∑
u=2

au, j

β
pX (x1)

2

, (92)
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where U is the total number of nanomachines, au, j refers to the amplitude of the pulse

transmitted by u at the receiver j, Nu, j is the noise power created from the transmission

from u to j, and pX (x1) is the probability of transmitting a pulse.

4.5.2 Analytical Study of the Multi-user Information Rate

We define the multi-user achievable information rate as the maximum aggregated through-

put that can be transmitted over the network, i.e.,

IRnet = UIRI
u =

B
β

IRI
u−sym, (93)

where U refers to the number of interfering nanomachines, IRI
u is the maximum achievable

information rate in bit/second for every single nanomachine in the presence of interference,

B is the channel bandwidth and β is the spreading factor, and IRI
u−sym is the achievable in-

formation rate in bit/symbol. Because of multi-user interference, IRI
u−sym cannot be directly

computed from (81). The optimal source distribution X depends on the number of in-

terfering nanomachines in the network, U, and, thus, obtaining the multi-user maximum

achievable information rate means to jointly optimize X and U.

In order to determine the IRI
u−sym as a function of the number of nanomachines U, we

need to add the contribution of interference into the probability of the output Y given the

input X = xm. Taking into account the previously introduced model for interference, now

(85) becomes

f I
Y (y|X = xm) =

1
√

2π (Nm + NI)
e−

1
2

(y−E[I]−am)2
Nm+NI , (94)

where Nm stands for the noise power associated to the symbol m, NI is variance of the

interference, and E [I] is the mean value of the interference. Then, IRI
u−sym can be obtained

by combining (94), (84) and (82) in (81). Finally, the multi-user achievable information
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rate is given by

IRnet = max
X

U
B
β

− 1∑
m=0

pX (xm) log2 pX (xm) −
∫ 1∑

m=0

1
√

2π (Nm + NI)
e−

1
2

(y−E[I]−am)2
Nm+NI pX (xm)

· log2

 1∑
n=0

pX (xn)
pX (xm)

√
Nm + NI

Nn + NI
e−

1
2

(y−E[I]−an)2
Nm+NI

+ 1
2

(y−E[I]−am)2
Nm+NI

 dy




= −max
pX(x0)

{
U

B
β

∫
pX (x0)

√
2π (N0 + NI)

e−
1
2

(y−E[I])2
N0+NI ·

log2

pX (x0)
1 +

1 − pX (x0)
pX (x0)

√
N0 + NI

N1 + NI
e−

1
2

(y−E[I])2
N0+NI

+ 1
2

(y−a1−E[I])2

N1+NI


+

1 − pX (x0)
√

2π (N1 + NI)
e−

1
2

(y−a1−E[I])2

N1+NI ·

log2

(1 − pX (x0))
1 +

pX (x0)
1 − pX (x0)

√
N1 + NI

N0 + NI
e−

1
2

(y−a1−E[I])2

N1+NI
+ 1

2
(y−E[I])2

N0+NI

 dy
 .
(95)

Similarly to the single-user case, analytically solving this optimization problem is not fea-

sible. For this, we numerically investigate it next.

4.6 Numerical Analysis
4.6.1 Single-user Achievable Information Rate

First, we numerically investigate the maximum achievable information rate for TS-OOK in

the single-user case.

4.6.1.1 Received Signal Power and Noise Power Ratios

First of all, it is convenient to visualize the behavior of the received pulse power and noise

power with the distance. The received power P1 when a pulse has been transmitted is shown

in Figure 26(a) as a function of the transmission distance d. In the same figure, the noise

powers associated with the transmission of a pulse and of silence, N1 and N0, respectively,

are also represented as functions of the transmission distance d. In particular,

• For distances below a few millimeters, the received power P1 is much larger than the

molecular absorption noise power N1, created by the propagating pulse.
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• For longer transmission distances, the received power P1 and the noise power N1, but

the latter does so at a lower pace. More noise is generated as the signal propagates,

but this is spread over a larger volume.

• The power N0 associated with the transmission of silence is constant with distance

and usually much smaller than N1. This asymmetry in the noise behavior is the main

difference with respect to the classical AWGN channel.

In Figure 26(b), the signal to noise ratio when a pulse is transmitted S 1N1R = P1/N1 and the

pulse-noise-power to silence-noise-power ratio N1/N0 are shown as functions of d. These

two ratios play a major role in the achievable information rate and the probability source

distribution for which it is achieved, as we explain next.

4.6.1.2 Achievable Information Rate

The single-user maximum achievable information rate IRu−sym in (86) in bit/symbol is

shown in Figure 26(c) as a function of the transmission distance d, for different values

for the transmitted pulse energy Ep. Besides the Terahertz Band asymmetric noise model

described in Section 4.4.1, we evaluate the case in which the same noise power affects the

transmission of pulses and silences, as in the AWGN channel. The results are as follows:

• For transmission distances below a few millimeters, the information rate is almost

constant and equal to 1 bit/symbol, which is the maximum information per symbol

that can be transmitted in a binary system. For example, if β = 1000 and B = 10 THz,

the single-user information rate is approximately 10 Gigabits per second. If β =

10, information rates in the order of 1 Terabit per second are possible. Ultimately,

the achievable information rate is limited but the symbol generation rate and the

maximum rate at which the electronics at the receiver side can process the received

signals. As discussed in Section 4.2.1, the use of graphene and other very high-

electron-mobility materials, will enable the processing at speeds up to a few Terabits

per second, thus, making the most out of the Terahertz Band channel.
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Figure 26. Numerical analysis of the single-user achievable information rate in TS-OOK.

• As the transmission distance increases, the achievable information rate decreases, but

it does so at a lower pace than in the case of the symmetric additive Gaussian noise

channel. This phenomenon can be explained as follows. When the transmission

distance increases, the received signal power P1 associated with the transmission

of a pulse and the noise power N1 created by the propagation of this pulse become

comparable and, thus, the pulse to noise ratio, S 1N1R, tends to one. However, as long

as the total signal power received is higher than the background noise level N0, the

receiver can still distinguish between a transmission and a no-transmission, because

the p.d.f.s of the two signals are largely different.
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• When the transmission distance further increases, the noise power N1 tends to N0,

and thus, the achievable information rate tends to zero because the symbols cannot

be distinguished, as expected.

4.6.1.3 Optimal Source Probability Distribution

The asymmetric behavior of the Terahertz channel is also reflected on the optimal source

probability distribution X for which the maximum achievable information rate is achieved.

The optimal probability to transmit a logical “0”, pX (X0), for which the maximum rate is

achieved is shown in Figure 26(d) as a function of the transmission distance d for different

values of the pulse-noise-power to silence-noise-power ratio N1/N0. In particular,

• For transmission distances below a few millimeters, the optimal source probability

distribution corresponds to the binary equiprobable distribution (pX (x0) = pX (x1) =

0.5), as in the symmetric AWGN channel.

• When the transmission distance increases, even if both silence and pulses can be

easily detected, the optimal probability distribution is no longer the equiprobable

one, but one that favors the transmission of silence rather than pulses, because the

total noise or equivocation is much lower when zeros are transmitted. In particular,

pX (x0) approaches 0.55 for distances above 10 mm.

Ultimately, these results motivate the development of channel coding schemes in which

more zeros than ones are used.

4.6.2 Multi-user Achievable Information Rate

In this section, we quantitatively study the effects of interference on the achievable infor-

mation rate of a single user and on the aggregated throughput. The energy of a transmitted

pulse is kept constant and equal to 0.01 aJ. The ratio between the time between pulses and

the pulse duration is kept constant and equal to β = 1000.
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4.6.2.1 Single-user Achievable Information Rate with Multi-user Interference

In Figure 27(a), the achievable information rate for every nanomachine IRI
u−sym in bit/symbol,

obtained from (81), (82) and (84) in (94), is shown as a function of the number of nanoma-

chines U and the transmission distance d. The results show that

• For a low number of interfering nanomachines, the achievable information rate be-

haves with distance similarly to the single-user case studied in Section 4.6.1.

• As the number of interfering nanomachines increases, the total interference becomes

the dominant term in the equivocation of the channel. As a result, the achievable

information rate of every user tends to zero. Interference affects in the same way the

reception of noise and the reception of pulses and, thus, once it becomes the dominant

contribution to the received signal, the achievable information rate degrades quickly.

4.6.2.2 Multi-user Achievable Information Rate and Optimal Source Probability Distri-
bution

The multi-user achievable information rate in bit/symbol, IRnet−sym = IRnet(β/B) with IRnet

given by (95), as a function of the number of interfering nanomachines U and the trans-

mission distance d is shown in Figure 27(b). Different trends for the multi-user achievable

information rate can be observed depending on the transmission distance and the number

of nanomachines. To understand this behavior, it is important to identify which is the opti-

mal source probability distribution X for which the multi-user achievable information rate

is achieved. In Figure 27(c), the optimal probability to transmit a logical “0” pX (x0), for

which the single-user achievable information rate and the aggregated multi-user achievable

information rate are achieved, is shown as a function of the number of nanomachines U

and the transmission distance d.

In the multi-user scenario, the optimal source distribution clearly prioritizes the trans-

mission of logical “0”s or silence over logical “1”s or pulses, i.e., pX (x0) � pX (x1). This
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(c) Optimal probability to transmit a logical “0”.

Figure 27. Numerical analysis of the multi-user achievable information rate in TS-OOK.

is due to the fact that by transmitting silence, both the molecular absorption noise and espe-

cially the interference power are drastically reduced. Indeed, this result is just numerically

stating that collisions between silence are never harmful, and, thus, it is more convenient

for the entire network to minimize the number of pulses that are sent. This behavior is not

seen in PAM or PPM modulations, where the information is modulated in the shape or the

position of the pulses, and pulses are always transmitted. In TS-OOK, the information is

ultimately placed in the presence or absence of “signal” (in this case a pulse due to tech-

nology limitations, but could be just any signal shape or even noise). This result motivates

the development of channel coding schemes suited for nanomachines and which maximize

the number of logical “0”s. Note that, at the same time, by transmitting less pulses, the
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total energy consumption for every device is also reduced. Finally, note that for the highest

node densities, the Gaussian approximation might not hold any longer, due to the fact that

the probability to transmit a pulse tends to 0 and thus, the interference tends to 0. However,

the utilized model is sufficient to illustrate the trends in the achievable rates.

We can now explain the behavior of the multi-user achievable information rate for the

different transmission distances:

• When the transmission distance is short, below a few tens of millimeters, the multi-

user achievable information rate increases with the number U of nanomachines up

to a point at which it reaches a constant value. This effect appears because, even

when the number of interfering nanomachines is drastically increased, provided that

the individual probability to transmit silence is much higher than the probability to

transmit a pulse (pX (x0) � pX (x1)), the total interference does not increase at the

same pace. Thus, the received signal power is sufficiently large to be distinguishable

from the reception of silence.

• When the transmission distance is increased, even by transmitting primarily silence,

the power of the received signal when a pulse is transmitted diminishes very fast

because of the very high path-loss of the Terahertz Band, and it is very difficult for

the receiver to discern between pulses and silence. It is interesting to note that, for

transmission distances above a few tens of millimeters, there is an optimal number

of users for which the multi-user achievable information rate is maximum. The opti-

mal point is again related to the relation between the transmitted and received pulse

energy and the total interference power.

4.7 Conclusions

In this chapter, we have presented a new communication modulation and channel access

scheme for nanomachines, which is based on the exchange of femtosecond-long pulses by

following an on-off keying modulation spread in time. We have studied the performance of
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this new paradigm analytically and provided numerical solutions to the maximal achievable

information rate for the single-user and the multi-user cases. We have developed analytical

models for the path-loss, molecular absorption noise and interference in the Terahertz Band,

which is the expected frequency range of operation of novel graphene-based plasmonic

nano-antennas and nano-transceivers.

Our results show that nanonetworks can support a very large number of nanomachines

(i.e., tens of thousands of nanomachines in close vicinity) simultaneously transmitting at

very high bit-rates (i.e., up to several Terabits per second, each), given that asymmetric

channel coding schemes are used to prioritize the transmission of silence. Indeed, both

the maximum single-user and multi-user information rates are achieved when asymmetric

source probability distributions are used, contrary to the classical symmetric AWGN chan-

nel. This study stimulates discussion and further research on channel coding and medium

access techniques for nanonetworks in the Terahertz Band, which will be provided in Chap-

ter 5 and Chapter 8, respectively.
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CHAPTER 5

LOW-WEIGHT CHANNEL CODES FOR ERROR PREVENTION
IN ELECTROMAGNETIC NANONETWORKS

An additional step towards enabling electromagnetic communication among nanomachines

is the development of error control mechanisms suited for this paradigm. In this chapter,

we propose the use of low-weight channel codes for error prevention in electromagnetic

nanonetworks. Rather than retransmitting or trying to correct channel errors, we attempt

to prevent these errors from happening in first instance. In particular, we show that, by

reducing the channel coding weight, i.e., the average number of logical “1”s in a codeword,

both the molecular absorption noise in the Terahertz Band and the multi-user interference

in TS-OOK can be mitigated. As a result, the channel equivocation and the Codeword

Error Rate (CER) are reduced. This is achieved without penalizing and even increasing

the achievable information rate after coding. In addition, we show that there is an optimal

coding weight for which the achievable information rate is maximized, which depends

on the channel and network conditions. This result motivates the development of novel

link policies and Medium Access Control protocols that can dynamically adapt the coding

weight to the channel and network conditions.

5.1 Motivation and Related Work

Molecular absorption noise in the Terahertz Band and multi-user interference in TS-OOK

result in channel errors. Classical error control mechanisms might not directly be used in

nanonetworks due to several reasons:

• Automatic Repeat reQuest (ARQ) mechanisms are not adequate for nanonetworks

due to the very large amount of energy needed to retransmit a packet. As we will dis-

cuss in Chapter 7, nanoscale energy harvesting mechanisms are needed by nanoma-

chines to operate. The time needed to harvest enough energy to transmit one full
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packet can be of up to several minutes, and thus, retransmissions drastically impact

the throughput of nanonetworks.

• Forward Error Correction (FEC) mechanisms are generally too complex for the ex-

pected capabilities of the nanomachines. As we mentioned before, the number of

nano-transistors in a nano-processor limits the complexity of the operations that it

can complete. Even with current processing technologies, the time needed to encode

and decode a packet can be much longer than the packet transmission time. Similarly,

Hybrid ARQ systems are too complex for the capabilities of nanomachines.

These constraints motivate a different approach to error control in nanonetworks. In par-

ticular, instead of ignoring the channel error sources and retransmitting a packet several

times (ARQ approach) or trying to correct the channel errors a posteriori (FEC approach),

it is relevant to look at how these channel errors can be prevented from happening a priori.

The peculiar nature of channel errors in nanonetworks opens the door to a different type of

error control mechanisms, which reduce the number of channel errors by adapting the cod-

ing weight to the nanonetwork conditions. This is possible thanks to the peculiar nature of

molecular absorption noise in the Terahertz Band and multi-user interference in TS-OOK.

Modifying the coding weight is a much simpler operation than using error correction tech-

niques and, in the simplest case, can be implemented with a look-up table.

Existing channel codes generally make use of all the possible codewords independently

of their weight. However, it is sometimes desirable to limit the values that the weight of the

codewords can take. In this direction, ration coding techniques were proposed in [135] to

reduce the electronic noise in chip interconnects. By keeping the weight of the codewords

constant, it was shown that the electronic noise can be reduced. In a similar direction,

in [113], the performance of sparse Low Density Parity Check (LDPC) codes was analyzed

in terms of error probability as a function of their weight. In particular, the authors showed

that for the binary symmetric channel and the parallel Z channel, the block error probability

of LDPC codes could be reduced by reducing the code weight.
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Next, we first look at how the coding weight affects both the molecular absorption

noise and multi-user interference power and, then, we analyze the performance of generic

low-weight codes in nanonetworks.

5.2 Impact of Coding Weight on the Channel Error Sources

The two main sources of channel errors for nanonetworks operating under TS-OOK are

molecular absorption noise and multi-user interference. The molecular absorption noise

and the multi-user interference power depend on the coding weight, as we show next.

From Section 4.4.1, we know that the molecular absorption noise and the transmitted

symbol are correlated. In particular, the p.d.f. N of the molecular absorption noise at the

receiver conditioned to the transmission of symbol xm (silence for a logical “0” and a pulse

for a logical “1”), fN (n|X = xm), where n refers to noise, is given by,

fN (n|X = xm) =
1

√
2πNm

e−
1
2

n2
Nm , (96)

where Nm refers to the variance of the molecular absorption noise given by (80). As illus-

trated in Figure 26(a), the value of Nm changes drastically whether a pulse is transmitted

(m = 1) or nothing is transmitted (m = 0). Moreover, the total noise power drastically

changes with distance, by several orders of magnitude.

Similarly, from Section 4.5.1, we know that the interference power depends on the in-

terfering nodes source probability distribution X. Previously, we analyzed the interference

in TS-OOK by modeling it as a Gaussian process. This assumption is valid for the case in

which the network is supporting a very high traffic load, and it is shown that it is a useful

asset for the analysis of the multi-user achievable information rate. However, in order to be

more general, we need much more general models for the interference.

To better understand the correlation between the multi-user interference power and the

coding weight, we first develop a new interference model that only assumes that nanoma-

chines are randomly deployed by following a spatial Poisson point process. In particular,
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we want to obtain a closed-form expression for the probability density function of the in-

terference power I created at the receiver side, fI (i), where i refers to interference power.

Without loss of generality, we position the receiver at the origin of coordinates. The inter-

ference created at the receiver side by the nanomachines contained in an area of radius a is

given by

Ia =
∑
d≤a

g (d) , (97)

where g refers to the power of a given signal at a distance d from its transmitter. From

Section 4.2.2, g can be written as

g (d) =

∫
B

S x ( f )
(

c0

4π f d

)2

e−k( f )dd f , (98)

where B refers to the bandwidth of the transmitted signal, S x is the p.s.d. of the transmitted

symbol x, f stands for frequency, c0 refers to the speed of light, and k is the molecular ab-

sorption coefficient of the medium. In Figure 28, g is illustrated as a function of the distance

d. For the distances considered in our analysis, between a few hundred of micrometers and

up to one meter, g can be approximated by the polynomial

g (d) ≈ β (d)−α , (99)

where α and β are two constants which depend on the specific channel molecular composi-

tion as well as on the power and the shape of the transmitted signal. In particular, for a stan-

dard medium composition with 10% of water vapor molecules, α ≈ 2.1 and β ≈ 1.39·10−18,

when using one-hundred-femtosecond-long Gaussian pulses with an energy equal to 0.1 aJ.

To compute the overall interference created by the nanomachines contained within a

disc of radius a, it is necessary to know the spatial distribution of the nodes. In our analysis,

we model the positions of the nanomachines as a spatial Poisson point process. Therefore,

the probability of finding k nodes in a disc of radius a and area A in m2 can be written as

P [k in A (a)] =
(λA (a))k

k!
e−λA(a), (100)
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Figure 28. Received power in dBW as a function of the transmitted distance when transmitting one-
hundred-femtosecond-long pulses with an energy equal to 0.1 aJ, in a medium with 10% of water vapor
molecules.

where λ refers to the Poisson process parameter in nodes/m2 and ! stands for the factorial

operation.

A collision between symbols will occur when these reach the receiver at the same time.

In TS-OOK, by considering also a Poisson distribution of the arrivals in time, the probabil-

ity of having an arrival during Ts seconds is a uniform random probability distribution with

p.d.f. equal to 1/Ts. Thus, for a given transmission, a collision will occur with probability

2Tp/Ts (we assume that a correlation-based energy detector is used at the receiver). We

should note that not all types of symbols harmfully collide, but only pulses (logical “1”s)

create interference. Therefore, we can replace the Poisson parameter λ in (100) by

λ→ λ′ = λT

(
2Tp/Ts

)
pX (X = 1) , (101)

where λT refers to the density of active nodes in nodes/m2, Tp refers to the symbol length, Ts

stands for the time between symbols, and pX (X = 1) refers to the probability of a nanoma-

chine to transmit a pulse (logical “1”).

Following a similar procedure as in [131], to obtain a closed-form solution of the inter-

ference power, we first compute the characteristic function of the interference Ia created by

the nodes in a disc of radius a, ΦIa , calculate its limit when the radius a goes to infinity, ΦI ,

and obtain the p.d.f. of the interference power fI as the inverse Fourier transform of ΦI .
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We define the characteristic function of the interference power Ia as

ΦIa (ω) = E {exp ( ωIa)} , (102)

which by using conditional expectation and taking into account the spatial Poisson distri-

bution of the nodes, can be evaluated as

ΦIa (ω) = E
{
E

{
e ωIa |k in A (a)

}}
=

∞∑
k=0

(
λ′πa2

)k

k!
e−λ

′πa2
E

{
e ωIa |k in A (a)

}
, (103)

where “k in A (a)” refers to the event of having k active nodes in a disk of radius a, and the

expectation is over the random variable Ia. To compute this last term, we can proceed as

follows. Under the Poisson assumption, when having k nodes in a disc of radius a, their

locations follow independent and identically distributed uniform distributions. If R is the

distance to the origin from a point that is uniformly distributed in A, then the p.d.f. of R is

fR (d) =


(2r)/a2 0 ≤ d ≤ a

0 otherwise.
(104)

Taking into account that the characteristic function of the sum of a number of indepen-

dent random variables is the product of the individual characteristic functions, we can write

E
{
e ωIa |k in A (a)

}
=


a∫

0

2r
a2 e ωg(d)dr


k

. (105)

By combining (105) in (103), summing the series, and computing the limit when a →

∞, the characteristic function of the interference power becomes

ΦI (ω) = exp

 λ′πω

∞∫

0

[
1/g (t)

]2 e ωtdt


 , (106)

where λ′ refers to spatial Poisson point process parameter as defined in (101) in nodes/m2

and g stands for the received power at the origin for a signal transmitted at a distance t

in (99).

Finally, for the specific case in which g can be approximated as a polynomial of the

form βt−γ, with 0 < γ = 2/α < 1, the integral in (106) may be evaluated to obtain:
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ΦI (ω) = exp
(
−λ′πβΓ (1 − γ) e−πγ/2ωγ

)
, (107)

where Γ (·) stands for the gamma function. For 0 < γ < 1, the p.d.f. of I can now be

obtained by taking the inverse Fourier transform, and results in

fI (i) =
1
πi

∞∑
k=1

Γ (γk + 1)
k!

(
πλ′βΓ (1 − γ)

iγ

)k

sin kπ (1 − γ) , (108)

where λ′ refers to the spatial Poisson point parameter given by (101), γ ≈ 0.95 and β ≈

1.39 · 10−18.

In Figure 29(a), the p.d.f. fI of the interference power (108) is illustrated for different

values of λ′. In particular, λ′ is obtained from (101), with Ts/Tp = 1000, pX (X = 1) = 0.5

and for λT ranging between 0.01 nodes/mm2 and 0.1 nodes/mm2. For example, the inter-

ference created by a Poisson field of nanomachines with λT = 0.1 nodes/mm2 which are

operating under the previous conditions, has an average power of approximately -153 dBW.

When the node density is decreased to λT = 0.01 nodes/mm2, this value goes to -167 dBW.
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Figure 29. Probability density function of the interference power for different transmitting node densi-
ties λT (left) and different probabilities to transmit a pulse pX (X = 1) (right), when Ts/Tp = 1000.

In Figure 29(b), the p.d.f. fI of the interference power (108) is illustrated for different

values of pX (X = 1), with Ts/Tp = 1000 and λT = 0.1 nodes/mm2. It can be seen that

the overall interference can decrease in more than 10 dB when the probability to trans-

mit a pulse (logical “1”) changes from 0.9 to 0.1. Based on these results as well as on
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the outcomes of the molecular absorption model, it is clear that the transmission of pulses

(logical “1”s) increases both the total molecular absorption noise and the multi-user inter-

ference, which potentially results in a higher number of channel errors. New error control

mechanisms can be developed by exploiting this unique behavior, as we present next.

5.3 Low Weight Coding for Channel Error Prevention

In existing communication systems, channel codes are used to allow the receiver of a mes-

sage to detect and correct transmission errors. We propose to use channel codes to reduce

the chances of having these errors in first instance. Our aim is not to develop new types

of error correcting codes, but to analytically and numerically show how by controlling the

coding weight, i.e., the average number of bits equal to “1” in a codeword, of any type of

codes, the molecular absorption noise power and the interference power can be reduced

without compromising the information rate or even improving it.

In light of our discussion in Section 5.2, it is clear from (80), (101) and (108) that the

probability of transmitting a pulse (logical “1”) is directly related with the molecular ab-

sorption noise and the interference behaviors. By controlling the weight of the transmitted

codewords, the probability distribution of “1”s and “0”s can be modified. Ultimately, by us-

ing constant low-weight channel codes, we can reduce the molecular absorption noise and

the interference of the system. This reduction comes with the price of longer codewords,

as usually in order to uniquely code a message with a lower weight, it will be necessary to

use a larger number of bits.

To illustrate this effect, we proceed as follows. In our analysis, the length of an unen-

coded message is constant and equal to n bits. For a given n, the total number of possible

n-bit words is given by 2n. The length of an encoded message is m ≥ n bits, and its weight,

which is defined as the number of bits equal to “1”, is denoted by u. For a given m, the total

number of possible codewords with weight exactly equal to u is given by:

W (m, u) =
m!

(m − u)!u!
. (109)
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Therefore, in order to be able to encode all the possible n-bit source messages into fixed

weight u codewords, the following condition must be satisfied:

W (m, u) ≥ 2n, (110)

where m refers to the size of the encoded words. For example, for n = 32 bits, a total of

m = 35 bits are needed to generate 232 codewords with exact weight equal to u = 17.

Then, for a constant weight code, the probability pX (X = 1) of transmitting a logical

“1” or pulse, and the probability pX (X = 0) of transmitting a logical “0”, i.e., being silent,

are:

pX (X = 1) =
u
m

; pX (X = 0) =
m − u

m
, (111)

where m stands for the number of bits in the encoded message, u stands for its weight and

both m and u must satisfy (110). In Figure 30, the necessary codeword length in bits and the

codeword weight necessary to achieve a specific probability of transmitting a pulse when

encoding 32-bit messages is shown. For example, in order to achieve a probability of pulse

transmission pX (X = 1) = 0.3, the encoded message size is m = 42 bit with weight u = 12.
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Figure 30. Codeword size m and constant code weight w as a function of the target probability of
transmitting a logical “1”.

Note that, up to this point, we are not advocating for any specific type of coding scheme.

We are mainly estimating the additional number of bits which are necessary to obtain a

constant low-weight set of codewords. Ideally, low-weight error correction codes can be

101



built in one step. Alternatively, these can be obtained in a two cascade coding design.

In any case, by reducing the weight of the code, we can reduce the molecular absorption

noise and interference in the network. However, due to the fact that additional bits are

being transmitted to reduce the coding weight, it is intuitive to think that the amount of

useful information that can be transmitted per unit of time is reduced. This compromise is

analyzed next.

5.4 Performance Analysis

In this section, we analytically study the impact of low weight channel codes on the in-

formation rate after coding and the Codeword Error Rate (CER). In addition, we show the

existence of an optimal coding weight that maximizes the information rate after coding.

5.4.1 Information Rate After Coding

In Section 4.5, we have computed the achievable information rate with TS-OOK over the

asymmetric Terahertz Band channel in the absence of coding. Next, we compute the achiev-

able information rate after coding of TS-OOK with constant low-weight channel codes. In

particular, the information rate after coding IRu−coded in bits/second for TS-OOK is given

by

IRu−coded =
B
β

IRu−sym−coded =
B
β

n
m

(
H (X) − HI (X|Y)

)
, (112)

where n and m are the unencoded and encoded message lengths respectively, B stands for

the bandwidth, β is the ratio between the symbol duration and the pulse length, X refers to

the source, Y refers to the output of the channel, H (X) refers to the entropy of the source

X, and HI (X|Y) stands for the equivocation of the channel in the presence of interference.

As before, we model the source of information X as a discrete binary random vari-

able. The output of the transmitter is attenuated by the channel and corrupted by molecular

absorption noise and interference. We consider the channel behavior to be deterministic.

Thus, the only random components affecting the received signal are the noise and the in-

terference. For the receiver, we consider both a soft receiver architecture, which provide us
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with a continuous output, and a hard receiver architecture, whose output is discrete.

5.4.1.1 Information Rate with a Soft Receiver

When using a soft receiver architecture, the output Y is continuous. In this case, the channel

equivocation HI (X|Y) in (112) is given by (84). The p.d.f. fY (y|X = x) of the channel

output Y conditioned to the transmission of the symbol X = x in (84) is now given by,

f I′
Y (y|X = x) = δ (y − am) ∗ fN (n = y|X = x) ∗

(
2y fI

(
i = y2

))
(113)

where δ stands for the Dirac delta function, am stands for the amplitude of the received

symbol, fN is the p.d.f. of the noise given by (96), fI stands for the p.d.f. of the interference

power given by (108), and ∗ denotes convolution. This equation considers the overall

interference power I to be independent of the current symbol transmission X = x.

The maximum achievable information rate in this case can be obtained by combin-

ing (82), (84) and (113) in (112). Analytically solving the resulting equation is not feasible.

Instead of this, we numerically investigate the achievable information rate after coding with

a soft receiver in Section 5.5.

5.4.1.2 Information Rate with a Hard Receiver

A soft receiver with a continuous output infers the maximum achievable information rate

at the cost of complexity. In practice, due to the limitation on the internal data size in

nanomachines, quantization is unavoidable. For this, in our analysis, we also consider a

1-bit hard receiver architecture tailored to the asymmetric Terahertz Band channel. With

a 1-bit hard receiver, the channel becomes a Binary Asymmetric Channel (BAC) and Y is

now a discrete random variable. This channel is fully characterized by the four transition
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probabilities:

pY (Y = 0|X = 0) =

∫ th2

th1

fY (y|X = 0) dy,

pY (Y = 1|X = 0) = 1 − pY (Y = 0|X = 0) ,

pY (Y = 0|X = 1) =

∫ th2

th1

fY (y|X = 1) dy,

pY (Y = 1|X = 1) = 1 − pY (Y = 0|X = 1) ,

(114)

where fY (y|X = x) is the probability of the channel output Y conditioned to the transmis-

sion of the symbol X = x in (85) and th1 and th2 are two threshold values. Contrary to the

classical symmetric additive Gaussian noise channel, in the asymmetric channel, there are

two points at which fY (y|X = 0) and fY (y|X = 1) intersect. We consider these thresholds

to be defined for the case without interference. Thus, th1 and th2 can be analytically com-

puted from the intersection between two Gaussian distributions N (0,N0) and N (a1,N1)

respectively, which results in

th1,2 =
a1N0

N0 − N1
±

√
2N0N2

1 log (N1/N0) − 2N2
0 N1 log (N1/N0) + a2

1N0N1

N0 − N1
, (115)

where a1 is the amplitude of the received signal given that a pulse has been transmitted and

N0 and N1 stand for the distance dependent noise powers given by (80).

The equivocation of the channel HI
BAC (X|Y) for the BAC can be written as

HI
BAC (X|Y) =

1∑
y=0

1∑
x=0

pY (Y = y|X = x) pX (X = x) log2


1∑

q=0
pY (Y = y|X = q) pX (X = q)

pY (Y = y|X = x) pX (X = x)

 ,
(116)

where pY (Y = y|X = x) refers to the probability of receiving symbol Y = y conditioned to

the transmission of symbol X = x and is given in (114). Finally, the information rate can

be obtained by combining (112), (114) and (116). In Section 5.5, we numerically analyze

the information rate of low-weight codes with a hard receiver with double threshold.

5.4.1.3 Optimal Coding Weight

From the information rate IRu−coded given by (112), we can make the following statements:
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• For a fixed message size n, the encoded message size m increases exponentially when

reducing the coding weight u, according to (110) and (109), as shown in Figure 30.

• The source entropy H (X) given by (82) is maximized when pX (X = 1) = pX (X = 0) =

0.5. The coding weight u that maximizes the source entropy is given by n/2.

• The channel equivocation H (X|Y) both for a soft receiver (84) and for a discrete

output hard receiver (116) decreases when the coding weight u is reduced.

As a result, we can state that there is an optimal coding weight for which the information

rate is maximized. The optimal coding weight depends on the channel conditions, i.e., the

molecular absorption noise (96), and the network conditions, i.e., the multi-user interfer-

ence (108). Analytically finding the optimal coding weight is not feasible. Alternatively,

we numerically investigate the optimal coding weight that maximizes the information rate

in Section 5.5.

5.4.2 Codeword Error Rate

In addition to the information rate, an additional relevant metric is the CER. The use of low-

weight channel codes prevents the generation of channel errors due to molecular absorption

noise and multi-user interference. This turns into a reduced symbol error rate (SER). The

SER is given by

S ER = pY (Y = 1|X = 0) pX (X = 0) + pY (Y = 0|X = 1) pX (X = 1) , (117)

where pY (Y = y|X = x) is the probability of receiving symbol Y = y given that symbol

X = x has been transmitted, which is given by (114), and pX (X = x) is the probability to

transmit symbol X = x, which depends on the coding weight u and it is given by (111).

The CER can be then computed as

CER = 1 − (1 − S ER)m , (118)

where m is the encoded message length. We numerically investigate the CER in Section 5.5.
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5.5 Numerical Results

In this section, we numerically investigate the performance of constant low-weight chan-

nel codes in terms of information rate after coding as well as CER. In our analysis, the

unencoded message size n is equal to 32 bit. The coding weight u and the resulting proba-

bilities to transmit a pulse or silence, pX (X = 1) and pX (X = 0), respectively, are computed

accordingly by using (109) and (111). For the computation of the channel path-loss and

the molecular absorption noise, the models developed in Chapter 3 are used. We con-

sider a standard medium composition with a 10% of water vapor molecules. In an attempt

to keep these numbers realistic and significant, the energy of the transmitted one-hundred-

femtosecond-long Gaussian pulses is limited to 0.1 aJ. The stochastic models for the molec-

ular absorption noise and the interference power given by (96) and (108) are used.

5.5.1 Information Rate After Coding
5.5.1.1 Information Rate with a Soft Receiver

The information rate IRu−coded with a soft receiver architecture, obtained by combining (82),

(84) and (113) in (112), is shown in Figure 31 as a function of the transmission distance

d, for different node densities λT in nodes/mm2 and for different probabilities to transmit a

logical “0”, pX (X = 0) (111).

10
−4

10
−3

10
−2

10
−1

10
0

0

2

4

6

8

10

Transmission Distance [m]

In
fo

rm
a

ti
o

n
 R

a
te

 [
G

b
p

s
]

 

 
p

0
 > 0.5

p
0
=0.5

p
0
<0.5

Decreasing λ
T

Figure 31. Information rate with a soft receiver architecture as a function of the transmission dis-
tance for different node densities and different probabilities of pulse transmission (β = 1000, λT =

0.01, 0.1, 1 nodes/mm2).

For very short transmission distances d < 10 mm, the received signal power when a
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pulse is transmitted, i.e., a1, is much higher than the molecular absorption noise N1,N0 and

the multi-user interference I, and the information rate reaches its maximum value. For this

region, the maximum information rate is obtained when the coding weight is 0.5, as in the

classical symmetric channel. As the transmission distance is increased, the received signal

power when a pulse is transmitted a1 tends to 0, but the noise power N1 remains larger

than the noise power N0. Because the interference affects in the same way the transmission

of “0”s and “1”s, a soft receiver will still be able to distinguish between symbols, and its

equivocation can be minimized by choosing a lower coding weight. As the transmission

distance is further increased, the noise power N1 tends to N0, and thus, symbols cannot

be distinguished anymore. These results are in accordance to what we described in Sec-

tion 4.6.2. The behavior of the information rate follows the same pattern for different node

densities.

5.5.1.2 Information Rate with a Hard Receiver

The information rate IRu−coded with a hard receiver architecture, obtained by combining (82)

and (116) in (112), is shown in Figure 32 as a function of the transmission distance d, for

different node densities λT in nodes/mm2 and for different probabilities to transmit a logical

“0”, pX (X = 0) (111).
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Figure 32. Information rate with a hard receiver architecture as a function of the transmission
distance for different node densities and different probabilities of pulse transmission (β = 1000,
λT = 0.01, 0.1, 1 nodes/mm2).
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For a specific node density, we can also distinguish three main regions in the behavior

of the information rate after coding. In this case, the impact of the coding weight is more

noticeable because the multi-user interference I (108) drastically impacts the performance

of the hard receiver. In particular, interference shifts the received signal and makes a fixed-

threshold th1, th2 in (115) detection scheme not optimal (contrary to the far more complex

soft receiver architecture). In this case, the reduction of the coding weight, i.e., the increase

of pX (X = 0), turns into an improvement in the achievable information rate after coding.

This result validates our original hypothesis and justifies this work. This effect can clearly

be seen by analyzing the behavior of the codeword error rate (Section 5.5.2).

5.5.1.3 Optimal Coding Weight

In Figure 33, the optimal probability to transmit a logical “0”, pX (X = 0), that maximizes

the information rate is shown for both a soft receiver architecture and a hard receiver archi-

tecture, as a function of the transmission distance d.
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Figure 33. Optimal probability to transmit a logical “0”, pX (X = 0), that maximizes the information
rate is shown for both a soft receiver architecture (left) and a hard receiver architecture (right) (Ts/Tp =

1000, λT = 0.01, 0.1, 1 nodes/mm2).

Following the same discussion as for the information rate after coding, we can also

distinguish three main regions. For very short transmission distances, d < 1 mm, the

optimal coding weight corresponds to the equiprobable source distribution pX (X = 0) =

pX (X = 1) = 0.5. As the transmission distance is increased, the optimal coding weight
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increases the transmission of logical “0”s, i.e., silence, and pX (X = 0) > 0.5. This is

specially visible for the hard-receiver architecture.

5.5.2 Codeword Error Rate

In Figure 34, the CER (118) is shown as a function of the transmission distance d, for

different node densities λT in nodes/mm2 and for different probabilities to transmit a logical

“0”, pX (X = 0) (111). For a specific node density, the reduction of the coding weight turns

into reduced error rates. This is specially valid for high interference scenarios, i.e., high

node densities in our analysis. For distances in the order of a few millimeters, which is

expectedly the transmission range of nanomachines, the use of low-weight channel codes

can clearly improve the CER. In particular, for very high node-densities, the improvement

can be up to 150%.
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Figure 34. CER as a function of the transmission distance for different node densities and different
probabilities of pulse transmission (Ts/Tp = 1000, λT = 0.01, 0.1, 1 nodes/mm2).

The control of coding weight is a simple process that turns into energy savings, by i)

transmitting less pulses (logical “1”s), ii) avoiding retransmissions, and iii) reducing the

energy in computation and signal processing. Moreover, as discussed above, this is done

without penalizing the information rate or even improving it.
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5.6 Conclusions

In this chapter, we have proposed the utilization of low-weight channel codes to prevent

channel errors in pulse-based electromagnetic nanonetworks in the Terahertz Band. For

this, we have first investigated the impact of the coding weight on the two main error

sources in electromagnetic nanonetworks, namely, the molecular absorption noise and the

multi-user interference. Then, we have proposed the control of the coding weight as a

mechanism to reduce the noise and interference power. Finally, we have investigated the

performance of low-weight codes in terms of information rate and codeword error rate.

The results show how, by using low-weight channel codes, the overall noise and inter-

ference can be reduced while keeping constant or even increasing the achievable informa-

tion rate. Moreover, we have shown that there is an optimal coding weight, which depends

on the channel and network conditions, for which the information rate is maximized. Ulti-

mately, these results motivate the development of novel link transmission policies as well

as novel Medium Access Control protocols that can dynamically adapt the coding weight

to the channel and network conditions, which we investigate in Chapter 8.
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CHAPTER 6

RECEIVER SYMBOL DETECTION SCHEME FOR
PULSE-BASED COMMUNICATION IN NANONETWORKS

In this chapter, we present a new receiver symbol detection scheme to support pulse-based

modulations in the Terahertz Band, such as the scheme proposed in Chapter 4. The symbol

detection is based on a Continuous-time Moving Average (CTMA) architecture, which is

implemented with a single low-pass filter. This scheme bases its decision in the received

signal power maximum peak after the CTMA. Afterwards, to decode the symbol, this max-

imum is compared with a previously defined threshold. This scheme is first analyzed in an

interference-free environment, and its performance is compared to that of existing symbol

detectors for pulse-based communication systems at lower frequency bands. In addition,

in order to evaluate the impact of multi-user interference, the revised interference model

for TS-OOK, which we developed in Chapter 5, is considered to analyze the performance

degradation as a function of the density of active nanomachines.

6.1 Motivation and Related Work

As we discussed in Chapter 4, state-of-the-art Terahertz Band nano-transceivers are able

to generate and detect very short pulses, which are usually just one-hundred-femtosecond

long. The very low power of such pulses, i.e., peak power of up to a few µW, and the

very high path-loss of the Terahertz Band channel (Chapter 3), makes the detection of such

pulses very challenging.

Existing receiver architectures cannot directly be used for the detection of femtosecond-

long pulses, when transmitted at several Gigabits or even Terabits per second [39, 69, 83,

166]. Amongst others, as we discussed in Chapter 4, the assumptions on the shape, energy,

duration and emission rate of the pulses as well as on the channel effects are different for

nanonetworks in the Terahertz Band. In addition, multi-user interference that originates
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from uncoordinated transmission among nanomachines may further challenge the proper

detection cause a major obstacle for communication in nanonetworks.

In the following section, we describe our proposed symbol detection scheme and com-

pare it to existing symbol detection schemes.

6.2 Symbol Detection

The symbol detector consists of a low pass filter which approximates a CTMA, a peak

detector, a decision maker implemented in the decoder and the sampling provided by the

synchronization block. The symbol detection block diagram is shown in Figure 35 within

a suggested receiver architecture based on power detection. As shown, the symbol detector

is located after a Terahertz Band front-end, which amplifies and conditions the input signal,

and a power detector. The power detection has been well explored in other non-coherent

impulse-based communication schemes, and it is shown that it can achieve up to 10 times

power consumption savings [155].

Peak Detector(  )2 Decoder

Synch
( )u t ( )x t ( )z t

[̂ ]s n

Symbol detector

( )v t

Figure 35. Receiver block diagram architecture.

Usual symbol detectors sample the output of a switched integrator in a single instant

of time. In particular, in optical schemes [55], the symbol reception is phase-synchronized

using Phase Locked Loop (PLL), so the output can be sampled at the optimal point. In

carrier-less communications, such as IR-UWB [39], phase synchronization is highly dis-

couraged, so the received signal power is integrated over a time window wider than the

pulse time. Afterwards, the output value is sampled at the end of the integration time. Both

cases need high synchronization between devices before the transmission starts. To relax
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the synchronization constraints in the expected time interval of arrival in IR-UWB, the in-

tegration time window is increased in the order of 10 to 100 times the pulse time Tp, so

the pulse can fit into the integration window [69, 166]. This significantly lowers the perfor-

mance of the receiver due to the fact that the useful signal power is averaged with respect

to the extra noise power (See Figure 36).

T

Tp

T

Tp

TpDt

T

a)

c)

b)

Figure 36. CTMA symbol detection. a) The integration time window is greater than the pulse time so
additional noise is also integrated. b) The integration time window is reduced to the pulse time, the
pulse does not fit into the time window. c) Thanks to CTMA, there are infinite Tp integration time
windows over the time T so the pulse fits into only one of these time windows.

6.2.1 Continuous-time Moving Average

When the receiver integrates the pulse over a time window which is greater than the pulse

time, the noise contribution proportionally increases with this time window, as shown in

Figure 36. This effect drops the performance of the receiver in terms of SER by reducing

the SNR ratio. There is a compromise between simplicity and minimum energy per bit.
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To mitigate this noise effect, we need to reduce the integration time up to the pulse time

length, Tp. However, since the expected time interval, T , is still kept in the order of 10 to

100 times the pulse time, we need to implement a total of T/Tp integrators in parallel and

decide after the pulse reception which one has integrated the pulse energy. This makes this

implementation impractical for low complexity devices.

As shown in Figure 36, there is a probability that the pulse does not perfectly fit in the

integration time window. To make this happen we either must delay the integrators by a ∆τ

time (see Figure 36) or we must increase the number of integrators. By overlapping them

we make sure that the pulse can fit in one of them. However, by increasing the number of

integrators, the receiver complexity is also increased.

Since we can consider that, due to the asynchronous nature of impulse-based communi-

cation, the delay ∆τ is unknown, we need to overlap infinite Tp time windows delayed a ∆τ

tending to zero. Under this assumptions, we define the Continuous-Time Moving Average

as the linear time-invariant (LTI) system with input to output relation defined as:

xCT MA(t) =

∫ t

t−Tp

v(t)dt (119)

where xCT MA stands for its output, t refers to time, Tp is the pulse time and v refers to the

input of the LTI system.

This LTI system implements for each time ti the integration over a pulse time Tp of

the input power during the time interval (ti − Tp, ti). Thus, this LTI system implements the

infinite number of integrators needed to fit the upcoming pulse into one of the integrators

over T . We refer as t j the time that makes the upcoming pulse to perfectly fit into the

integration window and x(t j) the result of this integration.

However, the limited time resolution is fixed to the whole expected time interval T ,

so the possibility of trying to detect the time t j and its value x(t j) is discarded. Notice

that, in a noise-free situation, the maximum value of the signal x(t) is given when the pulse

perfectly fits into the time window, thus we have that max x(t) = x(t j) while when silence is

transmitted, the maximum is still kept as zero. Thus, we use the max x(t), which provides
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a good estimator of x(t j), to decode the received symbol.

An ideal CTMA symbol detection scheme is not implementable. We next describe

how we approximate this system using a low pass filter and how the pulse detection is

performed. We aim at simplicity in order to guarantee the future integration of this symbol

detector into nanomachines.

6.2.2 Low-Pass Filter-based CTMA

Lumped elements are usually proposed to approximate rectangular impulse responses by

means of reactance networks [36]. Due to simplicity constraints, we approximate this

CTMA symbol detection scheme by using a second order low-pass filter. This filter could

be easily implemented with a chain of two RC filters in cascade with orders of magnitude

of R ∼ kΩ and C ∼ fF, or even solutions implemented with graphene transistors, since their

model implicitly provides a low-pass behavior [116].

To determine the cutoff frequency or, equivalently, the time width of the low-pass filter,

we propose a square error minimization between both impulse responses as a function of

the a parameter, defined in the low-pass filter impulse response hlp f , and the pulse time Tp,

defined in the impulse response hCT MA of the CTMA. These impulse responses are given

by:

hCT MA(t) =


1

Tp
If 0 < t < Tp

0 Otherwise
, hlp f (t) = a2te−at (120)

where hCT MA is the impulse response of an ideal integrator with Tp time of integration and

hlp f refers to the impulse response of a second order low-pass filter with two real poles

with parameter a. In order to find the closer low-pass filter to the ideal integrator, we have

minimized the square error between both impulse responses as function of the parameter a.

This minimization is given for a = 1.4615/Tp.
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6.2.3 Peak Detection and Decoding

To accordingly decode the received symbol, we introduce a peak detector and a decoder.

These two blocks, which are aided by the synchronization block, decode the symbol ac-

cording to:

ŝ[n] =


1 if max

t∈(0,T )
x(t) > Vth

0 otherwise
(121)

where t refers to time, T is the expected time interval where we expect that the pulse will

arrive, and Vth stands for the voltage threshold.

The proposed peak detector is based in a continuous-time comparison. This is com-

posed of by a comparator and a latch circuit such that, whenever the input is higher than

the predefined threshold, the output of the circuit is fixed to “1” until an external control

circuit resets the output to “0”. This comparator starts operating anytime the expected time

interval starts. This timing is provided by the synchronization block.

Once the expected time interval has reached the end, the decoder aided by the synchro-

nization block checks the output of the peak detector and decodes the symbol. Additionally,

since the symbol detector is not integrating the signal during all the expected time interval

T , but only during a time Tp, the decoder can oversample its input a few times over the

expected time interval to decide whether the pulse has already arrived. This possibility can

open up very interesting but simple symbol time estimation schemes for symbol detection.

Notice that, although no maximum function is carried out in the real reception, if at

a time t j, x(t j) is above the threshold, the maximum value x(ti) must be also above this

threshold. The analysis of the symbol decision criterion is performed in the following

section.
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6.3 Analytical Model for the Symbol Detection

In this section we provide an analytical model for the CTMA-based symbol detector in a

multi-user interference-free environment, i.e., only the effect of background noise is con-

sidered. With this, we are able to obtain the probability density functions of the received

symbols and to provide a lower bound in the SER.

The symbol decision criterium is based on the output signal of the Low-pass filter, x,

which can be written for a single pulse arriving at a random time τ as:

x(t) =

(
s[i]w(t − iTs − τ) ∗ hc(t) + n(t)

)2

∗ hlp f (t) (122)

where ∗ denotes convolution, s[i] stands for the transmitted symbol which can be either “0”

or “1”, w refers to the one-hundred-femtosecond-long pulse, Ts is the symbol period, hc

stands for the transfer function provided by the channel, n refers to the noise of bandwidth

W and hlp f is the impulse response of the low-pass filter.

Then ŝ is decoded according to (121). To model max x (t), we consider that the SER

tends to the ideal energy detector receiver when the time of observation tends to zero. The

low-pass filter provides a high correlation between consecutive instants of time that enables

the discretization of the continuous-time function x into N independent random variables.

Then, max x (t) can be expressed as function of the vector X = {X1, X2, · · · , XN} which

refers to the discretized function x with:

max
t∈(0,T )

x(t) = max
N

X = max
N
{x(t1), x(t2), · · · , x(tN)} (123)

where T refers to the time of observation, N stands for the number of independent dis-

cretized variables, and x(t1), · · · , x(tN) is the value of the input signal x at the t1, · · · , tN

instants.

6.3.1 Detection of Logical “0”

In impulse-based On-Off keying modulation schemes, such as TS-OOK, a logical “0” is

transmitted as silence. When silence is transmitted, just noise is detected in the receiver.
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For this we can consider X as a vector with identically N random variables, with probabil-

ity density function fn. The probability density function of max X can be expressed as a

function of fn by:

fmax,n(y,N) = NFn(y)N−1 fn(y) (124)

where N is the number of discrete random variables, fn refers to the probability density

function of a single xi variable and fn stands for its cumulative distribution function. Each

Xi corresponds to the square value of the noise signal over the bandwidth provided by the

low-pass filter. This is commonly modeled in the literature as a chi-square distribution

with v = 2TpW degrees of freedom random variable [87], with Tp the pulse time and W

its bandwidth. This probability density function is expressed in terms of the normalized

random variable Y = 2X/N00, for a two sided power spectral noise density N00/2 and is

given by:

fn(y) =
1

2v/2Γ( v
2 )

y(v−2)/2e−y/2, y ≥ 0 (125)

where Γ is the gamma function, v refers the degrees of freedom and y the normalized

random variable.

In particular, if TS-OOK and ultra-short impulse-based modulations uses TpW = 1, we

obtain for fmax,n(y,N):

fmax,n(y,N) =
1
2

N
(
1 − e−

y/2
)N−1

e−
y/2. (126)

however, only if the pulse is strictly one-hundred-femtosecond long, this condition is valid.

Since the n-th time derivative of a Gaussian pulse is considered for the pulse generation,

and also the low-pass filter is an approximation of an ideal integrator, values of TpW are

expected to be higher. In particular, for a second time derivative Gaussian pulse we have

TpW = 3.5. For this, there is no closed-form expression of fmax,n(y,N) so that the function

must be numerically evaluated.

118



6.3.2 Detection of Logical “1”

A logical “1” is transmitted by using a one-hundred-femtosecond-long pulse. The signal

x received is noise plus signal during a very short time and noise during most of the time.

This fact leads to consider two different types of random variables, namely Nn independent

noise random variables with fn distribution and Ns random variables with fsn distribution.

Then, in this case we can express the maximum as:

max
N

Xsn = max
N
{Xn,Nn , Xs,NS } (127)

where Xsn refers to the vector containing the random variables that model a pulse in recep-

tion, Xs,Ns stands for the vector of Ns random variables that model x when a pulse is being

received. Xn,Nn is the vector containing noise with Nn identically distributed independent

random variables. The total number of random variables of noise and signal must be kept

equal to N = Nn + Ns since N is function of the time interval. Then, its probability density

function can be written as:

fmax,sn(y,Ns,Nn) = Fmax,s(y,Ns) fmax,n(y,Nn) + fmax,s(y,Ns)Fmax,n(y,Nn) (128)

where fmax,sn(y,Ns,Nn) is the probability density function of max x(t) when transmitting a

pulse in terms of the normalized random variable Y = 2X/N01, with Ns and Nn random

variables, fmax,s(y,Ns) stands for the probability density function of the maximum of Xs,Ns ,

with Fmax,s(y) its cumulative distribution function, fmax,n(y,Nn) the probability density func-

tion of max Xn,Nn and Fmax,n(y,Nn) its cumulative distribution function. Each component of

Xs,Ns is characterized by the probability density function fs(y). Similar to fn, fs(y) is usu-

ally modeled in the literature as a normalized non-central chi-squared distribution with

v = 2TpW degrees of freedom with the normalized random variable Y = 2X/N01 for a two

sided power spectral noise density N01/2 [87]. This is given by:

fs(y) =
1
2

( y
λ

)(v−2)/4
e−

(y + λ)/2I(v−2)/2(
√

(yλ)) (129)

where λ = 2E/N01 refers to the non-centrality parameter and In(z) stands for the nth order

modified Bessel Function of the first kind. fmax,s(y) can be expressed by using (124).
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However, provided that the noise level must be kept lower than the signal level to guar-

antee a certain SER, maxN Xsn = maxN{Xn,Nn , Xs} ≈ maxNs{Xs}, and then:

fmax,sn(y,Ns) = fmax,s(y,Ns). (130)

In any case, since fmax,s(y,Ns) is not solvable, fmax,sn(y,Ns,Nn) cannot lead to a closed-

form expression.

6.3.3 Threshold and SER

The performance of the symbol detector can be expressed in terms of the error detection

probability of every symbol, and averaging them by their symbol probability. The error

detection probabilities for both symbols are defined as:

Pε|s=0 =

∫ ∞

2VT /N00

fmax,n(y,N)dy ,

Pε|s=1 =

∫ 2VT /N01

0
fmax,sn(y,N)dy

(131)

where VT stands for the threshold, N00 and N01 refer to the noise level for the symbols “0”

and “1” respectively and fmax,n(y,N) and fmax,sn(y,N) are the probability density functions

for the symbols “0” and “1”.

Finally, we seek to obtain the probability of symbol error. This SER varies as function

of the detection threshold and can be expressed as:

S ER = ps=0 · Pε|s=0 + ps=1 · Pε |s=1 (132)

where Pε|s=0 and Pε |s=1 refers to the detection probabilities in (131) and ps=0 and ps=1 the

symbol probability. The detection threshold, VT , is set such that the SER is minimized

according to the MAP criterion, i.e.,:

fmax,n

(
2VT

N00
,N

)
ps=0 = fmax,sn

(
2VT

N01
,N

)
ps=1. (133)

This optimization is not analytically solvable so in the following section, this is numer-

ically evaluated.
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6.4 Performance Evaluation in an Interference-free Environment

In this section, we validate the expressions for the probability density functions of both

symbols, “0” and “1”, throughout simulation in a multi-user interference-free environment.

We analyze the performance of the receiver and the symbol detector in terms of SER as a

function of the channel attenuation and noise.

6.4.1 System Model

The following assumptions are considered in our analysis:

• The path-loss and noise in the Terahertz Band are computed by using the models

introduced in Chapter 3. A standard medium with 10% of water vapor is considered.

• Although the channel is asymmetric, we suppose the worst case scenario where the

noise level for both symbols is considered the same, and we refer this noise level

as N0 = N00 = N01. This is due to the fact that a pulse from another transmitting

nanosystem can excite the channel just before the symbol “0” is transmitted.

• Only the channel noise has been taken into account in the numerical and simu-

lation results, since no specific technology has been considered to implement the

transceiver and, thus, a receiver noise model is not available.

• The transmitter encodes logical “1”s by using one-hundred-femtosecond-long Gaus-

sian pulses with an energy equal to 1 picoJoule. The second time-derivative of the

Gaussian pulse is supposed to be detected in the receiver. The logical “0” is trans-

mitted as silence.

• The symbol probabilities are considered equal for the logical “1”s and “0”s. ps=0 =

ps=1 = 0.5.

• No interfering nodes are considered.
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6.4.2 Model Validation

In order to validate the symbol detection probability model, we compare the numerical

results of the analytical model given by (126) and (129) with the simulation results given

by the emulation of the receiver block diagram from Figure 35 when receiving the symbols

“0” and “1”. In this simulation, the second time-derivative of a one-hundred-femtosecond-

long Gaussian pulse has been implemented. The values of the energy per bit and the noise

level chosen belong to a distance between devices of 66 mm. Using this pulse, the pulse

time-bandwidth product is TpW = 3.5. The normalized results of the simulations are shown

superimposed over the numerical results in Figure 37. The simulation results provide the

random variable max x (t). To match results, we have appropriately normalized this variable

to Y = 2X/N00 when a logical “0” is received or to Y = 2X/N01 when the pulse received is

a logical “1”.
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Figure 37. Probability density function of max{x} when receiving logical “0”s and “1”s for a distance of
66 mm in the Terahertz channel.

6.4.2.1 Logical “0”

In Figure 37, the probability density function for the detection of a logical “0” is represented

for three different time intervals T = {3, 30, 300} Tp. These three time intervals can be

discretized by a number N = {2, 15, 110} of random variables. As shown, the average value

presents logarithmic growth with this time interval.
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6.4.2.2 Logical “1”

The probability density function for the detection of a logical “1” is represented in Fig-

ure 37. The time for the detection of this symbol can be discretized by a number Ns = 2

of random signal variables. The fact that this probability density function does not present

any variation with the time interval length validates the approximation proposed in (130).

To observe the effect of the time interval in the variation of the logical “1” requires very

large time intervals or very low E/N0 ratio, which leads to very bad values of SER. This

last particular case is out of our study because a SER in the order of 10−3 to 10−4 is the

usual target in communications.

6.4.3 SER Estimation

Figure 38 shows the SER estimation as a function of the distance. In the figure, three

curves, referred as Max, show the proposed architecture estimated SER for the values of

n = T/Tp = {3, 30, 300}. Equivalently, three curves for the same values of n are shown for

classic receiver architectures based on integration over the time interval T . These curves

are referred as Int. In order to make fair this comparison, we compare the proposed receiver

architecture with the classic one [], both architectures are with the same level of detail, thus

considering the same sources of noise and communicating in the Terahertz Band. As the

figure shows, decreasing the integration time to Tp by using the CTMA mitigates the impact

of noise. As a result, the proposed receiver outperforms existing receivers by increasing

up to a 50% the maximum distance for a relation n = T/Tp = 300, in order to guarantee a

SER of 10−4. Moreover, from the figure, we observe the strong impact that the molecular

absorption has over the attenuation and noise in terms of the distance. A distance increase

of around a 10% worsens the SER in several orders of magnitude.

Alternatively, we also show the dependence of the SER with the relation n = T/Tp.

This dependence is shown in Figure 39 for a fixed distance of 66 mm. As shown, when the

time interval T is similar to Tp, we obtain similar performance with both receivers. How-

ever, as this relation increases, the proposed receiver outperforms the previous architecture.
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Figure 38. Comparison between the SER provided by the proposed receiver and the state-of-the-art
receiver architecture for different time intervals in the Terahertz channel.
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Figure 39. Comparison between the SER provided by the proposed receiver and current receiver in
terms of n = T/Tp.

For nanosystems, where simplicity and consumption must be kept as the main constraints,

increasing the time interval means significantly relaxing the design conditions.

6.4.4 Regression Model for the SER Estimation

The expressions for the probability density function of the max X|s = 0 and max X|s = 1

functions are composed by the maximum of a large number of chi-square distributions.

This fact makes the SER estimation to be difficult to calculate. For this, we derive a regres-

sion model for the SER estimation, based on the observed dependency with the n relation.

Figure 39 shows that there is a log-log behavior in the SER versus the relation n = T/Tp.

Moreover, this log-log behavior is approximately constant for any ratio of E/N0, and even

for different noises for “1”s and “0”s, N01 and N00. This log-log relation provides a relation
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between the SER at two different ratios n1 and n2 given by:

S ERn2 = r0.45S ERn1 (134)

where r = T2/T1 = n2/n1 is the relation between time intervals.

10
0

10
1

10
2

10
3

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

n = T / T
p

S
E

R

d = 76 mm

d = 57 mm

d = 66 mm

Model

Post−Model

Figure 40. Comparison of the model with the regression model for the SER estimation. The results are
shown for different distances between devices.

Then, computing the Engler model [31] to calculate the SER for n = 1 with parameter

TW = 3.5 and by using (134), we can obtain the SER for any distance and n ratio. Figure 40

shows a comparison between the original model and its regression model. As shown, this

regression model matches with the expected value for any of the three distances.

6.4.5 Maximum Bitrate

Impulse-based modulation schemes, such as TS-OOK, spread one-hundred-femtosecond-

long pulses in time. This time-spread is characterized by the parameter β = Ts/Tp and it

is usually in the order of β ∼ 1000. For this, in the previous sections, different symbols

are considered independent. Although this architecture is proposed mainly to support time-

spread impulse-based modulations, this receiver can also support bitrates of up to a few

Terabits per second. When the bitrate increases and it gets close to β ∼ 1, the non-idealities

of using a low-pass filter to approximate a CTMA plus the pulse overlapping produced
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by using the second time derivative of a Gaussian pulse affect the system by providing an

intersymbol interference (ISI). For this, we have performed a simulation of the Terahertz

channel and the receiver architecture considering this overlapping effects between symbols.

Figure 41 shows the achievable SER in terms of bitrate for two different distances between

nanosystems. As shown, until approximately R = 2 Tbps the SER is mainly limited by

noise, so the SER is kept constant at S ER ≈ 2 · 10−4 for a distance d = 66 mm. Then, as

soon as the bitrate increases, the receiver is highly affected by the ISI, dropping the SER to

S ER = 0.5 when R = 5 Tbps. Concerning the distance d = 50 mm, the ratio E/N0 is high

enough to neglect the SER when the system is limited by noise. However, as shown in the

figure, when the ISI is affecting the receiver, the SER tends to the same values, presenting

a S ER = 0.5 when R = 5 Tbps.
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Figure 41. SER in terms of bitrate.

6.5 Performance Analysis in an Interference-limited Environment

In this section, we explore the effect that neighboring nodes have over the communication

in terms of multi-user interference. For this, we make use of the revised interference model

that we developed in Chapter 5. Starting from this, the impact on the symbol probabilities

are analyzed and the performance of the receiver under multi-user interference is shown in

terms of SER as a function of the channel distance and node density.
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6.5.1 Symbol Detection Model

As shown in Section 6.3, the symbol decision is a function of the variable max x(t) which

is modeled as a random variable which takes the maximum value at the output of the Low-

pass filter during an observation time T . Similar to the interference-free environment,

max x(t) can be expressed as a function of the discretized vector X = {X1, · · · , XN} of N

independent random variables. The number N of independent random variables depends

on the time of observation, T , and bandwidth of the low-pass filter.

In order to model max X, we fist consider the random variables Xi for both cases, the

transmission of a logical “0” and a logical “1”. As it follows, the probability density func-

tions fi and fis, which model a single variable Xi in both cases, are obtained. Afterwards,

similar methodology as in Section 6.3 is applied to obtain the probability density function

of max X, for both cases. In particular, fi is appropriately combined with (124) in case of

transmitting a logical “0” and both fi and fis are combined with (130) otherwise.

In both cases, a closed-form expression cannot be obtained. However, both cases can

be approximated when the noise is located far below the interference level.

6.5.1.1 Xi Model when Silence

In the case of the multi-user interference environment, the received power at the receiver

can be approximated by the joint contribution of noise plus interference. Its probability

distribution can be given by:

fi(x) ≈ fn(x) ∗ fint(x) (135)

where fn(x) refers to the noise contribution and it is modeled as a denormalized chi-square

distribution from (7). fint(x) stands for the interference power contribution.

After low-pass filtering for providing x, this pdf is given by estimating the pdf of the

resulting signal after convoluting power profile at v(t) and the impulse response of the low-

pass filter, hlp f (t). Although this result does not lead to a closed-form expression, the term

fint can be well approximated by adding a correcting ξ factor within the expression of fI(i).
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Therefore:

fint(i) =
1
πi

∞∑
k=1

Γ(γk + 1)
k!

(
πλ′ξβΓ(1 − γ)

iγ

)k

sin(kπ(1 − γ)). (136)

This correcting factor is a function of the product between the bandwidth at v(t) and the

length of the impulse response of hlp f (t). This has been numerically solved being ξ = 1.2.

6.5.1.2 Xi Model when Signal

Similar to the model when transmitting silence, the received power when transmitting sig-

nal can be approximated by the joint contribution of noise plus signal plus interference.

Therefore, its pdf can be given by:

fis(x) ≈ fs(x) ∗ fint(x) (137)

where fs(x) refers to the noise plus signal contribution, and it is modeled as a denormalized

non-central chi-squared distribution as in (11) and fint(x) stands for the interference power

contribution (136).

6.5.2 Model Validation

In order to validate the receiver performance under multi-user interference and to observe

its degradation in terms of SER, the same assumptions as in Section 6.4 have been consid-

ered in the analysis. The input power level pdf model is validated under the assumption

of a noiseless channel in Figure 42. This is given by combining (136) with (126) and it is

compared to the simulation results given by the emulation of the receiver block diagram

from Figure 35.

Additionally, Figure 43 shows the pdf of receiving logical “0”s and “1”s at a distance

of 66 mm. Since the pdf of Xi cannot be numerically estimated, the estimation of this prob-

ability density function has been done through simulation. As shown, when the interfering

power increases due to an increase in the node density, both logical values shift to higher

power values.
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Figure 42. Input power level pdf in a multi-user interference noiseless environment. Comparison be-
tween the model and the simulated results.

6.5.3 SER Estimation

Figure 44 shows the SER estimation as a function of the distance. The figure compares the

effect of the interference produced by the neighboring nodes over the performance of the

receiver for three different node densities. In the figure, an observation time of T = 3Tp

has been chosen. In order to enable the comparison with the receiver performance in an

interference-free environment, a lower bound in the SER is given by the interference-free

situation. As shown, the effect of multi-user interference reduces the maximum distance

transmission in the sense that to achieve a target SER, the distance between nodes must be

reduced. As an example, in case of fixing S ER = 10−4 the distance is degraded in a 55%

and 85% for node densities of 0.3 and 0.5 nodes/mm2 respectively, while the distance at

0.1 nodes/mm2 is not significantly reduced in order to achieve the targeted SER.

Additionally, to better show the impact of the node density over the SER performance,

the dependence of the SER in terms of the node density for three different observation

times, T = {3, 30, 300}, is shown in Figure 45.

As shown in both figures, the receiver is able to successfully operate without being sig-

nificantly limited by interferences up to a node density of about 0.1 nodes/mm2. In case of
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greater node densities, the interference has a severe impact over the receiver performance.

This opens the door for the development of novel interference-aware MAC protocols built

on top of this receiver topology in order to mitigate the degradation in performance due to

interference, as we will investigate in Chapter 8.

6.6 Conclusions

In this chapter, we have proposed a novel symbol detection scheme at the receiver for

impulse-based Terahertz Band communication. The proposed receiver design is based on

a Continuous-Time Moving Average symbol detection scheme, which can be implemented
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Figure 45. Impact of the node density over the SER performance for a fixed distance of 66 mm.

with a single low-pass filter. This symbol detection scheme simplifies the receiver archi-

tecture and relaxes the synchronization requirements.

To evaluate the performance of the proposed receiver, we have obtained closed-form

mathematical expressions for the probability density functions of the received symbols

and we have validated the developed symbol detection model through simulation in a

interference-free environment. Moreover, we have computed the symbol error rate for the

proposed receiver as a function of different system parameters and we explore the effects

of the inter-symbol interference when the bit-rate is increased up to tens of Terabits per

second. We have also analyzed the effect of interfering nodes on the receiver performance.

The results show that this novel symbol detection scheme outperforms existing pulse-

radio based detectors when used in the Terahertz Band, by reducing the symbol error rate

and increasing the achievable transmission distance for a target SER. These results open

novel research challenges in synchronization schemes for impulse-based Terahertz com-

munications in nanonetworks. Moreover, the severe impact that multi-user interference in

largely deployed nanonetworks has over the receiver performance motivates the develop-

ment of novel ways to mitigate the interference.
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CHAPTER 7

JOINT ENERGY HARVESTING AND COMMUNICATION
ANALYSIS FOR PERPETUAL NANONETWORKS IN THE

TERAHERTZ BAND

One of the major bottlenecks in nanonetworks is posed by the very limited energy that

can be stored in a nanomachine in contrast to the energy that is required by the device to

operate and, specially, to communicate. Recently, novel energy harvesting mechanisms

have been proposed to replenish the energy stored in nanomachines. With these mecha-

nisms, nanonetworks can overcome their energy bottleneck and even have infinite lifetime,

provided that the energy harvesting and consumption processes are jointly designed. In

this chapter, an energy model for self-powered nanomachines is developed which success-

fully captures the correlation between the energy harvesting and the energy consumption

processes. The energy harvesting process is realized by means of a piezoelectric nano-

generator, for which a new circuital model is developed which can accurately reproduce

existing experimental data. The energy consumption process is due to the communication

in the Terahertz Band (0.1-10 THz). The proposed energy model captures the dynamic

network behavior by means of a probabilistic analysis of the total network traffic and the

multi-user interference. A mathematical framework is developed to obtain the probability

distribution of the nanomachine energy and to investigate the end-to-end packet delivery

probability, the end-to-end packet delay, and the throughput of perpetual nanonetworks.

7.1 Motivation and Related Work

A major challenge in nanonetworks is posed by the very limited energy that can be stored in

nano-batteries, which requires the use of energy-harvesting systems. Conventional energy-

harvesting mechanisms, e.g., solar energy, wind power, or underwater turbulences [134],

cannot be utilized in nanonetworks mainly due to technology limitations. Alternatively,

piezoelectric nano-generators have been recently proposed [152, 158]. For example, a
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piezoelectric nano-generator is experimentally demonstrated in [158]. In particular, an

array of Zinc Oxide (ZnO) nanowires is used to power a laser diode (LD). The waiting

time to power the LD just for a few milliseconds is in the order of ten minutes with a 50 Hz

vibration. This number illustrates the major energy limitations of nanomachines.

The lifetime of energy harvesting networks can tend to infinity provided that the energy

harvesting and the energy consumption processes are jointly designed [42, 80]. In contrast

to the classical battery-powered devices, the energy of the self-powered devices does not

just decrease until the battery is empty, but it has both positive and negative fluctuations.

These variations are not captured in classical energy models [124, 151]. Even in several

recent models for energy harvesting networks [71, 75, 82, 123], the correlation between

the energy harvesting and the energy consumption processes are not fully captured. In par-

ticular, existing models usually assume constant energy harvesting and transmission rates.

However, it is reasonable to consider that if a nanomachine fully deplenishes its battery

and cannot respond to a communication request, the transmitting nano-device will attempt

to retransmit. This increases the overall network traffic, the multi-user interference and it

ultimately has an impact in the energy of the transmitting nanomachine and its neighbors.

In the following Section, we propose an energy model for self-powered nanomachines.

This model considers both the energy harvesting process by means of a piezoelectric nano-

generator and the energy consumption process due to communication with TS-OOK. This

model allows us to compute the probability distribution of the nanomachine energy and to

investigate its variations as function of several system and network parameters.

7.2 Energy Harvesting With Piezoelectric Nano-Generators

Conventional energy harvesting mechanisms, e.g., solar energy, wind power, or underwater

turbulences [91, 134], cannot be utilized in nanonetworks. For example, the efficiency of

photovoltaic nano-cells for solar energy harvesting is extremely low even if novel nano-

components such as CNTs are used to improve their sensitivity [62]. In addition, in many
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of the applications of nanonetworks, sunlight is not available. Moreover, classical mecha-

nisms to harvest kinetic energy from wind or underwater turbulences are not feasible in the

nanoscale due to the technology limitations [2].

A pioneering mechanism to power nanomachines is to harvest vibrational energy by

exploiting the piezoelectric effect of Zinc Oxide (ZnO) nanowires [152]. A piezoelectric

nano-generator, shown in Figure 46, consists of i) an array of ZnO nanowires, ii) a recti-

fying circuit, and iii) a nano-ultra-capacitor. When the nanowires are bent or compressed,

an electric current is generated between the ends of the nanowires. This current is used

to charge a capacitor. When the nanowires are released, an electric current in the oppo-

site direction is generated and used to charge the capacitor after proper rectification. The

compress-release cycles of the nanowires are created by an external energy source, e.g.,

ambient vibrations or artificially generated ultrasonic waves [152].

Piezoelectric nano-generators have been prototyped in [158, 159]. In [158], a very

dense array of vertically-aligned ZnO nanowires is used to power a LD for the transmission

of a very short pulse. In [159], both the vertical and lateral integration of a large number of

ZnO nanowires in an array is demonstrated and used to power a nanowire pH sensor and a

nanowire UV sensor. However, there is no analytical model for the energy capacity and the

harvesting rate of these nano-generators. Only the fundamental limits of a single nanowire

were analytically explored in [37], but a system-level model which captures the effect of

the rectifying circuit and the capacitor is missing.

In this section, we develop the an analytical model for piezoelectric nano-generators

which captures the fundamental principles, capabilities and limitations of the energy har-

vesting process. We compare our results with the experimental measurements in [158] and

we determine realistic values for the energy capacity and the energy harvesting rate.

7.2.1 General Model

As shown in Figure 46, we model a piezoelectric nano-generator as a non-ideal current

source composed by an ideal voltage source Vg in series with a resistor Rg. The generator
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voltage Vg corresponds to the electrostatic potential of a bent nanowire minus the voltage

dropped in the rectifying circuit. The value of the resistor is Rg = Vg/Ig, where Ig stands for

the generator current. This is defined as Ig = ∆Q/tcycle, where ∆Q is the amount of electric

charge, or harvested charge, obtained from a single compress-release cycle of the nanowire

array and tcycle is the cycle length.

Nanowires

Electrodes
Rectifying

Circuit

Nano-Ultra-

Capacitor

capV

gV

gR

+

-

capV
capC

Figure 46. Piezoelectric nano-generator (top) and its equivalent model (bottom).

The voltage Vcap of the charging capacitor can be computed as a function of the number

of cycles ncycle:

Vcap

(
ncycle

)
= Vg

(
1 − e

(
−

ncycletcycle
RgCcap

))
= Vg

(
1 − e

(
−

ncycle∆Q
VgCcap

))
, (138)

where tcycle is the cycle length, Rg is the resistor of the non-ideal source and Ccap is the

capacitance of the ultra-nano-capacitor. Vg is the generator voltage and ∆Q is the harvested

charge per cycle, which are determined by the nanowire array. In this computation we

do not take into account the leakage in the nano-capacitor [165] due to the fact that these

values have yet not been quantified and are expectedly very low [104].

The energy stored in the capacitor Ecap can be computed as a function of the number of

cycles ncycle:

Ecap

(
ncycle

)
=

1
2

Ccap

(
Vcap

(
ncycle

))2
, (139)

where Ccap is the capacitance of the ultra-nano-capacitor and Vcap is computed from (138).
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The energy capacity Ecap−max, which is defined as the maximum energy stored in the ultra-

nano-capacitor, corresponds to

Ecap−max = max{Ecap

(
ncycle

)
} =

1
2

CcapV2
g , (140)

where Ccap is the capacitance of the ultra-nano-capacitor and Vg is the generator voltage.

The number of cycles ncycle needed to charge the ultra-nano-capacitor up to an energy

value E is then

ncycles (E) =

−VgCcap

∆Q
ln

1 −
√

2E
CcapV2

g


 , (141)

where Vg is the generator voltage, Ccap refers to the ultra-nano-capacitor capacitance, ∆Q

is the harvested charge per cycle and Vg is generator voltage. The operator d·e returns the

lowest integer number which is higher than the operand.

Finally, the energy harvesting rate λe in Joule/second at which the ultra-nano-capacitor

is charged can be computed as a function of the current energy in the nano-ultra-capacitor

Ecap (139) and the increase in the energy of the capacitor ∆E:

λe

(
Ecap,∆E

)
=

(
ncycle

tcycle

)
∆E

ncycle

(
Ecap + ∆E

)
− ncycle

(
Ecap

) , (142)

where ncycle is the number of cycles given by (141) and tcycle refers to the time between

consecutive cycles.

If the compress-release cycles are created by an artificially generated ultrasonic wave,

tcycle is constant and corresponds to the inverse of the frequency of the ultrasonic wave. If

the compress-release cycles are created by an ambient vibration, the time tcycle is the time

between arrivals of a random process. For common vibration sources such as the vents of

the air conditioning system of an office or the foot steps on a wooden deck, these arrivals

follow a Poisson distribution [118].

The numerical results obtained with this analytical solution accurately match the mea-

surements reported in [158]. In that experimental setup, a total charge per cycle ∆Q= 3.63 nC
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is measured. This is used to charge an array of eight micro-capacitors with capacitance

Ccap=166 µF at a voltage Vg= 0.42 V. In Figure 47, the voltage in the capacitor Vcap as

a function of the number of cycles ncycle reported in [158] is compared to the numerical

results for Vcap given by our analytical model in (138). The proposed model for the voltage

of the capacitor Vcap accurately matches the measurements.
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Figure 47. Comparison between the measured voltage in the capacitor Vcap as a function of the number
of cycles ncycle and the numerical results for Vcap given by our analytical model in (138).

7.2.2 Tailored Model for Nanomachines

The size of the piezoelectric nano-generators that are prototyped in [158, 159] is in the order

of 10 mm2. However, the target size of a nanomachine is in between 10 µm2 and 1000 µm2.

Therefore, we need to determine realistic values for the amount of electric charge harvested

per cycle ∆Q and the capacitance of the ultra-nano-capacitor Ccap, in order to compute the

energy capacity Ecap−max in (140) and the energy harvesting rate λe in (142).

The electric charge harvested per cycle ∆Q depends on the size of the nanowire array

and the efficiency of the harvesting process. Based on the results in [159], a ∆Q= 6 pC

is conceivable for a 1000 µm2 array of nanowires when these are infiltrated by insulating

polymers. The capacitance of an ultra-nano-capacitor Ccap depends on the capacitor tech-

nology that is used and the capacitor size. Amongst others, a capacitance of Ccap= 9 nF

is conceivable for electrostatic ultra-nano-capacitors based on Onion-Like-Carbon (OLC)
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electrodes with the target size of nanomachines [104].

For these values, the energy capacity Ecap−max in (140) is approximately 800 pJ when

the capacitor Ccap is charged at Vg= 0.42 V. Then, the number ncycle of cycles (141) which

are needed to charge the capacitor Ccap up to 95% of its energy capacity Ecap−max in (140)

is approximately 2500 cycles. For example, for a constant vibration generated by the

vents of the air conditioning system of an office (vibration frequency 1/tcycle= 50 Hz),

the time needed to fully charge the capacitor Ccap up to its capacity Ecap−max is approxi-

mately ncycletcycle= 50 seconds. For the human heart beat (1/tcycle = 1 Hz), the recharging

time is 42 minutes.

500 1000 1500 2000 2500 3000
0

200

400

600

800

Number of Cycles (n       )

E
c
a
p

[p
J
]

∆E

d
cycle

Figure 48. Energy stored in the ultra-nano-capacitor as a function of the number of cycles.

Finally, the energy stored in the capacitor Ecap is shown in Figure 48 as a function of

the number of cycles. For example, to increase the energy stored in the capacitor Ecap by a

fixed amount ∆E= 100 pJ from an initial value of 164 pJ, the number ncycle of needed cycles

is approximately 160 cycles. To increase the stored energy in the capacitor Ecap by the same

amount ∆Q=100 pJ but for the case in which this is already charged at Ecap= 564 pJ, 384

cycles are needed. However, note that there is no need to wait for the ultra-nano-capacitor

to be fully recharged to consume its energy.

These values are meaningful only when jointly analyzed with the energy consump-

tion characteristics of nanomachines. Several processes affect the energy consumption
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of nanomachines (e.g., sensing, computing, data storing and communication). Due to the

fact that nanomachines are envisioned to operate at very high frequencies [2, 3, 5], com-

munication is considered as the most energy demanding process. For this, we describe next

the energy consumption due to communication in nanonetworks.

7.3 Energy Consumption in Terahertz Band Communication

We are interested in quantifying the energy consumed in the transmission and in the recep-

tion of a packet, Epacket−tx and Epacket−rx, respectively, when using TS-OOK with low-weight

channel codes. We consider that a packet consists of Nbits bits, from which Nheader bits cor-

respond to the header and Ndata corresponds to the payload of the packet. Then, the energy

consumed when transmitting or receiving a packet is given by

Epacket−tx = NbitsWEpul−tx

Epacket−rx = NbitsEpul−rx,

(143)

where Epul−tx and Epul−rx are the energy consumed in the transmission and in the reception

of a pulse, respectively, and W refers to the coding weigh. Note that by being silent, the

transmitter can reduce its energy consumption, but not the receiver.

We need to determine the values for Epul−tx and Epul−rx. We fix the energy per pulse to

Epul−tx= 1 pJ and target transmission distances in the order of 10 mm. We also consider that

the energy consumed in the reception of a pulse Epul−rx is 10 times lower than Epul−tx. With

these numbers, the energy consumption Epacket−tx for the transmission of, for example, a

200 bit-long packet is 200 pJ. Thus, given an energy capacity Ecap−max in (140) of 800 pJ,

only 4 packets can be transmitted with a fully charged ultra-nano-capacitor. It is clear that

the energy-harvesting process and the energy consumption process are not balanced.
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7.4 Joint Energy Model for Nanomachines

Classical energy models cannot be used for nanomachines mainly because they are focused

on analyzing and minimizing the energy consumption of wireless devices whose total en-

ergy decreases until their batteries are depleted [124, 151]. Recently, a few models for

energy harvesting sensors have been proposed in [71, 75, 82, 123]. However, these models

cannot be directly used in nanonetworks because they do not capture the peculiarities of the

energy harvesting and the energy consumption in nanomachines. In particular, the analysis

in [75] is optimized for solar energy harvesting sensor networks, in which the energy har-

vesting rate changes over time by following a realistic sunlight profile. It is also assumed

that the battery of the sensors can store enough energy to operate for several hours. In na-

nonetworks, sunlight may not be available in the envisioned applications and, in addition,

the energy capacity of the battery is expectedly very small. In [71, 82, 123], the energy har-

vesting rate is considered constant, which is not a valid assumption for nanonetworks as we

discussed in Section 7.2. Moreover, the impact of the energy fluctuations on the network

traffic and behavior is not analyzed. Experimental results are given in [42, 80, 165], but no

analytical solution is provided. As we mentioned before, nanomachines have not been built

yet, and developing an analytical energy model is necessary to first identify and understand

the capabilities and limitations of nanonetworks and ultimately aid in the design of future

nanonetwork protocols and network architectures.

In this section, we develop an energy model for nanomachines based on the energy

harvesting process described in Section 7.2 and the communication energy consumption

process described in Section 7.3. This proposed model successfully captures the overall

network behavior by taking into account the changes over time in the total network traffic

and the multi-user interference. From the steady state analysis of the model, a framework is

set to further investigate the impact on the network performance of different communication

parameters. The major outcome of this model is the energy probability distribution of a

nanomachine as a function of the energy harvesting and the communication parameters.
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7.4.1 Model Definition

We model the nanomachine energy by means of a Non-Stationary Continuous-Time Markov

Process, E (t), which describes the evolution in time t of the energy states of a nanomachine.

As described in Section 7.2, the energy harvesting process follows a Poisson distribution

when ambient vibrations are considered. For the communication process, we consider that

nanomachines generate new information also by following a Poisson distribution. Due to

the fact that packets might not be always successfully transmitted or received, retransmis-

sions are allowed. By limiting the number of retransmissions per packet and by exponen-

tially randomizing the time between transmissions, the network traffic can be characterized

by a time-varying Poisson distribution.

The process E (t) is represented by the Markov chain in Figure 49 and it is fully char-

acterized by its transition rate matrix Q (t):

Q =

0 1 2 · · · NRT − 1 NRT NRT + 1 · · · NR
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(144)

Each element in the matrix, qi j (t), refers to the rate at which the transitions from state i to

state j occur. We define the state probability vector as π (t) =
{
π0 (t) , π1 (t) , ...

}
, where πn (t)

refers to the probability of finding the process E (t) in state n at time t. Next, we describe

the model in detail.

7.4.1.1 Energy States

Each state in the Markov chain in Figure 49 corresponds to an energy state of the nanoma-

chine. In the state n = 0, the nanomachine only has a minimal energy Emin necessary to
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Figure 49. Markov chain representation of the proposed model for the temporal energy variations in
nanomachines.

operate. In the state n = 1, the nanomachine has energy Epacket−rx to receive one packet, as

defined in (143). In general, the energy En of the state n is

En = Emin + nEpacket−rx. (145)

In the maximum energy state, which is given by n = NR, the capacitor is full, which

corresponds to having enough energy either to transmit NT information packets or to receive

NR packets. The values of NT and NR are given by

NT =

⌊
Ecap−max − Emin

Epacket−tx

⌋
,

NR =

⌊
Ecap−max − Emin

Epacket−rx

⌋
,

(146)

where Ecap−max refers to the energy capacity of the harvesting system given by (140), and

Epacket−tx and Epacket−rx are the energy consumed in the transmission and in the reception

of a Nbits long packet, respectively, defined in (143). The operator b·c returns the highest

integer number which is lower than the operand. For this model, NR > NT , and the total

number of states corresponds to NR + 1. For convenience, we define NRT = NR/NT as the

number of packets received with the energy required for the transmission of a packet.

7.4.1.2 Packet-energy-harvesting Rate

As shown in Figure 49, the transition from an energy state n to a state n + 1 happens

according to the packet-energy-harvesting rate λn
e−packet. As described in Section 7.2, due to
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the non-linearities in the energy-harvesting process, the energy-harvesting rate λe in (142)

depends on the current energy state n. As a result, the transitions between states are not

homogenous, but differ for every state.

The packet-energy-harvesting rate λn
e−packet in energy-packet/second, between an energy

state n and an energy state n + 1, can be written as a function of the energy in the current

state En and the energy required to receive a packet Epacket−rx:

λn
e−packet = λe

(
En, Epacket−rx

)
/Epacket−rx, (147)

where λe is the energy-harvesting rate in Joule/second in (142).

7.4.1.3 Packet Transmission and Reception Rates

As shown in Figure 49, the transition from a higher energy state to a lower energy state is

governed by the packet transmission rate λtx (t) and the packet reception rate λrx (t). The

transmission of a packet results in a transition between a state n and a state n − NRT . The

reception of a packet results in a transition between a state n and the state n − 1. λtx (t) and

λrx (t) depend on the packet generation rate λpacket of a nanomachine, which we consider

constant, the relayed traffic λneigh and the energy states of all the nanomachines involved

in the communication process (transmitter, receiver and interfering nodes). The overall

network traffic and the energy in the nanomachines are correlated and their relation needs

to be captured by the energy model.

To determine λtx (t) and λrx (t) we can proceed as follows. First, in order to successfully

transmit a packet, the following conditions need to be satisfied:

• A packet cannot be transmitted if the energy level of the transmitting nanomachine,

modeled by the process Etx (t), at transmission time t0 is lower than NRT , i.e., Etx (t0) ∈

{0, 1, ...,NRT − 1}. This probability can be written as

pdrop−tx (t) =

NRT−1∑
i=0

πi
tx (t) , (148)

where πi
tx (t) is an element of the vector πtx (t) =

{
π0

tx (t) , π1
tx (t) , ...

}
, which is the state

probability vector of the process Etx (t).
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• A packet will not be received if the energy state of the receiving nanomachine, mod-

eled by the process Erx (t), at time t0 + Tprop is n = 0, where Tprop refers to the

propagation delay between transmitter and receiver. This probability is given by

pdrop−rx (t) = π0
rx (t) , (149)

where π0
rx (t) is an element of the vector πrx (t) =

{
π0

rx (t) , π1
rx (t) , ...

}
, which is the

state probability vector of the process Erx (t).

• A packet will not be properly received if the channel introduces transmission errors.

This probability is

perror = 1 − (1 − BER)Nbits , (150)

where BER refers to the bit error rate and Nbits is the packet length in bits, defined as

in Section 7.3. The BER depends on the transmission power, the transceiver archi-

tecture, the distance between the communicating nanomachines and the channel and

noise behavior. For the time being, we do not consider any error correcting scheme.

• A packet will not be properly received if it collides with other nanomachines’ trans-

missions. This probability can be written as

pcoll (t) = 1 − e−λnet(t)WTpNbits , (151)

where λnet (t) refers to the network traffic, W is the coding weight, Tp is the pulse

duration, and Nbits is the packet length. This probability is in general much lower

than pdrop−tx (t) and pdrop−rx (t) due to the fact that the transmission of the information

with very short pulses minimizes the chances of having a collision. Note that, as

described in Section 7.3, the packets only collide if their symbols exactly overlap in

time and silences (logical “0”s) do not create collisions.

We now define the probability psuccess (t) of successful transmission at time t as

psuccess (t) =
(
1 − pdrop−tx (t)

) (
1 − pdrop−rx (t)

)
(1 − perror) (1 − pcoll (t)) . (152)
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The total traffic rate λnet (t) between neighboring nanomachines in (151) is given by

λnet (t) =

K∑
i=0

(
λpacket + λneigh

) (
1 − pdrop−tx (t)

)
(1 − psuccess (t))i =

= (M + 1) λpacket

(
1 − pdrop−tx (t)

) 1 − (1 − psuccess (t))K+1

psuccess (t)
,

(153)

where K is the maximum number of retransmissions, λpacket refers to the packet generation

rate and λneigh refers to the rate of the traffic coming from the neighbors, which we consider

to be equal to Mλpacket, where M is the number of neighbors. In this definition, we take into

account that only if the transmitter has enough energy, an attempt to transmit will result in

a packet in the channel.

Then, the reception rate λrx (t) is given by

λrx (t) = λnet

(
1 − pdrop−rx (t)

)
, (154)

where it is taken into account that only packets that are not dropped in reception are counted

by the receiver. Note that even if the packet is not properly received due to channel errors

or collisions, the energy is consumed.

Finally, the transmission rate λtx (t) is given by

λtx (t) = λpacket
1 − (1 − psuccess (t))K+1

psuccess (t)
, (155)

where we are taking into account that a nanomachine attempts to transmit the packets that it

generates and all the packets that it has received without errors and which have not collided.

Up to this point, we have defined all the terms in the model for the available energy of

nanomachines.

7.4.2 Steady-state Analysis

In classical sensor networks, a usual metric to measure the energy efficiency of a commu-

nication solution is the network lifetime, i.e., the time between the moment at which the

network starts functioning until the time at which the first sensor depletes its battery. In
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self-powered networks, the network lifetime tends to infinite, given that even if at some

point a nanomachine runs out of energy, it will eventually recharge itself.

We are interested in determining the behavior of the system in the steady state. We

assume that the network reaches an equilibrium when time tends to infinity. This is correct

if we consider the energy harvesting rate λe and the packet generation rate λpacket to be

stationary. Then, in the steady state, the state probability vector π, the transition rate matrix

Q given by (144), and the equations (148), (149), (151), (152), (153), (154) and (155) lose

their temporal dependence. In addition, if we consider the source of vibration and the traffic

in the network to be homogenous, the steady state is the same for all the nanomachines and,

thus, the state probability vectors πtx in (148) and πrx in (149) can be replaced by π.

In this case, the probability mass function (p.m.f.) of the nanomachine energy can be

written as a function of the steady state probability vector π:

pE
(
Ei

)
= πi, (156)

i.e., the probability of having an energy exactly equal to Ei = Emin + iEpacket−rx is πi. Simi-

larly, the cumulative distribution function (c.d.f.) of the nanomachine energy is

FE (E) =
∑

i

{
πi|Ei ≤ E

}
(157)

and the probability of a nanomachine to have at least E energy is given by 1 − FE (E).

To determine the steady state probabilities in (156) and (157), we need to solve the

system of NR + 1 equations given by πQ = 0 with the additional equation given by the nor-

malization condition for the steady state probability vector,
∑

i π
i = 1. Note the transition

rate matrix Q in (144) depends on the packet transmission rate λtx from (155) and the packet

reception rate λrx from (154), which depend on the total traffic λnet in (153). This depends

on the probabilities of dropping a packet in transmission or in reception, pdrop−tx in (148)

and pdrop−rx in (149), respectively, the probability of having channel errors, perror in (150),

and the probability of having a collision pcoll in (151). On their turn, these probabilities

depend on the steady state probabilities of the system π. Therefore, (155), (154), (153),
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(148), (149), (150) and (151) need to be jointly solved with the steady state conditions for

π and Q. These form a system of NR + 10 equations from which finding a closed-form

expression of π is not feasible. However, these equations define a mathematical framework

that allows us to numerically investigate the effect of different system parameters on the

network performance, as we do in the next section.

7.5 Numerical Results

In this section, first, we validate the analytical energy model introduced in Section 7.4 by

means of simulation. Then, we use this model to investigate the impact of energy on three

different common metrics in nanonetworks.

7.5.1 Energy Model Validation

We use MATLAB to simulate a nanonetwork composed by 100 nanomachines which are

uniformly distributed over a 1 cm2 surface and which transmit information in a multi-hop

fashion. Each nanomachine harvests vibrational energy by means of a piezoelectric nano-

generator with the following parameters. The energy capacity Ecap−max in (140) is 800 pJ,

which corresponds to the energy in a capacitor with Ccap= 9 nF charged at Vg= 0.42 V.

For the computation of the energy-harvesting rate λe in (142), an ambient vibration with

an average time between vibrations tcycle = 1/50 s is considered. The amount of charge ∆Q

harvested per cycle is 6 pC. The battery is fully discharged at the beginning of a simulation.

Each nanomachine generates new packets by following a Poisson distribution with pa-

rameter λpacket = λin f o/Nbits, where λin f o accounts for both new data and forwarded traffic,

and Nbits is the packet length. A packet is composed by Nheader= 32 bits of header and

Ndata= 96 bits for the payload. Packets are broadcasted to the neighboring nodes by means

of TS-OOK. The transmitted pulses are one-hundred-femtosecond long. The separation

between symbols three orders of magnitude larger than the pulse length. The energy con-

sumption for the transmission of a pulse Epulse−tx and for the reception of a pulse Epulse−rx

are 1 pJ and 0.1 pJ, respectively (this provides the system with a BER of 10−4 at 10 mm).

147



The energy consumption in the transmission and in the reception of a packet, Epacket−tx and

Epacket−rx, respectively, are computed from (143) (coding weight W = 0.5).

To validate our model, we compare the normalized histogram of the nanomachines

energy evolution over time in the simulations with the p.m.f. of the nanomachine energy,

pE in (156), obtained from the proposed analytical model. A total of twenty 10000-second

long simulations are used to compute the histogram. The initial samples of each run are

discarded to account only for the steady state of the network. This is shown in Figure 50

for different packet generation rates, λin f o. The simulation results and the numerical results

from the steady-state analysis of the energy model match accurately. From the figures, it is

clear that for low packet generation rates, e.g., 3 bit/second, the p.m.f. is centered around

the highest energy levels, i.e., the device has enough energy for the majority of the cases.

As the information-generation rate is increased, the p.m.f. of the nanomachine energy shifts

towards the lower energy levels. In light of these results, we next analyze the performance

of energy harvesting nanonetwork by means of our analytical model.

7.5.2 End-to-End Successful Packet Delivery Probability

The first nanonetwork performance metric that we investigate is the end-to-end successful

packet delivery probability. This is defined as

psuccess−e2e =
(
1 − (1 − psuccess)K+1

)Nhop
(158)

where Nhop is the total number of hops, K is the total number of retransmissions and psuccess

refers to the probability of successful transmission in (152). In our analysis we consider

that the average distance between two nanomachines is constant and, thus, the average

number of hops Nhop for a packet is fixed for a given end-to-end transmission distance. In

our analysis, we consider an average of 5 hops per packet.

In Figure 51, the end-to-end successful packet delivery probability psuccess−e2e is shown

as a function of the packet size Nbits and the number of retransmissions K. From this repre-

sentation, it is clear that there is an optimal packet size and number of retransmissions that
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Figure 50. Probability mass function of the nanomachine energy as a function of the energy state for
different information generation rates.

maximize the psuccess−e2e. On the one hand, the transmission of shorter packets increases

the number of energy states NR from (146) in which a nanomachine can be. This increases

the number of packets that can be processed in a single energy charge. In addition, the

packet energy harvesting rate λn
e in (147) increases by decreasing the packet size. More-

over, due to the non-linearities in the energy harvesting process, the rate at which the energy

is harvested is higher when the nano-device is approaching its lower energy states (see Fig-

ure 48). Therefore, the time needed to recover from the lower energy level is shorter. On

the other hand, for a constant information generation rate λin f o, a higher number of packets

λpacket = λin f o/Ndata needs to be transmitted to convey the same amount of information.

This can have a major impact in the network traffic λnet in (153) as well as in the energy of

a relaying node. In addition, each packet has a fixed header with Nheader bits. In this case,

the optimal scheme corresponds to transmit 48 bit packets with up to 1 retransmissions.
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Figure 51. End-to-end successful packet delivery probability as a function of Nbits and K.

7.5.3 End-to-End Packet Delay

The second metric in our analysis is the end-to-end packet delay, Te2e, which is given by

Te2e = Nhop

K∑
i=0

(
Tprop + Tdata + iTt/o

)
(159)

where Nhop is the total number of hops and K is the total number of retransmissions. Tprop

is the propagation time, Tdata is the packet transmission time, and Tt/o is a time-out time,

which we define as follows:

Tt/o = pdrop−txTRT +
(
1 − pdrop−tx

) (
pdrop−rxTR

+
(
1 − pdrop−rx

)
(1 − perror pcoll) To

) (160)

where pdrop−tx stands for the probability of having enough energy to transmit the packet (148),

pdrop−rx refers to the probability of having enough energy to receive a packet (149). perror

and pcoll are the probabilities of having channel errors or suffering collisions, respectively,

and are given by (150) and (151), respectively. TRT refers to the average time needed to

harvest enough energy to transmit a packet, and it is given by:

TRT =

NRT−1∑
i=0

πi
tx/q

i
tx (161)

where NRT is the number of packets that can be received with the energy required for the

transmission of a packet, πi
tx refers to the probability of finding the process Etx in state i,

and qi
tx is the i-th element in the diagonal of the transition rate matrix Qtx. TR stands for the
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average time needed to harvest enough energy to receive a packet, and it is given by:

TR = 1/q0
rx (162)

where q0
rx refers to the first element of the transition rate matrix Qrx of the receiver. We

consider in our analysis that a nanomachine will attempt to retransmit the packet after

waiting a back-off time proportional to TR. Finally, To is a random back-off time before

retransmitting when channel errors or collisions are the reason for non proper reception.

The end-to-end packet delay is shown in Figure 52 as a function of the packet size Nbits

and the number of retransmissions K. From this representation, it is clear that there is an

optimal packet size and number of retransmissions that minimize the Te2e. In addition to

the previous reasoning regarding the packet length, note that the number of retransmissions

has also a major impact on the network performance. By increasing the number of retrans-

missions K, the probability of successful transmission psuccess and the end-to-end delay are

reduced. However, if the reason to retransmit is the lack of energy either at the transmitter

or the receiver side, the necessary waiting time Tt/o to recharge the energy system up to a

minimal level will determine the end-to-end delay Te2e from (160). Intuitively, a packet that

can be transmitted without having to wait in any nanomachine can reach the destination at

speeds that approach the capacity of the channel (tens of Gigabits per second for the trans-

mission power in this scenario). On the contrary, if the packet needs to wait several times

for a nanomachine to recharge, the end-to-end delay will approach the energy harvesting

rate, which is several orders of magnitude lower than the information rate. In this case, the

optimal strategy would be to transmit 48-bit long packets without retransmissions.

7.5.4 Throughput

The third metric that we consider is the nanonetwork throughput, thput, which is defined as

thput =
Ndata psuccess−e2e

Te2e
(163)

where Ndata refers to the number of data bits per packet, psuccess−e2e refers to the end-to-

end successful packet delivery probability in (158) and Te2e is the end-to-end packet delay
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Figure 52. End-to-end packet delay as a function of Nbits and K.

from (160). The throughput is shown in Figure 53 as a function of the packet size Nbits

and the number of retransmissions K. Similarly than before, there is an optimal packet

size that maximizes the network throughput. The optimal parameters for this network are

Nbits=175 bits without retransmissions. Ultimately, these results illustrate the fact that even

if the Terahertz Band enables nanomachines to communicate at very high bit-rates, their

energy limitations can drastically reduce their throughput.
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Figure 53. Throughput as a function of Nbits and K.

7.6 Conclusions

In this chapter, we have proposed the first energy model for self-powered nanomachines

with the final goal of jointly analyzing the energy harvesting and the energy consumption
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processes. For this, we have developed an analytical model for the energy harvesting pro-

cess of a nanomachine powered by a piezoelectric nano-generator, we have reviewed the

energy consumption process due to communication among nanosensors in the Terahertz

Band, and we have jointly modeled the temporal variations in the nanosensor energy and

their correlation with the overall network traffic. From this model, we have developed a

mathematical framework to investigate the impact of the packet size and the retransmission

policy on the end-to-end successful packet delivery probability, the end-to-end packet de-

lay, and the throughput of nanonetworks. Integrated nanomachines have not been built yet

and, thus, the development of an analytical energy model is a fundamental step towards the

design of nanonetworking architectures and protocols.

153



CHAPTER 8

PHLAME: A PHYSICAL LAYER AWARE MAC PROTOCOL FOR
NANONETWORKS IN THE TERAHERTZ BAND

Due to the expectedly very high density of nanomachines in nanonetworks, novel Medium

Access Control (MAC) protocols are needed to regulate the access to the channel and to

coordinate concurrent transmissions among nanomachines. In this chapter, a new PHysi-

cal Layer Aware MAC protocol for Electromagnetic nanonetworks in the Terahertz Band

(PHLAME) is presented. This protocol is built on top of TS-OOK and exploits the benefits

of novel low-weight channel coding schemes. In PHLAME, the transmitting and receiving

nanomachines jointly select the optimal communication scheme and channel coding pa-

rameters which maximize the probability of successfully decoding the received information

while minimizing the generated multi-user interference. The performance of the protocol

is analyzed in terms of energy consumption, delay and achievable throughput, by taking

also into account the energy limitations of nanomachines. The results show that PHLAME,

by exploiting the properties of the Terahertz Band and being aware of the nanomachines

limitations, is able to support very densely populated nanonetworks with nanomachines

transmitting at tens of Gigabits per second.

8.1 Motivation and Related Work

Classical MAC protocols cannot directly be used in nanonetworks because they do not

capture either the limitations of nanomachines or the peculiarities of the Terahertz Band:

• First, the majority of existing MAC protocols for wireless networks have been de-

signed for band-limited channels. This is not the case of nanonetworks because, as

shown in Chapter 3, the Terahertz Band channel provides nanomachines with an al-

most 10 THz wide window. This is the main difference between graphene-enabled

wireless communication for nanonetworks in the Terahertz Band and the classical
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wireless paradigms.

• Second, classical MAC protocols which are based on carrier-sensing techniques can-

not be used in pulse-based communication systems. Only some solutions proposed

for Impulse Radio Ultra Wide Band (IR-UWB) networks [57] could be considered,

but their complexity limits their usefulness in the nanonetwork scenario. For ex-

ample, it does not seem feasible to generate and distribute orthogonal time hopping

sequences among nanomachines as in IR-UWB.

• Third, the main limitation for nanomachines results from the very limited energy that

can be stored in nano-batteries, which requires the use of novel energy-harvesting

systems, as we have analyzed in Chapter 7. As a result, the energy of nanomachines

has both positive and negative temporal fluctuations which change the availability of

the nanomachine to communicate over time.

In this chapter, we present the PHLAME, a PHysical Layer Aware MAC protocol for

Electromagnetic nanonetworks in the Terahertz Band. This protocol is built on top of the

Rate Division Time-Spread On Off Keying (RD TS-OOK), which is a revised version of

our proposed pulse-based communication scheme for nanomachines, i.e., TS-OOK, and it

exploits the benefits of novel low-weight channel coding schemes. PHLAME is based on

the joint selection by the transmitter and the receiver of the optimal communication scheme

and channel coding parameters which minimize the interference in the nanonetwork and

maximize the probability of successfully decoding the received information. Moreover,

the fluctuations in the energy of the nanomachines are taken into account. To the best

of our knowledge, this is the first MAC protocol for EM nanonetworks that captures the

peculiarities of the Terahertz Band as well as the expected capabilities of graphene-based

nanomachines.
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8.2 Rate Division Time Spread On-Off Keying

The Rate Division Time Spread On-Off Keying (RD TS-OOK) is a modulation and channel

access mechanism for nanomachines based on the asynchronous exchange of femtosecond-

long pulses, which are transmitted following an on-off keying modulation spread in time.

It is the natural evolution and multi-user extension of our proposed TS-OOK in Chapter 4.

The functioning of this communication scheme is very similar to that of TS-OOK. The

main difference remains in the fact that the time between symbols Ts and the symbol rate

β = Ts/Tp are different for different nanomachines and for different types of packets. This

is done to minimize the probability of multiple sequential symbol collisions in a packet. If

all the nanomachines are transmitting at the same symbol rate, a collision in one symbol

entails a collision in every symbol until the end of the first packet. These type of collisions

are usually referred to as catastrophic collisions. In other pulse-based schemes such as in

IR-UWB, orthogonal time hopping sequences are used to avoid this condition [57]. Due to

the complexity of generating, distributing and updating these sequences among nanoma-

chines, we advocate for the variation of the transmission symbol rate β [154].

RD TS-OOK provides almost orthogonal channels to nanomachines in close vicinity.

First, as in TS-OOK, symbol collisions are very unlikely due to the very short length of

the transmitted symbols Tp and due to the fact that the time between symbols Ts is much

longer than the symbol duration Tp. Second, even if a symbol collision occurs, not all

types of collisions are harmful. For example, there are no collisions between silences, and

collisions between pulses and silences are only harmful from the silence perspective, i.e.,

the intended receiver for the pulse will not notice any difference if silence is received at the

same time. Moreover, by allowing different nanomachines to transmit at different symbol

rates, a collision in a given symbol does not lead to multiple consecutive collisions in the

same packet.

Figure 54 illustrates an example of RD TS-OOK for the case in which two nanoma-

chines start transmitting to a third common receiver, with different initial transmission
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Figure 54. RD TS-OOK illustration: top) First nanomachine transmitting the sequence “11001”; mid-
dle) Second nanomachine transmitting the sequence “10001”; bottom) Overlapped sequences at the
receiver side.

times τ1 and τ2. The upper plot corresponds to the sequence “11001”, which is trans-

mitted by the first nanomachine. A logical “1” is represented by a short pulse and a logical

“0” is represented by silence. The time between symbols T 1
s is much larger than the sym-

bol duration Tp. This transmitted signal is propagated through the channel and corrupted

with molecular absorption noise by the time it reaches the receiver. Similarly, the second

plot shows the sequence transmitted by the second nanomachine, “10001”, with a different

symbol rate T 2
s . In this example, the second nanomachine is farther from the receiver than

the first nanomachine. As a result, the signal at the receiver suffers from higher attenuation,

longer delay, and more noise. The signal at the receiver side is shown in the third plot. In

this specific case, the delay introduced by the channel to each signal, t1
prop and t2

prop, is such

that the first symbol of the second nanomachine overlaps with the second symbol of the

first nanomachine. As a result of using different symbol rates, consecutive symbols in both

nanomachines do not overlap.

8.3 Protocol Description

PHLAME is a novel MAC protocol tailored to the peculiarities of the Terahertz Band and

which takes into account the limitations of electronic nanomachines. The protocol is built
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on top of RD TS-OOK, and it is split in two stages, namely, the handshaking process and

the data transmission process, which we describe next.

8.3.1 Handshaking Process

The aim of the handshaking process is twofold. First, it allows a receiver to coordinate

multiple simultaneous transmissions. Second, it facilitates the joint selection of i) the trans-

mission symbol rate and ii) the channel coding scheme which make the data transmission

more reliable. The handshaking process is divided in two substages,

• The handshaking request is triggered by any nanomachine that has information to

be transmitted and which has enough energy to complete the process. A transmitter

generates a Transmission Request(TR) packet, which contains the Synchroniza-

tion Trailer, the Transmitter ID, the Receiver ID, the Packet ID, the transmitting Data

Symbol Rate (DSR) and the Error Detecting Code (EDC).

The DSR field specifies the symbol rate βi that will be used to transmit the data

packet. The strength of RD TS-OOK against collisions increases when different

nanomachines transmit at different rates. In PHLAME, every transmitting node ran-

domly selects a symbol rate from a set of coprime rates, which have been shown to

minimize the probability of having catastrophic collisions [154]. The EDC field is a

conventional checksum field to detect transmission errors.

The TR packet is transmitted using a Common Coding Scheme (CCS), which spec-

ifies a predefined symbol rate β0 and channel coding scheme. When using the same

symbol rate β0, catastrophic collisions might occur among TR packets. However, the

TR packets are very short and the EDC field should suffice to detect simple errors in

the majority of the cases. Finally, the transmitter waits for a timeout before trying to

retransmit the TR packet, if necessary.

• The handshaking acknowledgment is triggered by the receiver of the TR packet,
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which uses the CCS to decode the received bitstreams when listening to the chan-

nel. If a TR packet is successfully decoded, the receiver will check whether it can

handle an additional incoming bitstream. In our scenario, we consider that due to the

energy limitations of nanomachines, after the transmission or the active reception of

a packet, a device needs to wait for a certain recovery time in order to restore its en-

ergy by means of energy harvesting systems, as we modeled in Chapter 7. This time

is much longer than the packet transmission delay and this poses a major constraint.

If the handshake is accepted, the receiver replies to the transmitter with a Transmission

Confirmation(TC) packet, which is encoded by using the CCS. The TC packet

contains the Synchronization Trailer, the Transmitter ID, the Receiver ID, the Packet

ID, the transmitting Data Coding Scheme (DCS) and the Error Detecting Code. The

DCS is selected by the receiver in order to guarantee a target Packet Error Rate (PER).

This depends on the perceived channel quality, which can be estimated from the re-

ceived pulse shape and intensity, or the measured noise.

To achieve the target PER, we consider that nanomachines make use of low-weight

channel codes concatenated with simple repetition codes. For this, first, the DCS

field specifies the channel code weight, i.e., the average number of logical “1”s in the

encoded data. By reducing the code weight, i.e., by encoding the information using

more logical “0”s than logical “1”s, both molecular absorption noise and interference

can be mitigated without affecting the achievable information rate, as we showed in

Chapter 5. Second, the DCS specifies the order of the repetition code that will be

used to protect the information. Since RD TS-OOK reduces possible transmissions

errors by avoiding catastrophic symbol collisions, a simple repetition code is enough

to decode the information in the majority of the cases.
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8.3.2 Data Transmission Process

At this point, a Data Packet(DP) is transmitted at the symbol rate βi specified by the

transmitter in the DSR field, and encoded with the weight and repetition order specified by

the receiver in the DCS field. The DP contains a Synchronization Trailer, the Transmitter

ID, the Receiver ID, and the useful Data. The Error Detecting Code has been removed

from the packet since, by using different symbol rates, catastrophic collisions are highly

unlikely, and randomly positioned errors can be fixed by means of the chosen channel

coding scheme. If the DP is not detected at the receiver before a time-out the receiver

assumes that the handshaking process failed.

8.4 Performance Analysis

In this section, we analyze the performance of PHLAME in terms of energy consumption,

packet latency and normalized throughput.

8.4.1 System Model

We make the following considerations in our analysis:

• The path-loss and noise in the Terahertz Band are computed by using the models

introduced in Chapter 3. A standard medium with 10% of water vapor is considered.

• The interference is modeled as in Chapter 5, by assuming a Poisson field of interfer-

ers. The density of active nodes is a parameter value in our analysis.

• The transmitter encodes logical “1”s by using the first time-derivative of 100 fem-

tosecond long Gaussian pulses. The energy of a pulse is limited to 100 pJ.

• A non-coherent receiver architecture is considered, with an integration time Ti equal

to ten times the symbol duration Tp [40].

• The recovery time for a nanomachine after transmission or active reception of a DP

is three orders of magnitude longer than the data packet duration [152].
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• The receiver can simultaneously track a fixed number of incoming packets, K. We

model this as a finite length queueing system with K servers and without waiting lane

(a packet that cannot be served is discarded) [65].

• The RD TS-OOK symbol rates are randomly chosen by each node from a pool of

pairwise coprime rate codes in the order of 1000 (e.g., 1009, 1013, 1019).

• The TR and TC packets in PHLAME are 16 Bytes. DPs are 125 Kbytes. The packet

length is arbitrarily chosen, but it seems appropriate to use relatively large DPs be-

cause RD TS-OOK does not cannibalize the channel and transmission errors are

expectedly sparse.

• The target Packet Error Rate is equal to 10−3. The possible bit coding schemes are

limited to a non repetition code with weight equal to 0.5 (the number of logical “1”s

and “0”s is the same), a 3-repetition code with weight equal to 0.4 (only 40% of

the bits are logical “1”s), a 5-repetition code with weight equal to 0.3, a 7-repetition

code with weight equal to 0.2 and a 9-repetition code with weight equal to 0.1. We

consider that a n-repetition code is a coding scheme that replicates n times each

symbol, either pulses or silences.

8.4.2 Energy Consumption

The energy consumption is contributed by the consumption at the transmitter and at the

receiver.

8.4.2.1 Transmitter Energy Consumption

This is mainly governed by the number of handshaking attempts and the length and code

weight used for the transmission of the DP. Three possible cases can happen when starting

a new packet transmission:

1. The handshaking process fails because:

(a) The TR packet collides with other packets
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(b) The receiver cannot allocate one more transmission due to memory constraints.

(c) The receiver is in the energy recovery stage.

2. The handshaking process fails because the TC packet collides at the transmitter.

3. The handshaking process succeeds, and the nodes go into the Data Transmission

phase.

To estimate the energy consumption at the transmitter, we consider the energy involved

in the transmission, ET X, reception, ERX, and time-out, Et/o, for each one of the aforemen-

tioned cases. These partial energies are given by:

E1 = ETR
T X + EH

t/o

E2 = ETR
T X + ETC

RX

E3 = ETR
T X + ETC

RX + EDP
T X .

(164)

Each type of packet used by PHLAME (TR, TC and DP) has a different number of bits

and it is encoded using different channel coding schemes. Moreover, the data packets’

structure depends on the selected DSR and DCS. When more robust codes are needed, the

repetition code order is increased and its weight is reduced. This makes packets longer

but not necessarily much more energy consuming, because only the transmission of pulses

consumes energy, and this decreases with the code weight. At the same time, transmitting

with lower weight codes can also reduce the overall interference and ultimately the number

of retransmissions, as we discussed in Chapter 5.

Each case for the energy consumption described above occurs with a certain probability,

which can be calculated as:

p1 = 1 − pRx
a pTR

s

p2 = pRx
a pTR

s

(
1 − pTC

s

)
p3 = pRx

a pTR
s pTC

s

(165)
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where pRx
a refers to the probability of acceptance at the receiver, and pTR

s and pTC
s refer

to the probability of successful reception of the TR and the TC packets, respectively. pRx
a

is computed by taking into account the maximum number K of simultaneous incoming

packets that the receiver can handle and its energy status. pTR
s and pTC

s are computed from

the symbol error probability with the type of pulses that are considered, and by taking into

account the error correcting capabilities of the used channel codes.

The consumed energy in the transmitter depends on the number of retransmissions re-

quired to complete the handshaking. Since the probability of successful handshaking is

exactly p3, the energy consumed at the transmitter is:

Etransmitter =
1
p3

(p1E1 + p2E2 + p3E3) . (166)

By combining (164) and (165) into (166), we reach the following closed-form expression:

Etransmitter =
1

pRx
a pTR

s pTC
s

((
1 − pRx

a pTR
s

) (
ETR

T X + EH
t/o

)
+ pRx

a pTR
s

(
1 − pTC

s

) (
ETR

T X + ETC
RX

))
+ ETR

T X + ETC
RX + EDP

T X .

(167)

8.4.2.2 Receiver Energy Consumption

The energy at the receiver is governed by the number of handshaking attempts as well as

the DP transmission. The handshaking fails when the receiving node is unable to decode

the TR packet, when it cannot handle another transmission or when the TC packet collides.

Similarly as before, by expressing the energies and the probabilities for each case, the

energy consumption at the receiving node can be written as:

Ereceiver =
1

pRx
a pTR

s pTC
s

((
1 − pRx

a pTR
s

)
ETR

RX

+ pRx
a pTR

s

(
1 − pTC

s

) (
ETR

RX + ETC
T X + EDP

t/o

))
+ ETR

RX + ETC
T X + EDP

RX .

(168)

Finally, the total energy consumption per useful bit of information is obtained by adding (167)

and (168) and dividing it by the length of the DP.
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8.4.3 Packet Latency

To study the packet latency we should take into account that the different types of packets in

PHLAME have different lengths and are encoded using different parameters. In particular,

we consider that packets have the following average durations:

T TR = BTRβminTi

T TC = BTCβminTi

T DP = BDPNr
βmax − βmin

2
Ti

(169)

where T TR, T TC and T DP stand for the packet duration of TR, TC and DP packets, respec-

tively; BTR, BTC and BDP are the number of bits in the TR, TC and DP packets, respectively;

βmin and βmax stand for the minimum and maximum symbol rates that the nanomachines can

select, Ti refers to the integration time and Nr is the required number of symbols per bit to

achieve the target PER.

Following a similar procedure as before, we can write the closed-form expression for

the average packet delay as:

TPCK =
1

pRx
a pTR

s pTC
s

((
1 − pRx

a pTR
s

) (
T TR + T H

t/o

)
+ pRx

a pTR
s

(
1 − pTC

s

) (
T TR + T DP

t/o

))
+ T TR + T TC + T DP.

(170)

8.4.4 Normalized Throughput

We define the normalized throughput as the maximum information rate that the MAC layer

can support divided by the maximum data rate that a node can transmit in a single nanoma-

chine scenario. For this, we divide the nanomachine bit-rate that PHLAME can provide by
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the maximum achievable bit-rate imposed by RD TS-OOK. This is given by:

T put =
RPHLAME

b [bps]
Rmax

b [bps]
=

LD

TPCK

1

Nr

βmax − βmin

2
Ti

(171)

where LD stands for the payload length in the data packet, TPCK is the packet latency found

in (170), Nr refers to the coding rate used, Ti is the observation time and βmax, βmin are the

maximum and minimum symbol data rate, respectively.

8.5 Numerical Results

In this section we provide numerical results on the performance of PHLAME in terms of

energy consumption, packet latency and normalized throughput.

8.5.1 Energy Consumption

In Figure 55 (left), the total energy consumption per bit as a function of the node density is

shown for different maximum number of simultaneously handled packets at the receiver, k.

When the node density is increased, the interference in the network increases, and this has

a twofold impact on the energy consumption. First, a higher interference turns into an in-

creased number of handshaking attempts. Second, once the handshake has been completed,

the DP is transmitted using higher order repetition codes which are necessary to guarantee

the target PER. The steps in the energy curves correspond to the transitions in the coding

scheme from a non repetition code to a 3-repetition code, a 5-repetition code, and so on.

At the same time, by allowing the receiver to handle more than one packet simultaneously,

the energy decreases.

In Figure 56 (left), we show the energy consumption per useful bit of information in

a nanonetwork operating under RD TS-OOK, but in which rather than using PHLAME,

the DPs are directly transmitted without any type of handshaking. There are almost three

165



0 2 4 6 8 10

1

2

3

x 10
−4

Node density [Nodes/mm
2
]

E
n

e
rg

y
 p

e
r 

b
it
 [

µ
J
]

 

 

k=1

k=2

k=3

k=4

0 2 4 6 8 10
0

0.5

1

1.5

2

2.5
x 10

−3

Node density [Nodes/mm
2
]

A
v
e

ra
g

e
 p

a
c
k
e

t 
d

e
la

y
 [

s
]

 

 

k=1

k=2

k=3

k=4

0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Node density [Nodes/mm
2
]

N
o

rm
a

liz
e

d
 T

h
ro

u
g

h
p

u
t

 

 

k=1

k=2

k=3

k=4

Figure 55. Energy per bit consumption, average packet delay and normalized throughput as functions
of the node density for different maximum number of simultaneous packets that can be handled by the
receiver.

orders of magnitude difference between PHLAME and the protocol without handshake.

This result depends on the packet length and the offered load parameters. For a very dense

network, as the one we are considering, a handshake avoids having to retransmit the entire

DP several times. We acknowledge that a more complete analysis on the impact of the

packet size in the system has to be conducted.
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Figure 56. Comparison between PHLAME and similar protocol without handshaking stage in terms
of the energy per bit consumption, average packet delay and normalized throughput as functions of
the node density for different maximum number of simultaneous packets that can be handled by the
receiver.

Finally, we would like to emphasize the energy reduction achieved by using low-weight

coding schemes. In Figure 57, the energy consumption per bit of PHLAME is compared

to that of the case in which only the repetition code order is variable and the code weight

remains at 0.5. The results show that especially for very dense networks, lowering the code

weight can reduce the overall energy consumption by more than half. This is due to the

fact that the interference is mitigated when using lower weight codes, and this minimizes
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both the number of handshake attempts and the probability of symbol errors and energy

consumed in the DP.

8.5.2 Packet Latency

In Figure 55 (center), the average packet delay given by (170) is shown as a function of the

node density. The impact of the capabilities of the receiving node in terms of maximum

number of packets that a nanomachine can handle is illustrated. When the node density

is increased, the interference is increased, and consequently the number of handshaking

attempts increases. This turns into longer packet transmission delays. However, the major

increase comes from the change in the repetition code order that is necessary to achieve the

target PER. Similarly as before, by allowing the receiver to handle more than one packet si-

multaneously, the overall delay is clearly reduced. Finally, note that a simple handshaking

process can reduce the time delay by almost three orders of magnitude, as shown in Fig-

ure 56 (center), where the delay in PHLAME is compared to that of RD TS-OOK without

handshaking process.
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Figure 57. Energy per bit consumption as a function of the node density for different code weights.

8.5.3 Throughput

The normalized throughput is shown in Figure 55 as a function of the node density. Sim-

ilarly as before, the changes in the coding scheme as the interference increases, create the

steps in the throughput curves. As expected, the normalized throughput of PHLAME is
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much larger than that of a similar protocol without the handshaking stage (Figure 56). The

main reason for this result comes from the fact that the handshake does not only inform the

receiver about a new incoming transmission, but first, it asks for its permission based on its

status, and, second, it determines the best communication parameters and coding scheme.

8.6 Conclusions

In this chapter, we have presented a PHysical Layer Aware MAC protocol for Electro-

magnetic nanonetworks (PHLAME). This protocol is tailored to a novel communication

scheme based on the exchange of femtosecond-long pulses spread in time. Our solution

allows the transmitter and the receiver to jointly select in an adaptive fashion several com-

munication parameters such as the symbol rate or the encoding scheme and the channel

code weight, by means of a handshaking process.

We have analyzed the performance of the proposed protocol in terms of energy con-

sumption per useful bit of information, average packet delay and normalized achievable

throughput. The results show that, despite its simplicity, PHLAME is able to support

densely populated nanonetworks by exploiting the peculiarities of the Terahertz Band, the

expected capabilities of nanomachines, and the benefits of low weight coding schemes.
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CHAPTER 9

EMULATION OF A ONE-TO-ONE NANO-LINK

For the time being, to the best of our knowledge, functional nanomachines have not been

build. As a result, advanced simulation platforms are needed to validate the developed an-

alytical models and communication solutions. In this chapter, we describe the simulation

framework that we have developed to emulate a one-to-one nano-link between two nanoma-

chines. The developed framework combines two commercially available tools, namely,

COMSOL Multi-physics [19] and Matlab. In particular, the proposed graphene-based plas-

monic nano-antenna (Chapter 2) and the Terahertz Band channel (Chapter 3) are emulated

in COMSOL. The signals radiated by a first nano-antenna in transmission are generated in

Matlab by following the proposed femtosecond-long pulse-based modulation (Chapter 4)

and the low-weight coding technique (Chapter 5). The signals detected by a second nano-

antenna in reception are demodulated and decoded in Matlab accordingly. Despite the very

high computational complexity, the developed platform shows to be a robust tool for the

validation of the developed models.

9.1 Simulation Framework Overview

The conceptual block diagram for the developed simulation framework is shown in Fig-

ure 58. In particular,

• First, the graphene-based plasmonic nano-antenna (Chapter 2) is simulated with

COMSOL Multi-physics. The starting point for the simulation is the inclusion of

graphene in COMSOL as a new material with anisotropic conductivity given by our

model. The details on the nano-antenna implementation are given in Section 9.2.

• Second, the Terahertz Band channel (Chapter 3) is also simulated with COMSOL.

To isolate the channel effects from the antenna effects, the channel between an ideal

169



Modula'on)

Coding)

Demodula'on)

Decoding)

MAC) MAC)
En
er
gy
)

En
er
gy
)

Antenna) Channel) Antenna)

Transmi9er) Receiver)

COMSOL&

Matlab&

Figure 58. Block diagram of the one-to-one nano-link emulation platform.

point source and an ideal point detector is simulated. The details on the channel

definition in COMSOL are explained in Section 9.3.

• Third, a one-to-one nano-link is simulated in COMSOL by utilizing two nano-antennas

in the same simulation model, i.e., a nano-antenna in transmission and a nano-antenna

in reception. The details on the one-to-one model definition in COMSOL are ex-

plained in Section 9.4.

• Fourth, the COMSOL simulation is linked to Matlab by means of LiveLink. This

enables a much simpler control of the simulation and, more importantly, the integra-

tion with the rest of the developed solutions. The details on the linkage of the two

simulation environments are given in Section 9.5.

• Finally, the complete end-to-end nano-link can be established. In particular,

– The signals that are transmitted through the nano-antenna are generated in Mat-

lab. A binary sequence is encoded by means of our proposed low-weight chan-

nel codes (Chapter 5) and modulated with TS-OOK (Chapter 4). The trans-

mitter acts as an ideal Gaussian-pulse generator for the time being, but could
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be replaced by more accurate transmitter models in COMSOL. The generated

signal is input to COMSOL with LiveLink.

– Similarly, the signals at the output of the receiving nano-antenna are sent from

COMSOL to Matlab by means of LiveLink. The proposed receiver architecture

(Chapter 6) is used to detect and demodulate the received symbols. The decoded

bitstream is then compared to the transmitted binary sequence.

9.2 Graphene-based Plasmonic Nano-antenna Simulation with
COMSOL Multi-physics

The starting point of the one-to-one nano-link emulation is the simulation of the proposed

graphene-based plasmonic nano-antenna. Next, we explain the implementation of such

antenna in COMSOL. This section provides enough details to reproduce our simulation

results. For the non-familiar reader, COMSOL provides a large collection of tutorial and

example models [19], which can serve as the starting point.

9.2.1 Definition of the Nano-antenna

The first step is to define the geometry of the antenna. Our proposed nano-antenna is

composed of a GNR, which is placed over the ground plane with a dielectric material layer

in between. For this, we define the following geometry:

• The ground plane and the dielectric substrate are defined as a block, with width

W sub and length L sub. The ground plane must be much larger than the antenna

active element, i.e., the GNR.

• The GNR is not defined as a geometric entity, but will be set as the upper boundary

of the dielectric layer.

• The nano-antenna is fed by a stub. This is a common technique to feed patch an-

tennas. The stub is defined as a block, with width W stub and length L stub. A
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good example on how to design the stub can be found in the COMSOL simulation

example titled Inset Microstrip Patch Antenna.

• The simulation space is defined by a sphere with radius Radius.

• To guarantee the accuracy of the simulation and to minimize the number of unrealis-

tic reflections from the simulation space boundaries, a Perfectly Matched Layer

or PML, which surrounds the entire nano-structure, is defined. The PML width is

Radius PML.

In order to ease a parametrized analysis and the control of the model from Matlab,

we define a set of global parameters to determine the geometry of the nano-antenna. In

Figure 59, a set of working parameters and the resulting nano-structure are shown.

Figure 59. Graphene-based nano-antenna simulation example parameter set and resulting geometry.

The next step consists in assigning the corresponding material to each layer. The ground

plane is modeled as a PEC layer, which in COMSOL does not correspond to a material but

to a boundary condition, as we will define afterwards. The dielectric layer is mainly deter-

mined by the permittivity or dielectric constant εr. As in Chapter 2, we consider Silicon

with εr = 4 in our frequency range of interest. As we mentioned before, the definition of

graphene is not done through an entity and a given material, but as a boundary condition.
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To analyze the frequency response of the antenna, we proceed as follows. First, we

define a new Electromagnetic Waves, Frequency Domain study in COMSOL. We

use the frequency form of the wave equation to be solved by the simulator. The ground

plane behaves as a PEC layer. For this, we select the corresponding boundary and create a

new Perfect Electric Conductor condition in COMSOL.

For the definition of graphene, we proceed as follows. First, we define a new Transition

Boundary Condition or TBC in COMSOL. A TBC is used to model a layer which is

physically very thin (one-atom-thick in for GNRs) but electrically not thin. The following

properties for the TBC are defined. Graphene is an anisotropic material, i.e., its electro-

magnetic response is different for different dimensions. COMSOL allows us to capture

this peculiarity by means of the relative dielectric permittivity matrix of the material εr

(see Figure 60). This parameter can be obtained from the conductivity model developed in

Section 2.4.1.2, as follows:

εr ( f ) = εr1I2D + i
σ2D ( f )

2π f
, (172)

where f stands for frequency, εr1 refers to the real relative dielectric constant of the material

on which the GNR stands (i.e., 4 in our simulations), I2D refers to the two dimensional

identity matrix, and σ2D refers to the two dimensional conductivity matrix, which can be

written as

σ2D ( f ) =

 σxx ( f ) σxy ( f )

σyx ( f ) σyy ( f )

 , (173)

where σxx and σyy are given by (27), and we will consider the diagonal conductivity to be

zero for this analysis. The values for σxx and σyy are loaded into COMSOL as interpolated

functions. For different antenna widths, W patch we use different values of the conductiv-

ity, as we described in Section 2.4. When the conductivity is incorporated as a component

of the complex permittivity, no separate conductivity value needs to be input in COMSOL.

The next element needed is the excitation of the antenna. In our simulation, we incor-

porate a Lumped Port (see Figure 61). The port is assigned to the input boundary of the
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Figure 60. Transient boundary condition and design parameters utilized to simulate graphene.

stub. We define a uniform port, with z-polarized current, and with an input impedance that

matches the antenna impedance at the resonant frequency. This value is given by the pa-

rameter z-port in COMSOL. To be able to measure the radiation diagram of the antenna,

we incorporate a Far Field Domain. This assigned to the outer boundaries of the PML.

Figure 61. Lumped port and design parameters utilized to simulate the feeding point of the nano-
antenna.
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The final step before running the simulation is to define the mesh structure. To guaran-

tee the accuracy of the results, it is recommended to define the maximum element length

to be approximately λ/5, where λ refers to the wavelength at the frequency under study.

In general, this condition should be satisfied for the highest frequency in the analysis (the

smallest wavelength). In addition, the confinement factor, i.e., the shrinkage in the wave-

length, should be captured. For the particularly narrow sections of the geometry, such

as the stub, a separate much finer mesh is defined, with maximum element size equal to

W line/3. For, the PML we use a swept mesh (see Figure 62).

Figure 62. Mesh setup parameters and resulting meshed geometry.

9.2.2 Simulation Results

First, we are interested in observing the propagation of SPP waves and, more importantly,

to identify their resonances. In Figure 63, we illustrate the electric field in the resonant

plasmonic cavity for three different propagation modes. A square nano-patch antenna with

side-length equal to one thousand nanometers is used. In Figure 63(a), a non-resonating

mode is shown. In Figure 63(b), the fundamental TM SPP wave mode is illustrated. In

Figure 63(c), a TEM mode of order 2 is illustrated.
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(a) Non-resonating mode, f = 1.38 THz (b) Fundamental TM mode, f = 3.72 THz

(c) Higher order TEM mode, f = 7.59 THz

Figure 63. Electric field at the GNR for three different SPP wave modes at three different frequencies.

We focus on the analysis of the TM SPP wave mode, which, as we mentioned in Sec-

tion 2.4.3, is the best radiating mode for a resonant cavity. In Figure 64, we illustrate the

electric field corresponding to the TM mode for two different antenna designs. In partic-

ular, in Figure 64(a), a square nano-patch antenna with side-length equal to one thousand

nanometers is simulated at a frequency equal to 3.72 THz. As explained in Section 2.4.3,

a patch antenna radiates from its edges. For the fundamental resonant frequency of the

TM mode, the expected resonant frequency is given by (45), with m = 1. The discrepancy

between the simulation result and the expected result remains mainly in the selection of the
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antenna feeding system as well as the dielectric thickness. In Figure 64(b), the normalized

radiation diagram is shown. As expected from a patch antenna, the antenna radiates almost

isotropically. In Figure 64(c), we show the electric field for a one-hundred-nanometer-wide

one-micrometer-long nano-antenna. Similarly, the normalized radiation diagram is shown

in Figure 64(d), which is, as expected, isotropic. Optimal nano-antenna designs have not

been investigated in this work. In any case, the possibility to develop a nano-antenna that

can radiate in the Terahertz Band rather than in the far infrared or at optical frequencies

validates our initial hypothesis. Efficient antenna designs should be investigated and our

analytical models and this simulation platform can be used for that purpose.

In addition, we also characterize the S11 parameter, which measures how much power

can be effectively injected into the antenna. We look at this parameter to prevent a high

impedance-mismatch from shadowing the results. In our analytical study in Chapter 2, we

did not investigate the feeding mechanism for the antenna. By means of simulation, we

tune the stub size and adapt the lumped port input impedance conveniently. For example,

the input impedance for the antenna in Figure 64(a) is approximately -11 dB when the input

port impedance is 100 Ω. For the the nano-antenna in Figure 64(c), the input impedance

is in the order of -8 dB. Ultimately, the efficiency of the nano-antenna depends also on the

input impedance and its matching with the lumped port. Alternative ways to excite the SPP

waves in the nano-antenna should be investigated. As we will explain in Chapter 10, the

development of a plasmonic nano-transceiver, able to generate SPP waves and inject them

in the nano-antenna, is part of our future work. Till this point, we have explained how to

utilize COMSOL to design graphene-based plasmonic nano-antennas. These results vali-

date our initial hypothesis and motivate the further investigation of different nano-antenna

designs as well as feeding mechanisms.
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(a) E-field, W = 1000 nm, f = 3.72 THz (b) Radiation diagram, W = 1000 nm, f =

3.72 THz

(c) E-field, W = 100 nm, f = 3.72 THz (d) Radiation diagram, W = 100 nm, f =

3.73 THz

Figure 64. Electric field at the GNR for two different nano-antenna widths.

9.3 Terahertz Band Channel Simulation with COMSOL Multi-physics

The next step is the simulation of the Terahertz Band channel and the validation of the

channel model developed in Chapter 3. In this section, we describe how to simulate the

Terahertz Band channel in COMSOL and provide several simulation results both in the

frequency domain and in the time domain.
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9.3.1 Definition of the Channel

We consider the following scenario to analyze the Terahertz Band channel:

• To isolate the channel response from the nano-antenna response, we use an ideal

Point Dipole as the source of electromagnetic radiation. For this, we define a

point in the geometry that will be assigned to be the source.

• Similarly, we use an ideal Domain Point Probe as the detector of electromagnetic

radiation, instead of a nano-antenna, to investigate only the channel effects. There-

fore, we define several points in the geometry at different distances from the source

point.

• To reduce the complexity of the simulation and reduce the simulation time, the sim-

ulation space is defined by a circle with radius Radius.

• To guarantee the accuracy of the simulation and to minimize the number of un-

realistic reflections from the simulation space boundaries, a Perfectly Matched

Layer, which surrounds the source and the detector, is defined. The PML width is

Radius PML.

In order to ease a parametrized analysis and the control of the model from Matlab, we

define a set of global parameters to determine the geometry of the scenario. In Figure 65, a

set of working parameters and the resulting scenario are shown.

The next step consists of assigning the corresponding material to the medium. The

definition of air in COMSOL does not include the information about molecular absorption

in the HITRAN database [117]. For this, besides assigning the material air to the geometry

in our scenario, we should also specify the peculiar behavior of the medium when setting

the electromagnetic analysis.

To analyze the channel frequency response, we proceed as follows. First, we de-

fine a new Electromagnetic Waves, Frequency Domain study in COMSOL. We use
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Figure 65. Channel simulation scenario parameter set and example geometry.

the frequency form of the wave equation to be solved by the simulator. In the Wave

Equation, Electric configuration window (see Figure 66), we specify that the material

type is non-solid. In addition, we should also specify that we will be using the relative per-

mittivity of the medium to determine the electric displacement field. The complex relative

permittivity of air εr−air at Terahertz Band frequencies can be obtained from the molecular

absorption coefficient as

εr−air ( f ) = ε′r−air ( f ) − iε′′r−air ( f ) , (174)

ε′r−air ( f ) = n2
air ( f ) − k2

air ( f ) , (175)

ε′′r−air ( f ) = 2nair ( f ) kair ( f ) , (176)

where f stands for frequency, and nair and kair refer to real and imaginary part of the refrac-

tive index of air, respectively. In our case, these are given by

nair ( f ) = 1, (177)

kair ( f ) =
4πc0τ ( f )

f
, (178)

where c0 is the speed of light in vacuum and τ refers to molecular absorption coefficient

given by (50) in Chapter 3.
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Figure 66. Implementation of the molecular absorption coefficient in COMSOL by means of the relative
dielectric constant.

As mentioned before, the source of electromagnetic radiation in this particular case

is represented by an Electric Point Dipole, with vertical polarization (y-axis). The

magnitude of the dipole moment electric current is first left constant and equal to 1 mA.

The final step before running the simulation is to define the mesh structure. As for the

nano-antenna, to guarantee the accuracy of the results, it is recommended to define the

maximum element length to be approximately λ/5, where λ refers to the wavelength at the

frequency under study, i.e., 10 THz in this analysis.

9.3.2 Simulation Results
9.3.2.1 Frequency Domain

First, we investigate the Terahertz Band channel frequency response. In Figure 67, the

electric field in the geometry under study is shown at different frequencies. As we men-

tioned before, the dipole is vertically polarized (y-axis) and, thus, the maximum direction

of radiation is along the x-axis. The radiation diagram of an ideal dipole is well-known and

matches the simulation results.

Second, in order to investigate the impact of molecular absorption, we look at the

full frequency response at two Domain Point Probes located at d = 0.75 mm and
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(a) f = 0.1 THz (b) f = 1 THz

Figure 67. Vertical component of the electric field amplitude Ey across the simulation scenario at dif-
ferent frequencies.

d = 1.5 mm. We acknowledge that these are very short distances, but are in line of the

expected transmission range of nanomachines. The only reason for which we cannot at this

point show the channel response at longer distances comes from the computational com-

plexity introduced by meshing a larger geometry with a maximum mesh element size of

6 µm, which corresponds λ/5 at the highest frequency under analysis.

In Figure 68, we show the channel frequency response for the two aforementioned

points. We compare the results obtained by simulation with the results obtained with (47)

from our analytical model developed in Chapter 3. First of all, we make the following

observations. As we mentioned before, in order to simplify the computational complexity,

we simulate a 2D geometry instead of a 3D scenario. Correspondingly, the electromagnetic

wave does not spread in the space spherically, but cylindrically. Therefore, we should

replace the spherical spreading factor in (48) by the corresponding cylindrical spreading

factor. In addition, due to the way in which the electric point dipole is implemented

in COMSOL, the frequency dependency in the spreading factor, which comes from the

ideal effective area of an isotropic antenna, should be replaced by the peculiar model used
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in COMSOL. The resulting path loss can be then written as:

A ( f , d) =
c2

0

4π f0

1
πd2 e−k( f )d, (179)

where f stands for frequency, d refers to distance, c0 is the speed of light in vacuum and f0

is the point dipole design frequency.
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Figure 68. Terahertz Band channel frequency response.

In Figure 68(a), the channel frequency response over the entire Terahertz Band is

shown. We can observe the following. First of all, at low frequencies, we can see a mis-

match between our refined analytical model and the simulation results. This is a conse-

quence of the way in which COMSOL models the electric point dipole frequency response.

For higher frequencies, the simulation results accurately match our analytical model. Once

again, the computational complexity limits the accuracy of the results. To better show this

fact, in Figure 68(b), we show the channel frequency response between 1 THz and 2 THz

only, with a higher accuracy. These results validate our model in the frequency domain.

9.3.2.2 Time Domain

In addition to the frequency domain analysis, we want to validate the channel impulse re-

sponse in the time domain. This is specially useful for the validation of the propagation

of the one-hundred-femtosecond-long pulses introduced in Chapter 4. All the elements

in our geometry are defined as described in Section 9.3.1. However, this time we set a
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Electromagnetic Waves, Time Transient analysis. In addition, because we are in-

terested in characterizing the propagation of very short pulses (Chapter 4), we define the

input current at the electric point dipole to be the first time derivative of a delayed Gaussian

pulse with variance equal to 100 fs.

In Figure 69, we show the y component of the electric field in our scenario at two

different time instants. The pulse is radiated at t0 = 800 fs. The radiation diagram of the

electric point dipole shapes the direction of propagation of the pulse. As it advances, its

amplitude is lower as its power is spread over a large area. As before, the simulation of a

2D geometry results into a cylindrical spreading instead of a spherical spreading.

(a) t = 0.4 ps (b) t = 10 ps

Figure 69. Vertical component of the electric field amplitude Ey across the simulation scenario at dif-
ferent time instants.

In Figure 70(a), the received signal at a distance d = 1 mm is illustrated. The received

signal analytical model developed in Chapter 4 can accurately reproduce the results ob-

tained in the COMSOL simulations. The delay in the maximum of the received signal

perfectly matches in the two cases. The shape of the received pulses is also very similar.

Once again, the differences originate in the specific response of the point dipole model

used by COMSOL. This can be observed by comparing the p.s.d. of the received signal y,
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which is illustrated in Figure 70(b). Finally, the distance dependence of the channel im-

pulse response is also validated, by analyzing the received signal at different distances. In

Figure 70(c), the received signal y at distances equal to 500 µm, 1 mm, 2.5 mm and 5 mm

are shown, which further validates our analytical model. In the rest of the section, we use

the channel model to analyze the performance of TS-OOK.
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(b) P.s.d. of the received signal at d = 1 mm
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Figure 70. Time domain simulation of the propagation of femtosecond-long pulses.

Up to this point, we have individually validated the graphene-based nano-antenna re-

sponse and the Terahertz Band channel behavior, which, for the time being, are the only

components implemented in COMSOL.

9.4 One-to-one Nano-link with COMSOL Multi-physics

After separately analyzing the response of the proposed graphene-based nano-antennas and

the Terahertz Band channel, we simulate a complete one-to-one nano-link with COMSOL,

which is composed of a transmitting nano-antenna and a receiving nano-antenna, with air
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in between. In this Section, we first describe how the geometry is defined and we then show

some simulation results.

9.4.1 Definition of the One-to-One Nano-link Geometry

The one-to-one nano-link can be easily defined by starting from the graphene-based nano-

antenna geometry. In particular, after the definition of the nano-antenna (Section 9.2), we

need to create a copy of the nano-structure. This can be easily done in COMSOL as follows:

• Right click on the Geometry section of the Model Builder window, and choose

Transformation and Copy.

• Select the elements that need to be copied, In our case, the main substrate block

(whose bottom layer behaves as the ground plane), the patch and stub.

• Specify the direction and distance at which the elements should be copied. In our

case, we choose to move the copied elements at a distance d tr along the z-axis (see

Figure 71).

• In order to have the two antenna facing each other, we need to then rotate the copied

elements. For this, we choose Geoemetry, Transformation, Rotate. In this first

example, we want the two antennas to be perfectly aligned. For this, we specify the

rotation center to be defined as {0, 0, dtr} and the angle to rotate to be 180◦.

In Figure 71, we illustrate the resulting geometry. The sphere that defined the volume

of simulation has been re-centered and its radius has been increased in order to be able to

englobe the totality of the two antennas. The materials in the geometry do not need to be

modified. As long as the copied nano-antenna was defined by following the instructions in

Section 9.2, the materials have already been assigned and, thus, there is no need for further

modifications.

The next step is to set the electromagnetic study parameters. In particular,

• For the nano-antenna, we follow the same procedure as in Section 9.2:
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Figure 71. One-to-one nano-link example simulation geometry.

– The two ground planes should be defined as a Perfect Electric Conductor.

– The two GNRs should be defined as a Transition Boundary Condition,

with the relative permittivity given by (172).

– The transmitting nano-antenna has an active Lumped Port attached to the stub

with a constant input current.

– The receiving nano-antenna has a passive Lumped Port attached to the stub.

• For the channel, we only need to take into account that the space between antennas

in filled with a medium whose relative permittivity is given by (176).

The entire geometry should be meshed as described in Section 9.2. The plasmonic

effects in the nano-antenna impose the use of a rather small element size, which can com-

promise the feasibility of the analysis due to the resulting computational complexity.

9.4.2 Simulation Results

In this section we analyze by simulation the joint frequency response of the two nano-

antennas and the channel. We are interested in the S 21 parameter, i.e., the relation between

the output at receiving nano-antenna and the input at the transmitting nano-antenna. In Fig-

ure 72, the joint frequency response of the two nano-antennas with the channel in between
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is shown at two different distances as a function of frequency. Due to the high computa-

tional complexity involved in simulating a large geometry with the aforementioned maxi-

mum element size, we limit our current results to a few micrometers at most. In any case,

the methodology introduced in this section is valid and can be easily extended to larger

geometries if computationally feasible. For the same reason, we have reduced the patch

and the substrate width, to 100 nm and 800 nm, respectively. The antenna length is kept

constant and equal to 1000 nm. The S 21 in dB is shown in Figure 72(a) as a function of

the frequency. We can clearly identify the impact of the antenna resonances on the joint

one-to-one nano-link. The first resonance appears at approximately 2.2 THz. This center

frequency can be tuned by adjusting the width of the patch and the thickness of the di-

electric substrate. The 3 dB bandwidth at this frequency is approximately 1 THz, which is

convenient for the radiation of one-hundred-femtosecond-long pulses. For completeness,

we also show in Figure 72(b) the S 11 parameter as a function of frequency. A 100 Ω port

impedance is used in this set of results.
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Figure 72. One-to-one nano-link frequency response.

Unfortunately, the Transition Boundary Condition used to implement graphene

in COMSOL is not supported when performing a time-domain transient analysis. As a

result, when using the graphen-based plasmonic nano-antenna as the signal emitter and

detector, only frequency-domain simulations can be conducted. To obtain time domain
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results, the resulting frequency response can be converted into a time response by means of

the inverse Fourier transform, as described in Section 4.2.2.

9.5 Linkage of COMSOL Multi-physics and Matlab

The validation of all the developed solutions requires us to combine analytical models in

Matlab with the simulation models developed in COMSOL. For this, it is necessary to

link the two platforms. Fortunately, COMSOL supports tight integration with Matlab by

means of LiveLink. The possibility to parametrically setup and control the simulations in

COMSOL from Matlab allows us to hide the complexity behind accurate electromagnetic

simulation tools and makes it easier for a greater part of the engineering community to

comfortably run simulations.

Provided that Matlab is already present in the system, the regular installation of COM-

SOL already creates a link between the two platforms. Therefore, the command COMSOL

with Matlab can be directly executed. The power of LiveLink remains in the fact that for

every single action that can be done in COMSOL with a graphic user interface, there is the

corresponding Matlab command. More importantly, besides creating simulation models

from scratch, COMSOL models can be directly saved as M-files. Therefore, we can easily

link our COMSOL models developed in Section 9.2 and Section 9.3 with Matlab.

9.5.1 Definition of the One-to-one Geometry in Matlab

Our starting point is the the M-file generated when saving the COMSOL model described

in Section 9.4. The M-file contains a chronological description of our actions realized in

COMSOL. To prevent a redundant Matlab script, it is advisable that the Reset History

command in COMSOL is run before saving the file model as a M-file. After this, we can

easily identify the following Sections in the M-File:

• Parameters Definition: This part of the code contains the parameters and constants

that we have used for the definition of the model geometry. We can easily replace the

values from the COMSOL model by Matlab variables. This drastically simplifies the
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execution of parametrize analysis.

model.param.set(’D’, ’10[nm]’, ’Substrate thickness’);

model.param.set(’W_patch’, [num2str(W), ’[nm]’], ’Patch width’);

model.param.set(’L_patch’, [num2str(L), ’[nm]’], ’Patch length’);

...

• Geometry and Material Definition: This part of the code contains a set of commands

to define the geometrical entities in the model as well as their materials:

model.geom(’geom1’).feature.create(’blk1’, ’Block’);

model.geom(’geom1’).feature(’blk1’).name(’Substrate’);

model.geom(’geom1’).feature(’blk1’).set(’base’, ’center’);

model.geom(’geom1’).feature(’blk1’).set(’size’, {’W_sub’ ’L_sub’ ’D’});

...

• Study Definition: This part of the code contains the commands required to define the

specific study that will be used with this model.

model.physics.create(’emw’, ’ElectromagneticWaves’, ’geom1’);

model.physics(’emw’).feature.create(’pec2’, ’PerfectElectricCond...

model.physics(’emw’).feature(’pec2’).selection.set([15 20 21]);

...

• Mesh Definition: This part of the code contains the commands required to create the

mesh.

model.mesh.create(’mesh1’, ’geom1’);

model.mesh(’mesh1’).feature.create(’ftet1’, ’FreeTet’);

...

• Solution and Results: This final part contains the code to set up the variables under

study, obtain the solution, and setup the output results.
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model.sol(’sol1’).attach(’std1’);

model.sol(’sol1’).feature(’st1’).name(’Compile Equations: Frequency...

model.sol(’sol1’).feature(’st1’).set(’studystep’, ’freq’);

...

Finally, the simulation is run and the results are obtained by using the command

model.sol(’sol1’).runAll;

Until here, we have explained how the nano-antennas and the channel COMSOL sim-

ulation models can be utilized from Matlab. Next, we specify how our modulation, coding

and receiver solutions can be incorporated in this software platform.

9.5.2 Coding, Modulation and Receiver Solutions in the One-to-one Nano-Link

At this point, it is straightforward to incorporate the rest of our solutions to the one-to-one

model. The key point is that we can replace the input current or voltage of the Port at the

transmitting nano-antenna by any frequency-dependent or time-dependent signal, which

we can generate in Matlab. This can be done by the following command-line:

model.physics(’emw’).feature(’lport1’).set(’V0’, ’input_signal(emw.freq)’);

Therefore, as we did in Chapter 4 and Chapter 5, we can generate the signals to transmit

according to the targeted coding weight and by using the one-hundred-femtosecond-long

pulses, but, instead of convoluting them with the analytical channel response, we use them

as the port excitation in COMSOL. After the simulation is completed, the received signal

can be obtained from the output of the Port at the receiving nano-antenna, which can be

read with the following command line:

model.result.numerical(’gev1’).getReal();

provided that it has been included in as a Global Evaluation value in the model results:

model.result.numerical.create(’gev1’, ’EvalGlobal’);

model.result.numerical(’gev1’).set(’probetag’, ’none’);
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model.result.numerical(’gev1’).set(’table’, ’tbl1’);

model.result.numerical(’gev1’).set(’expr’, ’emw.S21dB’);

model.result.numerical(’gev1’).set(’unit’, ’dB’);

model.result.numerical(’gev1’).set(’descr’, ’S-parameter, dB’);

model.result.numerical(’gev1’).setResult;

The received signal is then processed in Matlab with our symbol detection scheme as

we did in Chapter 6. The current results provided in Chapter 4, Chapter 5 and Chapter 6

have already been obtained by starting from the validated channel models.

9.6 Conclusions and Future Extensions

In this chapter, we have developed a software platform to emulate a one-to-one nano-link

between two nanomachines. First, we have explained in detail how the proposed graphene-

based plasmonic nano-antenna can be implemented in COMSOL and we have provided

several simulation results. Second, we have described the steps required to properly sim-

ulate the Terahertz Band channel, by incorporating the information from the HITRAN

database. We have also provided several simulation results in the frequency domain and in

the time domain which prove the validity of our analytical Terahertz Band channel model.

Then, we have jointly modeled two nano-antennas and the channel and obtained the joint

response in COMSOL. Finally, we have showed how COMSOL and Matlab can be linked

and how the resulting platform can be used to validate any solution developed in Matlab.

The developed platform can provide very accurate results at the cost of computational

complexity. Our results in this chapter have been focused on a single one-to-one nano-link.

However, in any case, it is straightforward to extend these results in order to simulate a net-

work of nanomachines. For example, one first additional extension would be the simulation

of several transmitting nano-antennas and the characterization of the resulting interference

on a receiving nano-antenna. Many interference models existing to date, including the

interference model developed in Chapter 4 and Chapter 5, make several assumptions on
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the distribution of the active nodes, their density and the propagation effects altering the

received signals. With the developed platform, we can actually validate or revise the in-

terference model. However, as pointed out before, this would increase the computational

complexity of the system. Ultimately, in any case, this tool provides a complete platform

to validate our solutions and to explore new challenges for nanonetworks, before nanoma-

chines become available.
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CHAPTER 10

CONCLUSIONS

Nanonetworks will enable a plethora of long-awaited applications in many fields of our

society, ranging from healthcare to homeland security, industrial development and environ-

mental protection. Enabling the communication among nanomachines is still a major chal-

lenge. We acknowledge that there is still a long way to go before having a fully functional

nanomachine, but we believe that hardware-oriented research and communication-focused

investigations will benefit from being conducted in parallel from an early stage.

In this thesis, we aimed at defining the first steps towards enabling electromagnetic

communication among nanomachines in the Terahertz Band (0.1-10 THz). Our starting

point has been the development of novel graphene-based plasmonic nano-antennas, which

efficiently operate in the Terahertz Band. We have developed a novel Terahertz Band chan-

nel model and investigated the potential of this frequency band by means of a channel

capacity analysis. In light of the channel peculiarities and the nanomachine capabilities,

we have proposed a set of communication mechanisms for nanonetworks, which include

femtosecond-long pulse-based modulations, low-weight channel coding schemes, a new

symbol detection scheme at the receiver, and a new medium access control protocol for

nanonetworks. In addition, we have analyzed the performance of perpetual nanonetworks

by developing a joint energy harvesting and energy consumption model for self-powered

nanomachines. Finally, we have developed an emulation platform to simulate a one-to-one

nano-link between nanomachines and validate the developed models.

The contributions in each chapter are summarized as follows:

• In Chapter 2, we proposed, modeled and analyzed a graphene-based plasmonic nano-

antenna, which exploits the behavior of SPP in GNRs to radiate in the Terahertz

Band. In particular,

– First, we developed a transmission line model of GNRs by starting from the
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tight-binding model. We then obtained the total line impedance and the SPP

wave propagation speed. In addition, we modeled the nano-antenna as a reso-

nant plasmonic cavity and obtained its fundamental resonant frequency.

– Second, in a much more complete analysis, we studied the dynamic conductiv-

ity of GNRs by using the Kubo formalism. We then modeled the propagation

of different SPP wave propagation modes and determined their complex propa-

gation constant. In addition, we obtained the nano-antenna frequency response

for different excitation modes.

– Our results show that graphene-based plasmonic nano-antennas, which are just

a few tens of nanometers wide and up to a few micrometers long at most, can

radiate in the Terahertz Band, i.e., two orders of magnitude below the resonant

frequency of a classical metallic antenna with the same size. This results opens

the door to electromagnetic communication in nanonetworks

• In Chapter 3, we developed a Terahertz Band channel model and quantized the po-

tential of the Terahertz Band for communication by means of a channel capacity

analysis. In particular,

– We used radiative transfer theory and the information in the HITRAN database

to obtain formulations for the total path-loss and molecular absorption noise in

the Terahertz Band.

– We analyzed the channel capacity of the Terahertz Band by using the developed

channel model and for four different power allocation schemes.

– Our results show that Terahertz Band channel response drastically depends on

the medium composition and the transmission distance. The major impact

comes from the presence of water vapor molecules. For distances below one

meter, the Terahertz Band behaves as a single transmission window, almost

10 THz wide, which can support transmissions at very high speeds, up to a few
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Tbps. For longer distances, the Terahertz Band has several transmission win-

dows, which are a few GHz-wide each, and can support transmissions at a few

Gbps or more by combining several windows simultaneously.

• In Chapter 4, we developed a pulse-based modulation and channel access scheme for

nanonetworks in the Terahertz Band. In particular,

– We proposed a novel modulation scheme based on the asynchronous exchange

of one-hundred-femtosecond-long pulses among nanomachines, by following

an asymmetric on-off keying modulation spread in time (TS-OOK).

– We analyzed the performance of the proposed modulation in terms of achiev-

able information rate both in the single-user case and in the multi-user case. For

this, we developed novel stochastic models of molecular absorption noise in the

Terahertz Band as well as multi-user interference in TS-OOK.

– Our results show that, when using TS-OOK, nanonetworks can support a very

high number of nanomachines (up to thousands of nanomachines in close vicin-

ity) which can transmit at very high bit-rates (up to a few Tbps).

• In Chapter 5, we proposed the use of low-weight channel codes to prevent channel

errors in nanonetworks. In particular,

– We analyzed the impact of the coding weight on the molecular absorption noise

and the multi-user interference power. We revised our stochastic interference

model to better understand the impact of the coding weight on its power.

– We analyzed the performance of low-weight coding codes in terms of achiev-

able information rate after coding and codeword error probability. We con-

sidered the developed channel, noise and interference model and two different

receiver decision architectures.
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– Our results show that the number of channel errors in nanonetworks can be

reduced by lowering the coding weight. This can be achieved without penaliz-

ing or even increasing the achievable information rate after coding, especially

in interference-limited scenarios. Moreover, there is an optimal coding weight

that depends on the network conditions. These results motivate the develop-

ment of link layer control mechanisms which can dynamically adapt the coding

weight to the network conditions.

• In Chapter 6, we developed a receiver symbol detection scheme to support pulse-

based modulations in the Terahertz Band . In particular,

– We proposed a new symbol detector based on a Continuous-Time Moving Av-

erage block, which can be implemented with a low-pass filter, to support the

use of impulse-based communication.

– We analytically and numerically investigated the performance of the symbol

detector and compared it to that of classical symbol detection schemes in terms

of symbol error rate in interference-free and interference-limited scenarios.

– Our results show that this novel symbol detection scheme outperforms existing

impulse-radio based detectors when used in the Terahertz Band, by reducing

the symbol error rate and increasing the achievable transmission distance for a

target SER.

• In Chapter 7, we developed a novel energy model for self-powered nanomachines

that make use of novel piezoelectric nano-generators to harvest energy and commu-

nicate over the Terahertz Band. In particular,

– We developed an analytical model for piezoelectric nano-generators based on

Zinc Oxide nanowires, which can successfully reproduce existing experimental

data. We also analytically modeled the energy consumption due to pulse-based
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communications in the Terahertz Band.

– We developed a joint energy harvesting and energy consumption model for per-

petual nanonetworks, which captures the correlation between the energy har-

vesting process and the energy consumption process. In addition, we analyzed

the impact of several harvesting and communication parameters on the end-to-

end delay, packet delivery probability and throughput of nanonetworks in the

steady state.

– Our results show that nanonetworks can achieve perpetual operation as long as

the energy harvesting process and the energy consumption process are jointly

optimized. Otherwise, energy limitations can reduce the achievable throughput

of nanonetworks by several orders of magnitude. The temporal energy fluctu-

ations in nanomachines require the development of energy-aware protocols for

nanonetworks.

• In Chapter 8, we developed a Medium Access Control protocol tailored the peculiar-

ities of electromagnetic nanonetworks. In particular,

– We proposed the PHLAME, a physical-layer aware MAC protocol for nano-

networks. This is built on top of a variation of TS-OOK, which is modified

allow different nanomachines to transmit by following different time spreading

factors, and makes use of low-weight channel codes. In addition, it takes into

account the energy fluctuations in nanomachines.

– We analyzed the performance of PHLAME in terms of end-to-end energy per

bit consumption, end-to-end delay and throughput, by making use of our devel-

oped channel, noise and interference models.

– Our results show that, despite its simplicity, PHLAME is able to support densely

populated nanonetworks by exploiting the peculiarities of the Terahertz Band,

the expected capabilities of nanomachines, and the benefits of low weight codes.
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• In Chapter 9, we developed a simulation framework to emulate a one-to-one nano-

link between two nanomachines and to ultimately validate the developed models. In

particular,

– We used COMSOL Multi-physics to simulate the proposed graphene-based

plasmonic nano-antenna. After the validation of a single antenna, we analyzed

the channel between two nano-antennas operating in the Terahertz Band and

validated our proposed model.

– We linked the COMSOL simulation models to Matlab by means of LiveLink.

We then used Matlab to generate the signals that are radiated by the nano-

antennas, according to the developed modulation and coding techniques.

– The developed simulation platform can be effectively used to validate and im-

prove the developed analytical models. Moreover, it provides a great asset for

the development of future communication and networking solutions for nano-

networks, which cannot be easily validated otherwise due to the absence of

functional nanomachines at this time.

Our future research directions are summarized as follows:

• First and foremost, it is necessary to develop experimental prototypes of the pro-

posed graphene-based plasmonic nano-antennas. For the time being, the conductiv-

ity of GNRs and the propagation of SPP waves in GNRs have been experimentally

characterized. However, to the best of our knowledge, a graphene-based plasmonic

nano-antenna has not been built yet. Besides the manufacturing of the proposed

graphene-based heterostructure, a major challenge is posed by the limitations in the

nano-antenna feeding and nano-antenna radiation measurement techniques. Com-

mercial Terahertz Band sources and detectors, even at larger scales, pose several lim-

itations in terms of frequency range and sensitivity. As a possible way to overcome

this limitation, the measurement of the larger nano-antenna arrays will be considered.

199



In addition, the possibility to tune the antennas for either lower or higher frequency

operation, where more commercial tools exist, will be investigated.

• Inline with the previous challenge, one of our next steps will be the analytical and

experimental characterization of a novel graphene-based plasmonic nano-transceiver.

As we just mentioned, one of the major challenges comes from the lack of suitable

sources and detectors to be used with the nano-antenna. Contrary to classical antenna

systems, in which an electric current is used to excite the antenna, a nano-transmitter

should be able to generate a SPP wave that will then be injected into the antenna.

Similarly, the nano-receiver should be able to convert the SPP wave coming from

the nano-antenna into an electric signal suited for signal processing. Our starting

point will be a high-electron-mobility transistor design based on graphene and a III-

V semiconductor. The use of the same nanomaterial as in the nano-antenna should

also minimize the interconnection losses. We will first follow the same methodology

as for the antenna to analytically model its performance. Then, we will incorpo-

rate our model to the simulation platform. Ultimately, we aim at the experimental

characterization of the proposed device.

• Another major research direction is the development of higher layer networking pro-

tocols for electromagnetic nanonetworks in the Terahertz Band. In this thesis, we

have stopped at the link layer and developed a MAC protocol. However, many

challenges arise from the peculiarities of nanonetworks when trying to create effi-

cient networking solutions at higher layers. For example, new addressing mecha-

nisms tailored to the very high density of nanonetworks need to be developed. In

many applications of nanonetworks, a unique address for each single nanomachine

is not needed. In those cases, we can explore new content-aware addressing schemes,
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which depend mainly on the type of device or information that a nanomachine pro-

cesses. In other applications, such as in the Internet of Nano-Things, unique ad-

dresses for nanomachines might be needed. Address compression schemes will be

explored. Similarly, routing in nanonetworks and reliable end-to-end transport solu-

tions for multi-hop communication among nanomachines will be explored, by start-

ing from the peculiarities of the physical layer, the capabilities of nanomachines and

the applications of nanonetworks.
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