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PAPER
CU-MAC: A MAC Protocol for Centralized UAV Networks with
Directional Antennas

Aijing LI†,††a), Nonmember, Guodong WU††, Member, Chao DONG†††, and Lei ZHANG††, Nonmembers

SUMMARY Media Access Control (MAC) is critical to guarantee dif-
ferent Quality of Service (QoS) requirements for Unmanned Aerial Vehi-
cle (UAV) networks, such as high reliability for safety packets and high
throughput for service packets. Meanwhile, due to their ability to provide
lower delay and higher data rates, more UAVs are using frequently direc-
tional antennas. However, it is challenging to support different QoS in
UAV networks with directional antennas, because of the high mobility of
UAV which causes serious channel resource loss. In this paper, we propose
CU-MAC which is a MAC protocol for Centralized UAV networks with di-
rectional antennas. First, we design a mobility prediction based time-frame
optimization scheme to provide reliable broadcast service for safety pack-
ets. Then, a traffic prediction based channel allocation scheme is proposed
to guarantee the priority of video packets which are the most common ser-
vice packets nowadays. Simulation results show that compared with other
representative protocols, CU-MAC achieves higher reliability for safety
packets and improves the throughput of service packets, especially video
packets.
key words: MAC, UAV networks, quality of service, directional antennas

1. Introduction

With the miniaturization and low-cost of Unmanned Aerial
Vehicle (UAV), UAV networks have attracted much atten-
tion for their ability to support multi-UAVs cooperation ef-
fectively. In this paper, we focus on UAV networks where a
centralized control UAV can communicate with all the other
UAVs in the networks. This centralized network structure is
widely applied now, for example, UAV sensor networks [1]–
[3]. As shown in Fig. 1, a centralized sink UAV is receiving
service information, e.g., video, image or other sensing data,
from the other sensing UAVs. In addition, to guarantee flight
safety, all the UAVs have to broadcast safety information to
nearby UAVs. For safety packets broadcast, low delay and
high reliability are required. But for service packets unicast,
high throughput is more desired. Therefore, providing dif-
ferent Quality of Service (QoS) guarantees for safety and
service packets is critical for the development of UAV net-
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Fig. 1 UAV sensor networks.

works.
Just like traditional wireless networks, Medium Access

Control (MAC) is essential to guarantee different QoS re-
quirements for UAV networks. Meanwhile, to provide lower
delay and higher data rate, directional antennas are being
more widely installed on UAVs [1]. However, the use of
directional antennas and the high mobility of UAVs bring
some challenges for the MAC protocol of UAV networks.
Firstly, UAVs are flying at high velocity, which causes fre-
quent link interruption. The channel resource loss is more
serious with the use of directional antennas because the
beam angle is narrow, which makes the alignment difficult.
Secondly, as a special type of service packets, video packets
are frequently uploaded in many UAV scenarios and should
be given higher priority than other service packets [4]. In
conclusion, designing a MAC protocol to provide different
QoS guarantees (especially higher priority for video pack-
ets) is an important and challenging goal for UAV networks
with directional antennas.

Nowadays, most MAC protocols [5]–[7], [12] for UAV
networks are contention-based, which will cause serious
collisions with the expansion of the network scale. Mean-
while, most works [5]–[7], [12]–[14] think little about the
impact of UAV mobility, which leads to frequent link in-
terception and channel resource loss. Therefore, in UAV
networks with directional antennas, how to provide differ-
ent QoS guarantees under the high mobility of UAVs needs
to be further studied. Fortunately, we observed that UAV
trajectories are usually predictable. To maintain the stabil-
ity of UAVs, UAV trajectories are always smooth [15], that
is, the velocity and direction will not change rapidly in a
short time. Taking the mobility model of UAVs into consid-
eration, we pursue the optimization of the MAC protocol of
UAV networks.

In this paper, we propose a MAC protocol called CU-
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MAC to provide different QoS guarantees for Centralized
UAV networks with directional antennas. CU-MAC pro-
vides reliable broadcast service for safety packets based on
dynamic Time Division Multiple Access (TDMA), and then
allocates channel resources to UAVs according to the queue
length of service packets to provide higher priority for video
packets. Specific contributions can be summarized as fol-
lows:

(1) We propose CU-MAC which utilizes a mobility
prediction based time-frame optimization scheme to over-
come channel resource loss and provide reliable broadcast
service for safety packets.

(2) Combining mobility prediction and traffic predic-
tion, we propose a channel allocation scheme to guarantee
the priority of video packets.

(3) Simulation results show that compared with other
protocols, CU-MAC achieves higher Packet Delivery Rate
(PDR) for safety packets, and maintains the delay in an ac-
ceptable range. Moreover, CU-MAC guarantees the priority
of video packets while improves the throughput of service
packets.

The rest of this paper is organized as follows. Re-
lated works are discussed in Sect. 2. We describe the system
model of CU-MAC in Sect. 3. Section 4 details the mech-
anism of CU-MAC. Performance evaluation is presented in
Sect. 5. Section 6 concludes this paper.

2. Related Works

Because of the advantages of directional antennas, most of
the MAC protocols designed for FANETs adopt directional
antennas at present. The experience of MAC protocols in
VANETs is also used in FANET. Enhance Distribution Co-
ordinate Access (EDCA) mechanism is adopted in IEEE
802.11p [8]. EDCA offers control packets to avoid hidden-
terminal problem. However, the handshake scheme cannot
be implemented when vehicles broadcast safety packets. A
centralized scheduling protocol was proposed for VANETs
[9]. It uses Road Side Unit (RSU) to collect vehicle informa-
tion and makes schedule decisions based on channel quality,
speed, and access control. PT-MAC [10] is a TDMA proto-
col based on a novel way of predicting encounter collisions
according to the information of road and vehicles within
three hops. In [11], VAT-MAC was proposed to improve
the performance in terms of scalability and throughput. But
these works depend on RSU, which can not be applied in
FANET.

Alsbatat et al. proposed an adaptive directional MAC
protocol called AMUAV for UAV networks [5]. First, con-
trol packets are transmitted to exchange location informa-
tion by omnidirectional antennas, and then other packets are
exchanged with directional antennas. AMUAV is contention
based and the antennas need to switch frequently. To solve
the deafness problem of directional antennas in AMUAV,
Abdel Ilah et al. presented LODMAC [6], which requires
UAVs to be equipped with two independent transceivers.
Although LODMAC can overcome the deafness problem,it

also increases the hardware burden placed on UAVs. Zhi-
gao Zheng et al. proposed PPMAC [7] which combines po-
sition estimation and directional antennas to avoid link in-
terruption. But PPMAC ignores the narrow beam angle
of directional antennas, and it also requires UAVs to be
equipped with two independent transceivers. Duc Dang et
al. proposed MMAC-DA [16], a multi-channel MAC pro-
tocol based on directional antenna, which is the first MAC
protocol that can support both directional antenna and multi-
channel. The CSMA/CA mechanism adopted by MMAC-
DA on the control channel cannot provide reliable guarantee
for the security packets. Besides, the mobility of the node
not only poses a challenge to the alignment of the direc-
tional antenna, but also causes a link interruption problem
in the transmission process. In generally, such MAC pro-
tocols [5]–[7] for UAV networks are contention-based and
think little about the link interception issue caused by the
mobility of UAVs. As a result, the channel resource loss
caused from channel contention and link interception will
cut down the performance of UAV networks.

In addition, a new token-based MAC protocol [13] with
full duplex and multi-packet reception radio was proposed,
which requires UAVs to update Channel State Information
(CSI) frequently. The performance results showed that the
proposed MAC protocol is efficient if the CSI is perfect.
However, the frequent updating of CSI increase the network
overhead. In addition, it assumes that UAVs have the ability
of full duplex communication and multi-packet reception,
which makes its application scenarios limited. A Collision-
Free MAC Protocol named CF-MAC [14] was proposed
for UAV Ad hoc networks, which utilizes a region marking
scheme to reduce the packet collisions probability, but it ig-
nores the packet collisions caused by the mobility of UAVs.
Our former work FM-MAC [21] proposed a multi-channel
MAC protocol for distributed FANETs, which can provide
better performance for video traffic by a preemptive mecha-
nism. However, it works in distributed networks and causes
more overhead for channel coordination. Besides, there may
be collisions when channel coordination fails.

Thus, the research of MAC protocol for UAV networks
is not mature, and several problems are still need to be fur-
ther studied. First, the high mobility feature of UAVs is not
taken into full consideration, which can greatly reduce chan-
nel access performance. Second, current research ignores
the differences of QoS requirements from different applica-
tions. So it is necessary to conduct research on the MAC
protocol design for UAV networks.

3. System Model

3.1 Network Model

In this paper, as shown in Fig. 1, there is a sink UAV, i.e.,
centralized UAV, to communicate with all the other UAVs.
To guarantee flight safety, each UAV needs to broadcast
safety packets periodically, e.g., UAV-i in Fig. 1. We assume
that all UAVs are equipped with identical antenna which can
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Fig. 2 Omnidirectional mode and directional mode model.

Fig. 3 MAC frame structure of safety packets.

be synchronized to a common time system. As in [16], the
antennas can operate with either omnidirectional mode or
directional mode. As is shown in Fig. 2, antenna working
in omnidirectional mode radiates equally in all directions
to provide the widest possible signal coverage. A direc-
tional antenna is designed to radiate sufficiently in a partic-
ular direction, resulting in a limited coverage area. The an-
tenna gain in omnidirectional and directional modes are Go
and Gd , respectively. In CU-MAC, omnidirectional mode is
used to broadcast safety packets, while the directional mode
is for service packets unicast.

3.2 Frame Structure

Location information is a necessary condition for directional
antenna communication. Considering that UAVs also need
to regularly broadcast location information for flight safety,
as shown in Fig. 3, CU-MAC adds several fields to the MAC
frame structure of safety packets, including position, veloc-
ity, the queue length and type of service packets. Position
and velocity are used for directional antennas aligning and
mobility prediction of UAVs. The queue length and type of
service packets are used to formulate the channel allocation
scheme. If there are no cached service packets in the queue,
the queue length and type of service packets are set to 0. In
this way, each UAV can get the neighbors’ position and ve-
locity, which brings only about 12 bytes extra overhead for
the MAC layer.

4. CU-MAC

In this section, we elaborate the design of CU-MAC. First,
combing with the time-frame structure, we overview the
operation of CU-MAC. Then, mobility prediction based
time-frame optimization scheme and traffic prediction based
channel allocation scheme are presented.

Fig. 4 Time-frame structure of CU-MAC.

4.1 Overview

As shown in Fig. 4, different from other works [5]–[7], [12],
CU-MAC further divides the time-frame into Control Inter-
val (CI) and Service Interval (SI). During CI, the antenna
should be set to omnidirectional mode, and all UAVs broad-
cast safety packets based on TDMA. Specifically, CI is fur-
ther divided into Notice, Transmission Phase (TP) and Con-
tention Phase (CP). At the beginning of CI, centralized UAV
broadcasts a notice message which includes the following
information: (1) time slots allocation plan in TP which is
used for the UAVs that have already accessed the networks;
(2) the number of contending time slots in CP which is used
for the UAVs that have attempts to access the networks;
(3) its own safety packets. Based on mobility prediction,
the length of CI can be dynamically adjusted to improve
the channel utilization. Subsequently, each UAV broadcasts
their safety packets in the corresponding slots according to
the notice message of centralized UAV. At the beginning
of SI, centralized UAV broadcasts a notice message again
to allocate the channel resources (i.e. transmission time) of
SI according to the known queue length of service packets
on UAVs. Then UAVs switch their antennas to directional
mode, adjust the beam direction according to the position
information in the safety message, and send service packets
according to the allocation result. To control the delay of
safety packets, each time-frame is fixed to 100 ms. UAVs
can get the time frame synchronization according to the lo-
cal clock and Pulse Per Second (PPS) from GPS.

4.2 Mobility Prediction Based Time-Frame Optimization

In this paper, we assume the moving mode of UAV is a
smooth moving model, which means the speed and direc-
tion of UAVs will not change greatly in a short time. To
overcome the high mobility of UAVs and improve the chan-
nel utilization, CU-MAC optimizes the length of CI dynam-
ically. Based on the predicted number of leaving and new ar-
riving UAVs, CU-MAC adjusts the number of slots in CI for
the next time-frame. We assume that the current time frame
is the n-th time-frame, and we need to calculate the slots
in CI at the (n+ 1)-th time-frame. First of all, we should
calculate the number of UAVs in the networks:

N (n) = St p (n)+Nn (n−1) , (1)

where N (n) is the number of UAVs at the n-th time-frame,
and St p(n) is the number of slots in TP. Nn(n−1) denotes the
number of newly arrived UAVs at the (n−1)-th frame which
attempt to access the channel at the n-th time-frame, because
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new nodes will not know the slots of CP until they receive
the notice message. Assuming that the access of new UAVS
to the idle time slot satisfies a uniform distribution, Nn(n−
1) can be obtained according to the ratio of the number of
collision slots to the number of total slots in CP [17]:

Scp−c (n)
Scp (n)

= 1−
(

1− 1
Scp (n)

)Nn (n−1)(
1+

Nn (n−1)
Scp (n)−1

)
,

(2)

where Scp−c(n) and Scp(n) represent the number of colli-
sion slots and the number of total slots in CP at the n-th
time-frame, respectively. As Scp(n) and Scp−c(n) are known
values by centralized UAV, Nn(n− 1) and N (n) can be de-
rived by equation (2) and (1) successively.

Then, CU-MAC estimates the number of newly arriv-
ing UAVs at the n-th time-frame, i.e., N̂n(n), which can be
estimated with the mean of past data:

N̂n (n) =
1
m

m

∑
i=1

Nn (n− i), (3)

where m represents the number of past data.
Finally, CU-MAC uses mobility prediction to calculate

the number of UAVs that leave the communication range
(under omnidirectional mode) of centralized UAV at the (n+
1)-th time-frame, i.e., Nleave(n). As the trajectory of UAVs
is smooth, Nleave(n) is calculated as follows:

Nleave = ∑ (1− xi)

s.t. xi =

{
0,d
(

Pc+
−→
VctSI ,Pi+

−→
Vi tSI

)
> Ro

1,otherwise
,

(4)

where Pc and Pi are the current position of centralized UAV
and UAV-i, respectively, which are expressed by their 3-
dimensional coordinates. d (Pc,Pi) indicates the distance be-
tween centralized UAV and UAV-i.

−→
Vc and

−→
Vi indicate the

current velocity of centralized UAV and UAV-i, and tSI rep-
resents the current length of SI. The range of centralized net-
works is depending on the communication distance of om-
nidirectional antenna which is expressed as Ro. If xi equals
0, UAV-i will leave the range of centralized networks at the
next time-frame.

Because of the rapid velocity of UAVs, it is frequent
that some UAVs leave or connect to the centralized net-
works. At the next time-frame, it is unnecessary to allocate
slots for those UAVs which will leave the networks. In ad-
dition, CU-MAC adjusts the number of slots in CP at the
(n+ 1)-th time-frame, which enables new UAVs to access
the networks. Therefore, the number of slots at the next CI
can be calculated as follows:

SCI (n+1) = St p (n+1)+Scp (n+1)
= N (n)−Nleave (n)+Nn (n) , (5)

where SCI (n+1) is the number of slots at the (n+1)-th time-
frame. St p (n+1) is the number of TP slots at the (n+1)-
th time-frame, which will be assigned to UAVs that have

already accessed the channel at the n-th time-frame. Thus,
SCI (n+1) can be calculated by

St p (n+1) = St p (n)+Scp−s (n)−Nleave (n) , (6)

where Scp−s(n) represents the number of slots that have been
successfully accessed by new UAVs at the n-th time-frame.
Nleave represents the number of UAVs that access channel in
TP at the n-th time-frame but will leave the network at the
(n+1)-th frame.

Scp (n+1) = Nn (n−1)−Scp−s (n)+Nn (n) , (7)

Scp(n+ 1) is the number of CP slots at the (n+1)-th time-
frame, which are used for contention for new UAVs. It is the
total number of UAVs that fail to access the channel at the
n-th frame (Nn (n−1)−Scp−s (n)) and the number of newly
arrived UAVs at the n-th frame (Nn (n)). Taking Eqs. (1) (3)
(4) into Eqs. (5) (6) (7), centralized UAV can calculate the
number of slots at the next CI. Note that mobility prediction
is not completely reliable, there may be a small probability
event that a UAV is predicted to leave the network, but ac-
tually not. In this case, the UAV needs to compete for free
time slots in the CP of next time-frame.

4.3 Traffic Prediction Based Channel Allocation Scheme

After CI, centralized UAV obtains the queue-length of ser-
vice packets of all UAVs, and allocates channel resources for
them. To guarantee enough bandwidth for video packets and
prevent link interruption, CU-MAC develops a channel allo-
cation scheme based on mobility prediction and traffic pre-
diction. Centralized UAV first determines the UAVs which
will trigger link interruption, and cancels the allocation of
channel resources for these UAVs. According to the Law of
Cosines, the formula is as follows:

xi = 0, i f


cos−1

−−→
PcPi·
−−−−−−−−−−−−−−→
(Pc+
−→
VctSI )(Pi+

−→
Vi tSI )∣∣∣−−→PcPi

∣∣∣∣∣∣∣−−−−−−−−−−−−−−→(Pc+
−→
VctSI )(Pi+

−→
Vi tSI )

∣∣∣∣ ≥
θ

2 ,and

d
(

Pc+
−→
VctSI ,Pi+

−→
Vi tSI

)
> Rd

xi = 1,otherwise,
(8)

where Rd and θ indicate the communication distance and
angle of directional antennas. In contrast to formula (4),
formula (8) modifies distance constraint and adds angle con-
straint under directional mode. If xi equals 0, UAV-i can not
maintain communications with centralized UAV in the com-
ing SI, even though the antennas are in directional mode.

Then, CU-MAC predicts the arrival traffic of service
packets at the next time-frame to complete the channel allo-
cation scheme. Assuming that there are N UAVs in the net-
works, Ri(n) indicates the queue-length of service packets of
UAV-i at the n-th time-frame (Ri ≥ 0), which is composed of
packets with fixed size. The queue-length of UAV-i in pre-
vious m time-frames are presented as Ri(n− 1), Ri(n− 2),
..., Ri(n−m). The data arrival rate of UAVs at each time-
frame can be calculated. For example, we can get the arrival
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rate of UAV-i at the n-th time-frame (expressed as ri(n)) as
follows:

ri (n) = Ri (n)− [Ri (n−1)−Ti (n−1)] , (9)

where Ti(n− 1) represents the packet size that UAV-i has
successfully transmitted at the (n−1)-th time-frame. Simi-
larly, CU-MAC can get the packet arrival rate of each time-
frame (ri(n), ri(n− 1), ri(n− 2), ..., ri(n−m+ 1)). We as-
sume that the arrival rate of service packets is correlated in
time. According to the arrival rate of the previous frames,
i.e., {ri(n), ri(n−1), ri(n−2), ..., ri(n−m+1)}, the arrival
rate ri(n+ 1) can be predicted by traffic prediction theory,
which models the relationship between the traffic volume
and simple statistics about flows using a Hidden Markov
Model [18]. Instead of direct measurement of the traffic
volume, we estimate and predict the hidden traffic volume
based on those simple flow statistics.

When the channel resources of SI can not satisfy all
UAVs’ requirements, the bandwidth of video packets should
be guaranteed firstly. Assuming that there are k UAVs to
transmit video packets at the n-th time-frame. We define the
packet size of UAVs as Rv1(n), Rv2(n), Rv3(n), ..., Rvk (n),
respectively. According to the minimum bandwidth require-
ments Bmin (the minimum transmission rate that guarantees
video fluency), the shortest transmission time for each UAV
(the minimum length of time needed to allocate in each
time-frame, which are expressed as tv1min, tv2min, tv3min, ...,
tvkmin) can be calculated as follows:

tv jmin (n) =
x j

Rv j (n)
Bt

max
(

1,
⌊

Rv j (n)
BminT

⌋) , (10)

where T represents the total time of one time-frame and
Bt represents channel capacity. The calculated transmis-
sion time is an initial value and needs to be adjusted ac-
cording to the channel conditions at the next time-frame. If
the current channel is more congested than the channel of
next time-frame, the transmission time allocated for video
packets should be reduced, which makes more channel re-
sources available for other types of traffic. If the channel of
next time-frame is more congested than that of current time-
frame, more transmission time should be allocated for video
packets. Therefore, the transmission time allocated to the
UAVs which need to send video packets is:

tv j (n) = tv jmin (n) α
tSI (n) ∑

N
i=1 xiri (n+1)

tSI (n+1) ∑
N
i=1 xiri (n)

s.t.
{

tSI (n) < ∑
N
i=1

xiRi (n)
Bt

j = 1,2 . . . ,k
,

(11)

where α is correction factor, which is a coefficient of the al-
gorithm. We use two factors to measure the congestion of SI
at the next time-frame. The first one is the ratio between the
data arrival rate of the next time-frame and the current time-
frame. And the other one is the ratio of SI length at current
and the next time-frame. As is known in Sect. 4.2, the length

of CI can adjust dynamically. Thus, the length of SI at the
next time-frame will be modified accordingly. Meanwhile,
CU-MAC also combines the mobility prediction of UAVs.
If UAV-i can not maintain communications with centralized
UAV in SI(n), xi equals 0. Otherwise xi equals 1.

In an extreme condition, the current channel resources
can not meet the minimum requirements of all video pack-
ets, i.e., ∑

k
i=1 tvimin (n) > tSI . The greedy algorithm is used to

ignore one or more UAVs that have the least impact, which
is shown in Algorithm 1. After ensuring the bandwidth of
video packets, CU-MAC assigns the transmission time for
other service packets, which is proportional to their queue
length if there is no enough channel resources. The formula
is as follows:

ti =
(
tSI−∑ tv j (n)

) Ri (n)xi
∑R j (n)x j

s.t.
{

v j ∈C
i, j ∈ (S−C),

(12)

where ti represents the channel resources allocated to the i-
th non-video service. The set C represents the UAVs that
transmit video packets, and S represents the set of all UAVs.

Algorithm 1 Greedy Algorithm
Input:
Minimum length of time needed to allocate to each UAV: Tvmin =

{tv1min, tv2min, ..., tvkmin}
Length of SI: tSI
Output:
Length of time for video packets allocated to each UAV: Tv = {tv1, tv2, ...tvk}
Initialize:
The number of neglected UAVs: s = 1
Tv = /0
Step 1:

denote Tvtmp as a set consisting of s elements from Tvmin
sort Tvtmp in ascending order
i = 1
Tv = Tvmin−Tvtmp (i)

Step 2:
if ∑tv j∈Tv tv j > tSI then

go to step 3
else

go to step 4
end if

Step 3:
if Tvtmp (i) =maxTvtmp then

s = s+1
go to step 1

else
i = i+1
Tv = Tvmin−Tvtmp (i)
go to step 2

end if
Step 4:

output Tv

5. Performance Evaluation

We use OPNET to evaluate the performance of CU-MAC
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Table 1 Simulation parameters.

Parameter Value Parameter Value

Simulation scene 5*5*2 km3 communication
distance of Ro and Rd

0.5/1 km

Flying velocity 20-100 m/s Time-frame 100 ms
Date rate 6 Mbps Safety packet size 256 bytes

Slot time in CI 0.5 ms Service packet size 1.5k bytes
θ 60◦ Video packet size 1-2k bytes

Mobility model Smooth m 20
Video packets rate 5 packets/s Service packets rate 7

packets/s

and compare it with two representative protocols: AMUAV
[5] and PPMAC [7]. The main simulation settings are sum-
marized in Table 1. The coverage distance of the antenna
in omnidirectional mode and directional mode is 0.5 km and
1 km respectively. The coverage angle of directional mode
is set to 60◦. We set each UAV with a random smooth mobil-
ity model [19]. Service and video traffic classes are gener-
ated by self-similar models [22] to better model real traffic.
Different types of packets focus on different performance
indicators. We evaluate the delay and PDR performance for
safety packets, and the throughput performance for service
packets.

Figure 5 and Fig. 6 show the delay and PDR of safety
packets versus the number of UAVs respectively. The av-
erage velocity of UAVs is set to 20 m/s. As the number of
UAVs increases, the delay of AMUAV and PPMAC rises
sharply, while the delay of CU-MAC always stays at an
acceptable range (about 0.05 s) which satisfies the require-
ments of safety packets [20]. More importantly, CU-MAC
always gets higher PDR (close to 1) than other protocols as
shown in Fig. 6. For PPMAC and AMUAV, the collisions
caused by competition are more frequent when the number
of UAVs increases. However, in CU-MAC, contention-free
CI avoids packet collisions, and time-frame optimization
scheme can allocate reasonable slots for UAVs. The PDR
of safety packets versus average velocity are displayed in
Fig. 7. The number of UAVs is set to 20. As the average ve-
locity of UAVs increases, the PDR of PPMAC and AMUAV
decrease rapidly due to link interruption. However, the PDR
of CU-MAC declines slowly, and is always higher than other
protocols. Mobility prediction based time-frame avoids in-
valid transmission and keeps most slots available for effec-
tive UAVs.

From Fig. 8, we can find that even if PPMAC uses
two transceivers (transmitting simultaneously), CU-MAC
can achieve comparative throughput as PPMAC, and more
than twice of AMUAV. When the average velocity of UAVs
changes from 30 m/s to 60 m/s, the throughput of PP-
MAC and AMUAV is reduced by 20%, while the through-
put of CU-MAC is only slightly affected. When the number
and the velocity of UAVs increase, channel resources loss
are more serious due to the mobility of UAVs in AMUAV
and PPMAC. However, for CU-MAC, the mobility predic-
tion based time optimization scheme and channel alloca-
tion scheme bring more available resources for SI. Figure 9

Fig. 5 Packet delay of safety packets versus the number of UAVs.

Fig. 6 PDR of safety packets versus the number of UAVs.

Fig. 7 PDR of safety packets versus average velocity of UAVs.

and Fig. 10 show the throughput of video packets versus
the number of UAVs (packet size = 1500 bytes) and packet
size (number of UAVs = 30). With the number of UAVs
and packet size increases, the throughput of CU-MAC is
almost linearly increasing and higher than other protocols.
This is due to the traffic prediction based channel alloca-
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Fig. 8 Throughput of service packets versus the number of UAVs.

Fig. 9 Throughput of video packets versus the number of UAVs.

Fig. 10 Throughput of video packets versus packet size.

tion scheme, which can guarantee the transmission rate of
video packets, especially when the channel resources are
scarce. Through Fig. 10, we can observe although the av-
erage velocity changes from 30 m/s to 60 m/s, the through-

put of video packets of CU-MAC is only slightly affected.
This is because channel allocation scheme also utilizes mo-
bility prediction to prevent link interruption. As a result, it
outperforms PPMAC and AMUAV in dynamic scenarios.

6. Conclusion

In this paper, we propose CU-MAC to provide different QoS
guarantees for centralized UAV networks with directional
antennas. Based on the proposed mobility prediction and
traffic prediction schemes, CU-MAC dynamically optimizes
the time-frame for safety packets and channel allocation for
service packets. Simulations show that CU-MAC can not
only ensure the reliability for safety packets, but also guar-
antee the priority for video packets while maintaining high
throughput for service packets.
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