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PAPER
MSLT: A Scalable Solution for Blockchain Network Transport
Layer Based on Multi-Scale Node Management

Longle CHENG†,††a), Xiaofeng LI†,††b), Haibo TAN†c), He ZHAO†d), and Bin YU††e), Nonmembers

SUMMARY Blockchain systems rely on peer-to-peer (P2P) overlay
networks to propagate transactions and blocks. The node management of
P2P networks affects the overall performance and reliability of the system.
The traditional structure is based on random connectivity, which is known
to be an inefficient operation. Therefore, we propose MSLT, a multiscale
blockchain P2P network node management method to improve transaction
performance. This approach involves configuring the network to operate at
multiple scales, where blockchain nodes are grouped into different ranges at
each scale. To minimize redundancy and manage traffic efficiently, neigh-
boring nodes are selected from each range based on a predetermined set
of rules. Additionally, a node updating method is implemented to improve
the reliability of the network. Compared with existing transmission models
in efficiency, utilization, and maximum transaction throughput, the MSLT
node management model improves the data transmission performance.
key words: blockchain, peer-to-peer network, scalability, node manage-
ment

1. Introduction

Blockchain is an emerging distributed ledger technology,
with unique characteristics of decentralization, tamper-
proof design, and traceability. Research on blockchain sys-
tems in recent years often aimed at on-chain applications,
node storage, data transfer, and consensus efficiency [1]–[3].
The demand for high frequency and high concurrent trans-
actions in real-time payment cannot be met by the current
blockchain technology. As a result, how to increase the scal-
ability of decentralized blockchain networks has become a
vital question [4], [5].

Peer-to-peer (P2P) networks have intrinsic advantages
for blockchain systems over traditional Client/Server struc-
tures, such as discreteness, scalability, and fault tolerance
[6]. The defining feature of blockchain technology is its de-
pendence on a global P2P network to authenticate and vali-
date all transactions. Therefore, the nodes of the blockchain
P2P network require a faster and more efficient transmis-
sion mechanism to assure the transmission efficiency of
the blockchain network and improve the scalability of the

Manuscript received April 12, 2023.
Manuscript revised July 25, 2023.
Manuscript publicized September 12, 2023.
†The authors are with the Hefei Institute of Physical Science,

Chinese Academy of Sciences, Hefei 230031, China.
††The authors are with the University of Science and Technol-

ogy of China, Hefei 230026, China.
a) E-mail: llcheng@hfcas.ac.cn
b) E-mail: xfli@hfcas.ac.cn
c) E-mail: hbtan@hfcas.ac.cn
d) E-mail: zhaoh@hfcas.ac.cn (Corresponding author)
e) E-mail: yub@hfcas.ac.cn (Corresponding author)

DOI: 10.1587/transcom.2023EBP3059

blockchain network. However, there are still some issues in
the blockchain P2P network that need to be resolved [7]–[9].

• Low network transmission efficiency. Transactions and
blocks should be forwarded multiple times to achieve
an agreement, this would increase data transmission
time, cause data synchronization delay, and reduce net-
work transmission efficiency.

• Low network utilization. The traditional approach of
a P2P network allows for a broadcast with redundancy,
which ensures reliable synchronization. However, each
node is bound to receive the same data from different
nodes many times, which consumes network resources
and reduces network utilization.

• Low security and reliability. The blockchain is open to
entry by any node. As a result, over the blockchain net-
works, an attack is possible. For each node to receive
the proper data during network transmission, it is es-
sential to guarantee the secure and trustworthy transfer
of data in the P2P networks.

In this paper, we propose MSLT, a hierarchical transmission
model of the blockchain network based on multi-scale node
management, in light of the above analysis of the issues and
requirements that need to be resolved immediately in the
P2P network for blockchain systems. The main contribu-
tions of this paper are as follows:

• A model for multi-scale node management is pro-
posed. The network is set to multiple scales according
to different division strengths. One scale corresponds
to multiple equalization ranges, and the transmission
node chooses one node from each range at each scale
to form a list of neighbor nodes.

• A neighbor node update mechanism dependent on
transmission speed is adopted. The network transmis-
sion speed between nodes is used to update the nearby
nodes during each range, i.e., the faster node is utilized
to replace the slower node as the neighbor node, ensur-
ing that the data transmission speed between nodes is
always the highest.

• A hierarchical transmission mechanism for the
blockchain network is proposed. The multi-scale node
management mode defines multiple transmission lev-
els, transactions and blocks are transmitted to the
neighbors at appropriate scales according to the trans-
mission levels. In addition, sibling nodes are used as
a supplement to ensure the dependability of network
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transmission.

The structure of this paper is organized as follows. Section 2
introduces and analyzes related research on a blockchain
network. The scheme design of the multi-scale node man-
agement model is introduced in Sect. 3. Section 4 constructs
a data-transmitting process for blockchain systems adopt-
ing the multi-scale node management model. In Sect. 5, the
effective transmission rate, maximum throughput, network
utilization, and security of data transmission are analyzed
and discussed. Section 6 summarizes this paper and outlines
future work.

2. Related Work

research aimed at improving the scalability of blockchain
can be summarized as off-chain solutions, on-chain solu-
tions, and network transport layer solutions. Wu et al. [6]
analyze the P2P protocols of Bitcoin, and Ethereum [14],
and discuss the changes in the evolution process of the P2P
protocol of blockchain. Delgado et al. [11] characterize P2P
cryptocurrency networks by analyzing Bitcoin and conclude
that a P2P network presents a new paradigm and a cryp-
tocurrency has to provide reliability and security.

In the Bitcoin blockchain [10], the INV mechanism
only broadcasts block hash [12], [13]. The node first sends
an INV message to its neighbor, and then only sends com-
plete data to the neighbor that responds to the GETDATA
message. This improves the transmission efficiency of com-
plete data but increases the number of network transmis-
sions.

In Ethereum [14], [15], when a validator constructs a
new block, the validator sends two different types of mes-
sages to its neighbors: NewBlockMsg (containing the entire
block data) and NewBlockHashesMsg (containing only the
block hash) [16]. Similar to the Bitcoin blockchain, Block
hash-only message transfer types in Ethereum also increase
the number of network transfers.

Clifford et al. [17] proposed the ultra-thin block trans-
mission technology, the amount of data in the transmission
block is only 1/24 of the original, and the deployment of
the ultra-thin block does not require forks. Txilm block pro-
posed by 18. Donghui D et al. [18], is a lossy compression
block with a salt short hash. According to the short hash,
the receiving node obtains transaction data from the local
transaction pool and completes the block reorganization. In
Vault [19], [20], a cryptocurrency developed by MIT, nodes
only need to download a small amount of transaction data
to join the blockchain network, reducing bandwidth by 99%
compared to Bitcoin and 90% compared to Ethereum.

Other studies improve the P2P network model based
on the performance requirements of the blockchain system.
Harmony [21] introduces the QUIC [22] protocol (Quick
UDP Internet Connections) to realize fast and reliable data
transmission. In the EOS blockchain [23], a new block
is built and broadcast by one of the 21 block producers,
but with high-quality hardware and network. Corallo et al.

launched the Fast Internet Bitcoin Relay Engine (FIBRE),
aiming to build a more powerful version of the Bitcoin relay
network by improving data transmission speed and reduc-
ing the number of isolated blocks, or transaction blocks re-
jected by the network [24]. bloXroute [25] is a Blockchain
Distribution Network (BDN), a global content distribution
network of high-performance servers for blockchain scala-
bility.

With the need for a P2P network of a blockchain sys-
tem, experts proposed the blockchain network transmission
expansion scheme. The researcher designed new P2P net-
work models based on specific blockchain scenarios. Yang
et al. [26] propose PPISM for interactive streaming media.
Frahat et al. [27] propose a fully distributed trust manage-
ment model for IoT P2P networks that provide a large-scale
trust model and address the limitations of Blockchain.

In the previous research work on network transmission
expansion, our team proposed a Scalable Blockchain P2P
network transmission model [28] and a MANDALA Mesh-
and-Spoke network [29]. This model groups nodes into
different layers and regulates communication rules among
groups, which improves the network transmission efficiency.
In this paper, the additional transmission layer is adopted
to replace the transmission path, which greatly reduces the
amount of additional data and further improves the network
transmission efficiency and utilization rate.

3. Node Management Model

3.1 Symbol Definition

The symbols involved in this paper mainly focus on MSLT
network, the symbols and meanings about the MSLT net-
work are shown in Table 1.

3.2 Kademlia for ETH

In the context of Ethereum (ETH), the Kademlia algorithm
serves as a fundamental building block for its P2P network.
This algorithm utilizes a distributed hash table (DHT) ap-
proach to enable efficient node management. Each node
within the Ethereum network is assigned a globally unique
identifier known as the “Node ID.” These Node IDs are ran-
domly selected from a 256-bit space, ensuring a broad and
diverse representation of nodes.

The Kademlia algorithm in Ethereum provides a robust
foundation for the Multi-Scale Node Management Model

Table 1 Symbols of MSLT network.
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Fig. 1 Structure of multi-scale node management model.

(MSLT) introduced in this paper. This model leverages the
Node IDs to facilitate the organization of nodes into multi-
ple scales of different levels. By effectively sorting the nodes
based on their Node ID sizes, the network is abstractly di-
vided into various ranges, each corresponding to a specific
scale. Such hierarchical structuring enhances the efficiency
and security of the P2P network, as depicted in Fig. 1, pro-
viding a scalable and adaptable framework for node man-
agement.

3.3 MSLT Model Structure

The Multi-Scale Node Management Model (MSLT) pro-
posed in this research presents a hierarchical approach to op-
timize the P2P network for blockchain systems. Figure 1 il-
lustrates the overall structure of the MSLT model, providing
a visual representation of its multi-scale organization. The
root node broadcasts transactions and blocks to its neighbor
nodes within the same scale. After receiving the messages,
these neighbor nodes map their identities to the higher-scale
and then broadcast the messages within the same scale. The
same process occurs within all ranges.

3.3.1 Node Hierarchies and Range Division

In the Multi-Scale Node Management Model (MSLT), the
classification of nodes and the division of the network into
multiple scales play a crucial role in achieving an optimized
P2P network for blockchain systems.

The MSLT model leverages the Node ID assigned to
each node to create distinct hierarchies within the network.
Based on the size of the Node ID, nodes are sorted and
abstractly organized into multiple scales of different levels.
Each scale represents a distinct layer of node categorization,
enabling a hierarchical structure.

At each scale, nodes are evenly distributed into multi-
ple ranges. The division of nodes into ranges ensures a bal-
anced distribution across the network, promoting efficient
data retrieval and communication. The number of ranges at

the minimum scale (Scale 1) is denoted by the variable n.
As the scale increases, the number of ranges grows expo-
nentially, providing a scalable framework for node manage-
ment.

For example, Scale 1 contains n ranges, and at Scale
2, each range from Scale 1 is further subdivided into n2

additional ranges. This pattern continues as the scale in-
creases, with the network eventually being divided into nk

ranges when the maximum scale value k is reached.
The establishment of multiple scales and the corre-

sponding range division allows nodes to exhibit diverse
identities at different scales. At a specific scale, each node
belongs to a unique range, but its categorization may differ
when viewed from another scale. This flexibility in node
identity enables the MSLT model to adapt dynamically to
changes in the network’s requirements and conditions.

3.3.2 Node Relationships

In the Multi-Scale Node Management Model (MSLT), the
organization of nodes into hierarchical scales introduces es-
sential concepts that define node relationships within the
network. These concepts play a crucial role in optimizing
communication and data exchange among nodes:
1. Parent Range.
The “parent range” establishes a vital link between a node’s
current range and the range it belongs to at the previous
scale. This relationship allows nodes to navigate efficiently
within the hierarchical structure. Each node’s parent range
serves as a higher-level category, providing context and fa-
cilitating seamless data retrieval and communication.
2. Child Range
Conversely, the “child range” connects a node’s current
range to the range it belongs to at the next scale. This
connection allows nodes to access and interact with sub-
categories within the hierarchy. By understanding their
child ranges, nodes can explore the lower-level scales of the
network and engage with more granular data and informa-
tion.
3. Sibling Range
The concept of “sibling range” relates to all the sub-ranges
within the previous scale to which a node belongs. Nodes
sharing the same parent range are considered siblings in
the network hierarchy. This relationship enables nodes to
efficiently communicate and share information with other
nodes that are part of similar sub-categories.

In Fig. 1, when the scale is 2, the parent range of node
0 is Range11, the child range is Range31, and the sibling
range is Range21 to Range2n.

For the convenience of model expression, nodeID is
defined as m-bits, and m is determined for any running
blockchain system. The n is defined as the number of ranges
when the scale is minimum (i.e., 1). Let k represent the
size of the scale, with the minimum being 1 and the max-
imum being the smallest integer greater than or equal to
m/ log2(n) − 1. The j is defined as the serial number of
the range at each scale, with the minimum being 1 and the
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maximum is nk.
According to the model, the maximum number of

nodes in each range is:

NNodeInRange = 2m
/
nk (1)

Within each range, the minimum and maximum values of
node ID are shown in Eqs. (2) and (3):

Rmin = 2m( j − 1)
/
nk (2)

Rmax = 2m j
/
nk − 1 (3)

3.3.3 The Upper Bound of the Scale

The maximum scale kMax is an important parameter in this
MSLT model, choosing a proper kMax can improve transmis-
sion performance without adding too much network costs.
We employ the theory of complex networks [30] to solve
this problem. The transmission path forms a tree-like topol-
ogy, the message source node can be treated as the root of
the tree, the degree of the node is d, the total number of
nodes of the tree is M, and the height of the tree is h. The
relationship between d, M, and h is:((

dh − 1
)
/(d − 1)

)
≤ M ≤

((
dh+1 − 1

)
/(d − 1)

)
(4)

dh < M(d − 1) + 1 ≤ dh+1 (5)
h < logd(M(d − 1) + 1) ≤ h + 1 (6)

the minimum height of the tree can be obtained:

hmin =
⌊
logd(M(d − 1) + 1)

⌋
= bln(M(d − 1) + 1)/ ln dc (7)

The block propagation network generally has d � 1 and
M(d − 1) � 1. In this way, the above equation reduces to:

hmin(d) = bln M/ ln d + 1c (8)

In this MSLT model, nodes are divided into n ranges at Scale
1, so the range number at Scale 1 is N1 = n. At Scale 2, each
range of Scale 1 is subdivided into n ranges, thus the range
number N2 at Scale 2 is n2. In general, the range number
at Scale k can be written as Nk = nk. If there have r nodes
in each range, the total number of nodes is M = rnk, this
means the upper bound of k is:

kmax = d(ln M − ln r)/ ln ne (9)

The transmission node in the MSLT model selects one node
as its neighbor in all sibling ranges at different scales, each
node has n neighbors at each scale. So, the degree d of the
MSLT model is n. If this hierarchical structure covers all the
nodes in the network, transmission level Nlevel = kmax+1 and
Nlevel should be equal to hmin, Thus:

kmax + 1 = hmin(n) (10)
d(ln M − ln r)/ ln ne + 1 = bln M/ ln n + 1c (11)
d(M − ln r)/ ln ne + 1 = bln M/ ln nc (12)

Table 2 Node distribution at different scales.

Fig. 2 Neighbor node structures at different scales.

So, we have:

r = n (13)

This means, there is no need to set a higher scale when the
maximum number of nodes contained in the range is less
than or equal to n, as shown in Table 2, the maximum scale
is 42. For instance, Table 2 displays the distribution of nodes
at different scales, where m is 256 and n is 64.

3.4 Perspective Conversion

1. The perspective of a single node.
Each node in a blockchain P2P network must have a list of
neighbor nodes to communicate with other nodes. Given
that there are so many nodes in a P2P network, it is im-
practical to store all of them, thus a single node will select a
few of its neighbors for storage. In this paradigm, each node
chooses a neighbor from its sibling ranges at each scale. Fig-
ure 2 shows neighbor node structures at different scale.

Figure 2 shows an example of a node with an ID value
of 0. At Scale 1, a neighbor node is chosen from each range
between Range 11 and Range 1n. Similarly, when the scale
is 2, chosen from each range between Range 21 and Range
2n. So, when the scale is k, a node is selected as the neighbor
node from each range between Range k1 and Range kn. The
node has n neighbor nodes at each scale, for a total of kn
neighbor nodes.
2. The perspective of all nodes
The range of a high-level scale is divided based on distinct
ranges of its forward scale, and the sibling ranges of the for-
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Fig. 3 Global perspective of nodes at different scales.

ward scale are independent of each other. As a result, nodes
in different ranges of a certain Scale k must have different
neighbors under the backward scale (Scale n > k), but their
neighbors may be the same under the forward scale (Scale
n < k). Further, if these nodes are in the same range under
Scale k, with the increasing scale division strengths, these
nodes tend to disperse to different ranges under the corre-
sponding scale.

Their neighbors are bound to have differences under in-
creasing scale, and these differences will gradually increase
until they are completely different. Therefore, no matter
how the nodes are distributed, their neighbors tend to be
discrete with the increase of scale. The global perspective
of nodes at different scales is shown in Fig. 3.

As shown in Fig. 3, at scale 1, Node 000101, 001000,
and 101101 can all choose any node as their neigh-
bor node in each range of Range0101-Range0104, so
their neighbor nodes may be duplicated; At scale 2,
node 000101 and 001000 can choose their neighbors in
Range0201-Range0204, while node 101101 can only select
in Range0209-Range0212, resulting in completely different
neighbor nodes for Nodes 000101 and 101101. Low repe-
tition rates of neighbor nodes from various nodes promote
the P2P network’s quick spread. At the same time, the net-
work’s expansibility is enhanced concurrently.

3.5 Neighbor Node Updating

If a new node A connects to node B, node A will get the
ID value of node B, then calculate the range where node B
belongs at each scale, eventually, node A puts node B into
the corresponding range of its neighbor node list.

After establishing a connection with another node C
in the network, node A determines the interval to which
node C belongs based on its ID value at different scales.
If there already exists a neighboring node B in that interval,
node C is added as a backup node. Within a certain heart-
beat period, node A compares the network response speed
of node C with that of node B. If node C’s response speed is
greater than that of node B, node C replaces node B as node
A’s neighbor in that interval; otherwise, node B remains as
node A’s neighbor. This approach of selecting the faster-
responding node as the neighbor ensures that messages can
be quickly transmitted to other nodes in the P2P network,
thereby improving network transmission efficiency.

4. Hierarchical Transmission Design

4.1 Transmission Architecture

The multi-scale node management model is used to enable
the efficient management of nodes in P2P networks. The
network transmission based on this model can reduce the
number of message transit times between the initiator and
the target, and improve the transmission efficiency of the
network. The transmission architecture based on the multi-
scale node management model is shown in Fig. 4, when a
node commences the transmission of data (such as trans-
actional or block data), both the scale value and the data
transmission-level value (data forwarding times) is set to 1.
The node selects all of its scale 1-neighbor nodes and then
adds a transmission-level data item (1 at this time) to send
data to those nodes. Based on the additional transmission-
level value, the receiver node increases the transmission-
level value by 1 and updates the scale value to 2. Then, all
scale 2-neighbor nodes of the receiver node are chosen to
deliver data, and the transmission-level data item is added
(2 at this time). This process continues until the scale value
in the received data reaches the maximum, at which point
the data broadcast is finished.

4.2 Transmission Process

Sending. The transmission node packages the data into
a standard data format according to the blockchain-related
protocol and attaches the transport-level data item when the
node delivers the transactions or blocks. At this time, the
data is sent for the first time, so the transmission-level value
is 1. According to the transmission-level, the scale value is
also determined to be 1, and all the neighbor nodes of the
data transmitting node at the scale value are selected, and
the data attached with the transmission-level is sent to these
neighbor nodes of the nod. The detailed steps are as follows:

• Additional transmission-level data items. The
transmission-level value is now set to 1, and the
transmission-level data item is added to the transport
data and signed using the data sender’s private key.

• Determine the target neighbor node for data transmis-
sion. Since all nodes store lists of neighbor nodes
with different scale values, the scale value can be de-
termined as 1 according to the transmission-level value
1, and then all neighbor nodes with scale value 1 can
be selected as the target neighbor node for data trans-
mission.

• Send data. The sender node broadcasts packaged data,
transport-level data, and transport-level signature data
to target neighbor nodes.

As shown in Fig. 4, the neighbor nodes of Node 0, at scale
1, are Node 0101, Node 0102, Node 0103, and Node 0104.
Therefore, when Node 0 sends transaction or block data, it
is first transmitted to these neighbor nodes to complete data
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Fig. 4 Transport architecture based on a multi-scale node management model.

transmission at transmission-level 1.
Receiving and Forwarding. The node checks and forwards
the data after receiving it. Here are the specific steps:

• Verification. The node verifies the validity of data
such as transactions and blocks, at the same time,
the minimum transmission-level should be greater than
1, and the maximum not exceed the maximum scale
value; Then the node also validates the signature of the
transmission-level, judge the validity of the signature.

• Forwarding. After the data has been validated, the
node will determine data forwarding; First, add 1 to the
transmission-level, and the result is used as the value
of the data forwarding scale selected by the neighbor
node; Then, determine if the scale value exceeds the
maximum scale value of this blockchain system; At
last, the node determines whether a neighbor node ex-
ists at this scale. The node will forward the data if the
above requirements are satisfied.

The data receiving and forwarding algorithm is shown in
Algorithm 1. After the data is forwarded, the next batch of
nodes receiving the data repeat the process until the majority
of nodes in the P2P network of the blockchain system have
received the data.

4.3 Transmission Reliability Design

At different scales, a node’s neighboring nodes represent all
nodes within their respective intervals. Failure of a neigh-
boring node to receive data could cause all nodes within that
interval to miss out on the same data, resulting in potential

Algorithm1: Data receiving and forwarding process
Input: dataReceived
Output: result //Result of receiving and forwarding data
// Parse the received data
1: dataTransmit, levelTransmit, levelSignaure← Parse(dataReceived)
// Data verification
2: if IsNotVolidData(dataTransmit)
3: return false
4: end if
// Get the maximum scale value of the blockchain system
5: levelMax← GetMaxScale()
// Verify transport level values and signatures
6: if levelTransmit<1 || levelTransmit> levelMax – 1 || IsNotVolidSig-
nature(levelSignaure)
7: return false
8: end if
// Get the new Scale value of data forwarding
9: scale← levelTransmit + 1
// Get a list of neighbor nodes for data forwarding
10: listNeighborNode ⇓ Get tNeighborNode(scale)
11: if listNeighborNode.Count == 0
12: return false
13: end if
// Attach transport level data and Signuare
14: dataSend ⇓ Pack (dataTransmit, levelTransmit + 1)
// Forward data to neighbor nodes
15: for neighborNode in listNeighborNode do
16: SendData(neighborNode. dataSend)
17: end for
18: return true

data loss and system instability. There are two methods to
ensure the reliability of network transmission.
Neighbor nodes Backup. The data-sending node transmits
data to one neighbor node in each range, so there may be
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Fig. 5 Neighbor node backup scheme.

Fig. 6 Horizontal supplementary transmission scheme.

a single point of failure during transmission. The neigh-
bor node backup scheme uses multiple neighbor nodes (typ-
ically set to 3) instead of one neighbor node, the nodes trans-
mit data to three neighbor nodes in each scale to ensure re-
liable data transfer. The neighbor node backup scheme is
shown in Fig. 5.

Figure 5 shows three neighbor nodes, 0101,0102,0103,
and the data transmitting Node 0 sends data to all three at
the same time. In this example, even if one Node (e.g.,
Node0102) does not receive data, the other two nodes may
assure that there are nodes in Range0102 receiving data.

The strategy maintains data transmission reliability by
increasing the redundancy of neighbor nodes, it also in-
creases the number of neighbor nodes and the repetition
of data transmission, increasing the network’s transmission
load pressure.
Network load balance. Distributed hash table networks
have an inherent load-balancing problem. It is because con-
sistent hashing produces a bound of O(log n). Bottlenecks
can arise due to query overflow (too many queries received
by the node at once) or data overflow (too much data needs
to be forwarded by the node). In this work, we use the elastic
routing table (ERT) algorithm [31] to deal with the network
load balancing problem. We assume ci as the capacity that
the node is willing to devote or able to process queries of
node, i in practice, ci should be determined as a function of
a node’s access bandwidth, disk speed, etc. And li is the
number of messages that the node receives and forwards to
its neighbors over time T . Set Si as the load threshold. We
refer to a node with li/ci > Si as a heavy node, otherwise
a light or un-overloaded node. Reduces the number of in-
coming connections to a node when the node is overloaded
and lets the node’s backup node handle forwarding a new
message.
Transverse supplementary transmission. The node simul-
taneously transmits data to all neighbor nodes on the same
scale when broadcasting, if one of the neighbor nodes does
not get data, two adjacent neighbor nodes that have received
data can send data again to this node. The transverse sup-
plementary transmission scheme is shown in Fig. 6.

In Fig. 6, transmitting Node 0 simultaneously broad-
casts data to all neighbor nodes 0101, 0102, 0103, 0104 at

Table 3 Parameter configuration of the prototype system.

the same scale, where Node 0102 does not receive data. In
this case, neighbor node 0101, 0103 can send data to Node
0102 again to ensure that Node 0102 can receives data.

In this scheme, data is transported again from the
neighbor node that has received data to the neighbor node
that has not received data, removing the problem of trans-
mission failure between the two nodes due to network
anomalies. However, transmission nodes are required to re-
ceive data reception response messages from each neighbor
node. If the response information is not received, the two
neighbor nodes that sent data must be notified again.

Combining the two schemes, it is clear that the neigh-
bor node backup scheme has a high data transmission rep-
etition rate and a low probability of data transmission fail-
ure. Consequently, the transverse supplementary transmis-
sion scheme is preferred.

5. Implementation and Analysis

5.1 Prototype System Design

We use GO [32] programming language to realize the pro-
totype system of multi-scale node management and network
transmission model. The parameters configured in the pro-
totype system are shown in Table 3.

The prototype system is used to evaluate the transmis-
sion efficiency, network maximum throughput, network uti-
lization, and security of the P2P network of blockchain sys-
tem using a multi-scale node management model, and the
network transmission of this model is compared with several
other common P2P network transmissions of blockchain
systems.

Different indicators in the blockchain system are
evaluated, such as transmission level, transmission delay,
transmission times, transmission repetition rate, maximum
throughput, etc., and security is analyzed.

5.2 Communication Complexity

Communication complexity aims at studying the number
of communication bits that the participants of a commu-
nication system need to exchange to perform certain tasks
[33]. It directly affects data transmission efficiency; we try
to discuss the transmission level and the lookup complexity
of MSLT to explain the communication complexity of the
model.
Transmission level. The transmission time is correlated
with the transmission level when both the network band-
width and the volume of data delivered remain constant. The
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Fig. 7 Comparison of the transmitting level.

maximum transmission level of the multi-scale node man-
agement model is:

Nlevel = m/ log2 n (14)

where m is the bit length of the node ID in the blockchain
system. For any running blockchain system, m is deter-
mined. The n is defined as the number of ranges when the
scale level is minimum (i.e., 1). Additionally, since there
is always one chosen neighbor node in each range, n deter-
mines how many nodes will be broadcast at once.

Assume that in the MSLT model, the number of neigh-
bor nodes that each node forwards data broadcast is the same
as DevP2P in Ethereum, which is also 64. When using
the MSLT model, the maximum transmission level value
is calculated as 43 according to Eq. (14), much lower than
DevP2P’s transmission level. The comparison of the trans-
mitting level between MSLT and DevP2P is shown in Fig. 7:
Lookup Complexity. DevP2P is based on the Kademila al-
gorithm, the overlay routing is responsible for finding nodes
according to their identifier (key) in the overlay. The routing
path is a tree-like structure based on recursive lookup, so the
lookup complexity of DevP2P is O(log(N)), which N is the
number of network nodes. MSLT node management is also
a kind of tree-like structure, but the setting of multiple scales
makes the transmission level of this model lower. In this
model, the maximum number of lookups should be equal to
the number of transmission levels, according to Eq. (4), the
lookup complexity of MSLT is O(log(N-r)), which N is the
number of network nodes and r is the division strength.

5.3 Network Resource Consumption

Transmission redundancy. An effective solution to enhance
reliability is introducing redundancy into message delivery.
However, redundancy can also increase the network burden
and resource consumption. Therefore, in blockchain net-
works, reducing transmission redundancy based on ensuring
network-wide consensus is conducive to improving network
performance and reducing network resource consumption.

In this MSLT model, data is transmitted hierarchically
from the sending node to all nodes in the P2P network.
When the transmission fails, the two nearest neighbors sup-
plement the transmission of data, so the required times of

Fig. 8 Comparison of the transmitting redundancy.

Fig. 9 Comparison of the transmission delay.

transfers are: TtransTimes = N ∗ (1 + 2 ∗ R)fai. N is the to-
tal number of nodes, Rfai is forwarding data transmission
failure probability, assuming that the maximum is less than
50%. Taking the structured DevP2P network of Ethereum as
an example, set each node has three neighbors. The trans-
mission times analysis of MSLT and DevP2P is shown in
Fig. 7. The comparison of transmission times and redun-
dancy between MSLT and DevP2P is shown in Fig. 8, N is
the number of nodes, and the transmission redundancy of the
MSLT model is about 2.0, while that of the DevP2P model
is about 10.4, decreasing by about 80.8%.
Transmission delay. Taking the data transmission of
Ethereum as an example, the average network transmission
rate (S bandWidth) is 20 Mbps, m is 256, and NnodeInBucket is 16.
According to the transmission-level analysis, Ethereum’s
transmission-level is 252. If the transmission-level in the
MSLT model is 43, Ethereum block height 14581702 has a
block size of 189,646 Bytes [34]. The transmission delay of
the Ethereum P2P network is 18.2 seconds, while the trans-
mission delay of the MSLT model is 3.1 seconds. When the
block size is 1 MB, the transmission delay of the Ethereum
P2P network is 100.8 seconds, and the transmission delay
of the MSLT model is 17.2 seconds. Transmission delay
analysis is shown in Fig. 9, with the increase in the amount
of transmitted data, the transmission efficiency advantage of
the MSLT model becomes more obvious. The transmission
delay of the MSLT network is relatively small, at least 82%
lower than that of DevP2P.
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Fig. 10 Comparison of the transaction per second.

5.4 Maximum Throughput

The throughput is one of the main indicators of a blockchain
system. Many factors affect its size, including consensus
mechanism, data structure, encryption algorithm, transac-
tion verification, P2P network status, etc. External factors
include CPU performance, memory size, disk capacity, and
network bandwidth.

While assuming that bandwidth is 10 Mbps, 20 Mbps,
and 50 Mbps, the relationship between block size and trans-
action per second (TPS) is shown in Fig. 10, by comparison,
the maximum throughput of the MSLT network is about 32
times that of the DevP2P network.

5.5 Security

The possible attack and their solutions mainly include the
following aspects:
Node constructs false transmission level and signature
data. The node may not comply with the data structure
of transmission-level and constructs fake transmission-level
and signature data when broadcasting. According to the de-
scription in Sect. 4.2, each node will verify the transmission-
level and signature data according to the data receiving and
forwarding algorithm. If the verification is unsuccessful, the
node will ban the data-sending node and publish this infor-
mation to other nodes. When the data-receiving node fails to

verify data, it will inform the two sibling nodes and ensure
that the local node can receive correct data through the data
transmission of the two sibling nodes.

When the target node conducts data transmission, the
two neighbor sibling nodes construct false transmission
level and signature data again, then the malicious node at-
tacks successfully. The probability Rmali that the first sibling
node is malicious is shown in Eq. (15):

Rmali = Nmali/Nbro (15)

where Nmali represents the number of malicious nodes in the
neighbor nodes. In this way, the probability of Rmali the
first Nmali sibling nodes are all malicious nodes is shown in
Eq. (16):

Rmali = Nmali/Nbro × (Nmali − 1) / (Nbro − 1) × . . .
. . . × 1/ (Nbro − Nmali − 1) (16)

where, the number of sibling nodes Nbro is 63, and the num-
ber of malicious nodes in sibling nodes does not exceed 1/3.
The probability that the first three closest sibling nodes are
all malicious nodes is:

Rmali = 21/63 × 20/62 = 10.75% (17)

The probability of the data-sending node construct-
ing false transmission-level and signature data is less than
33.3%. Therefore, the probability of the malicious node suc-
cessfully attacking is:

RatcSuccess = Rmali × 33.3% = 3.58% (18)

In conclusion, through the horizontal supplementary
transmission design of sibling nodes, the probability of a
successful attack by constructing false transmission level
and signature data is low. By increasing the number of sib-
ling nodes with the horizontal supplementary transmission,
the probability of a successful attack by malicious nodes can
be further reduced.
Routing Table Attack [35]. In a P2P network, the nodes
keep all of their neighbor node ID in the routing table. These
nodes regularly update the information of the routing table.
The attacker can exploit this process to force the peers to
insert/ update the compromised node in the routing table of
neighbor peers. This attack can cause severe damage to the
network as it diverts the route of the message.

The routing table attack works by gathering the net-
work topology and peer relationships and passing them to
a route prediction procedure [35]. It will then predict rout-
ing paths between a pair of nodes. According to the de-
scription in Sect. 3.3, In the MSLT model, the range of a
high-level scale is divided based on different ranges of its
forward scale, and all the sibling ranges of the forward scale
are independent. So, it forms multiple disjoint paths to for-
warding data or lookup keys, and fewer intersecting nodes
make it more difficult for an attacker to predict the routing
path. Moreover, MSLT verifies a node’s legitimacy to join
the network by requiring it to complete resource-consuming
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Table 4 Comparison of MSLT with other schemes.

Fig. 11 Network coverage under different levels of malfeasance.

tasks (e.g., PoW [10]). This approach raises the cost of the
attacker’s misdeeds.
DDoS attack [36]. Broadcast protocols aim to distribute
information to all nodes in the network, due to the flood-
ing mechanism, the large amounts of data sent by malicious
nodes may cause network breakdown. To avoid DDoS at-
tacks, the MSLT model only sends data to nodes that have
not received data, and the amount of data transmitted in the
network is reduced. Meanwhile, the transmission path can
be traced back to the first transmitting node, so the size and
frequency of data transmitted by nodes can be limited.
Fault tolerance and recovery. Due to the complexity of the
real network environment, nodes in the model can become
faulty nodes, resulting in the loss of some correct block
data. As is well known, to ensure the fault tolerance of a
blockchain system, it can be addressed from two aspects:
the design of consensus algorithms and the design of net-
work transmission mechanisms. This research focuses on
the latter, as described in Sect. 4.3, the MSLT model intro-
duces the Neighbor Nodes Backup method, which is a re-
dundant transmission mechanism that ensures the fault tol-
erance of the system.

To illustrate the operation of this model in a network
with faulty nodes, simulation experiments were conducted.
We randomly labeled a proportion R f of faulty nodes in the
network, which do not forward the data after receiving it.
Nb represents the number of backup nod.

Figure 11 shows the network coverage in dependence
of R f and Nb: When R f = 0, the network obviously has
a 100% coverage rate. As the number of faulty nodes in-
creases, the network coverage rate decreases significantly.
However, the increase in Nb improves the poor network cov-
erage situation. When Nb ≥ 3 and R f ≤ 0.3, the coverage
rate can reach over 90%. Therefore, we set the number of

backup nodes for node transmission on the same scale to be
3.

5.6 Schemes Comparison

Table 4 lists the comparison of this model with three popu-
lar blockchain platforms: Bitcoin, Ethereum, and EOS, with
a focus on various key metrics that determine their perfor-
mance and suitability for different use cases. The compari-
son includes factors such as decentralization, latency, redun-
dancy, scalability, network utilization, fault tolerance, and
network security.

MSLT (Multi-Supervised Learning Trust) demon-
strates several advantages over Bitcoin INV, Ethereum New-
BlockHashesMsg, and EOS Blockchain. It exhibits strong
decentralization with a distributed network of nodes, ensur-
ing a robust structure. MSLT achieves lower latency through
optimized transaction confirmations, and it introduces inno-
vative neighbor node backup transmission and increased re-
dundancy for higher data availability and fault tolerance. In
terms of scalability and network utilization, MSLT performs
well, efficiently processing a higher number of transactions
and maximizing resource usage. Moreover, MSLT excels in
fault tolerance, ensuring network stability during node fail-
ures, and maintains a high level of network security with
its robust consensus model and security measures. These
combined strengths make MSLT a competitive and reliable
choice for various blockchain applications.

6. Conclusions

The node management of P2P networks affects the overall
performance and reliability of the system. In this paper, a
multi-scale node management model is proposed. MSLT
set the network to multiple scales according to different di-
vision strengths. One scale corresponds to multiple equal-
ization ranges. The transmission nodes select one node as
its neighbor in each range and adopt the neighbor update
method based on transmission speed. Through the network
transmission between nodes update the neighbor nodes in
each range, so that the transmission speed between nodes
is always high. At the same time, based on the multi-scale
node management model, a hierarchical transmission mode
of a blockchain network is proposed, which is forwarded
to neighbor nodes with corresponding scale values through
different transmission levels.

According to research and calculations, the proposed
MSLT model reduces the number of data transfers and trans-
mission repetition rates and improves network utilization.
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The future work of this paper is to apply the MSLT model
to specific blockchain systems (such as Ethereum, etc.) to
further analyze and improve transmission efficiency.
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