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Local Optimal File Delivery Scheduling in a Hop by Hop File
Delivery System on a One Link Model

Hiromi TSURUMI'?, Student Member, Takamichi MIYATA ™, Katsunori YAMAOKA ),

SUMMARY  Many content distribution systems such as CDN and P2P
file sharing have been developed. In these systems, file-type contents re-
quire downloads to be completed before they can be played and they have
no value before the download finishes. Therefore, a user’s satisfaction de-
pends on the length of the service latency. That is, the length of time from
when the user issued a request until the user received an entire file. Re-
ducing the sum of that time is necessary for the whole delivery system to
satisfy users and maintain dependability on system performance. We dis-
cuss a hop-by-hop file delivery system suitable for delivering file contents
whereby the sum of service latency is reduced by using the request con-
ditions. Moreover, we propose a file delivery scheduling algorithm for a
one-link model given that the content request frequency is unknown. The
algorithm is based on a local optimal strategy. We performed a characteris-
tic analysis by computer simulation. The results showed that our algorithm
performs at nearly the theoretical efficiency limit of the hop-by-hop system
when the request frequency distribution of each content has a deviation.
key words: file delivery, scheduling, optimization, hop by hop

1. Introduction

With the significant increase in network traffic, cache tech-
nologies, which can enhance the performance of systems
by load balancing, have been implemented on a P2P (Peer-
to-Peer) file-sharing system, CDN (Content Delivery Net-
work), and Web server proxy system, for example [1]-[5].
In these systems, multiple copies of content from an orig-
inal node (i.e., node means “peer” in the P2P file sharing
system, and “server” in CDN and Web server proxy system)
that has the original content are stored in caches of some
other nodes. Then, the number of nodes, which can serve the
same content, increases. Therefore, by storing many multi-
ple copies of the same content in geographically dispersed
caches, we can reduce the server’s load, network congestion,
and latencies experienced by users.

Storing multiple copies of content in caches of mul-
tiple nodes, which are located on a delivery path to users,
has been implemented as a method of dispersing content
on many kinds of systems. That method has been inves-
tigated in reported in studies, e.g., Freenet [1] and Winny,
which are kinds of P2P file sharing systems, the transparent
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proxy system, which is a kind of structure of a Web server
proxy system and CDN [4], [5]. In these systems, nodes that
can provide content are capable of intercepting user requests
and forwarding the requests to another node if the requested
content is not present in their local cache. When content is
found on a cache of a node, that content is delivered hop
by hop through some nodes from which the request arrives
(i.e., delivery path), and stored in their caches. This method
effectively disperses many multiple copies over the network
by following demands for the content. To avoid causing am-
biguity, we call this delivery method “hop-by-hop content
delivery,” and it is illustrated in Fig. 1.

In the system that uses hop-by-hop content delivery,
there are two basic types of content-delivery methods: me-
dia streaming, which includes video file streaming and live
video streaming, and file downloading. While streaming
enables the buffered downloaded content to be played be-
fore the download is completed, file downloading requires
that the content be completely downloaded before it can be
played, and it has no value before this. Therefore, the user’s
satisfaction depends on the length of the service latency, that
is, the length of time from when he or she issued the request
until he or she received the entire file, and reducing the sum
of that time (a comprehensive performance indicator with
mean service latency per request) is necessary for the whole
delivery system to satisfy users. Some of the most important
techniques to improve the total service latency are caching
algorithms that decide how to maintain files to achieve high
hit rates, file-placement algorithms that decide where we
should place files, and file-delivery schedulings that decide
how to deliver files. However, in this paper, we address the
problems of file-delivery scheduling of hop-by-hop file de-
livery (“hop-by-hop content delivery” for files) to reduce the

)

Duplicate File: : 3
Original File:

]
Node: O
Distribution: <=

Request for file A: <3
Disk: @

Fig.1 Hop-by-hop file delivery system.
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Fig.2  Transmission methods.

total service latency. We leave the other components to other
research [5], [6].

When there is a node at which a large number of re-
quests arrive and which should deliver some of each file
corresponding to each request through the same link, the
link becomes a bottlenecked link. On bottlenecked links,
the scheduling problem is important because it governs de-
ciding which files should be delivered and how to deliver
them, and that has a direct effect on the total service la-
tency. Poor file-delivery scheduling can result in consid-
erably longer service latencies, which impair dependability
on system performance, while good scheduling can shorten
those latencies and efficiently utilize resources such as net-
work bandwidth. In this paper, we address the problems
from the following perspectives.

1. File transmission method: Two file-type transmission
methods can be used when one node is processing mul-
tiple requests for different files simultaneously. In par-
allel transmission, the bandwidth is divided to execute
parallel file delivery. In sequential transmission, the
files are delivered sequentially. Sequential transmis-
sion is better suited for delivering file content because
the total service latency is generally shorter. We illus-
trated this in Fig. 2.

2. Order in which the files are transmitted: With sequen-
tial transmission, the total service latency for the whole
delivery system depends on the order in which the files
are transmitted when one node is processing multiple
requests for different files simultaneously, because the
value of serving the file is determined by the popular-
ity of the file. For example, suppose node 1 has file A
and file B, and node 1 receives more requests for file
A than file B from node 2, which is located beyond a
bottlenecked link almost simultaneously. In this case,
if both file sizes are the same, node 1 should deliver
file A first and then file B to node 2 to minimize the
total service latency experienced by users. Moreover,
if file A is very popular, i.e., many requests of file A
will arrive afterward and file A will be sent in the or-
der at each node on the delivery path, we can derive a
large benefit from the cache. That is because file A can
be dispersed faster over the network and users can get
it from any cache of nodes near users or from their lo-
cal caches directly with a considerably shorter service
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latency.

3. Dynamic scheduling: In an actual network environ-
ment, request arrival times are not known in advance,
and the file transmission order that has already been de-
cided will not always be appropriate afterward. There-
fore, the scheduling should be changed appropriately
in the middle of transmission to reduce the total ser-
vice latency.

2. Related Work

Techniques to improve the total service latency include
caching algorithms [7], [8], content-placement algorithms
[5],[6], and content-delivery schedulings [9]-[18]. Our re-
view in this section focus on the studies on content-delivery
scheduling.

Some studies on the content-delivery scheduling focus
on either a parallel transmission that downloads a content
from multiple servers [9],[10] or transmission that down-
loads a content from single server [11]-[18].

[9] and [10] focus on parallel file delivery scheduling
that downloads a file from multiple servers with caches in a
P2P file-sharing system over links that have asymmetric up-
load and download bandwidths like those of an asymmetric
digital subscriber line (ADSL). In the network, a file is di-
vided into blocks, and each node has a portion of the blocks
and nodes exchange blocks with other nodes. This method
of file delivery reduces the completion time at which each
node finishes collecting all blocks of a file. However, it does
not account for the popularity of each block of a file. There-
fore, this method does not work well for our purpose, al-
though our method does regard one block as one file.

[11] and [12] focus on file delivery from single server
and dynamic file delivery scheduling in a P2P file sharing
system and in CDN with cache. In [11], there are nodes that
have video files (servers), and servers provide those video
files for nodes that request the video files. Requests arrive
at the servers dynamically. Service latency is reduced by
changing the server that provides the video file and by avoid-
ing congestion at the server during downloading. In [12],
the authors focus on the tree-based file delivery in a P2P file
sharing system in which the links have different capacities,
and they propose efficient algorithms to dynamically reor-
ganize the structure of network so as to enhance distribution
efficiency. These papers focus only on the server and net-
work structure, and do not consider the order in which the
files are transmitted.

[15]-[19] investigate file delivery scheduling with the
shortest remaining processing time (SRPT) algorithm at the
Web server or satellite link to determine the serving order,
where SRPT is primarily the optimal scheduling algorithm
to minimize the mean response time of jobs at a single pro-
cessor by changing the processing order of jobs. SRPT de-
termines the order according to the remaining processing
time of the jobs and gives higher priority to the job that has
shorter remaining processing time. SRPT can be extended
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to scheduling on a Web server by regarding the remaining
file transmission time as remaining processing time. How-
ever, it is not effective to adapt SRPT to scheduling on a
hop-by-hop file delivery system because the value of serv-
ing a file is determined by the popularity of the file and we
should consider the benefits of caches of nodes that have fin-
ished downloading files. Moreover, because SRPT gives the
optimal mean service latency on Web server, the authors of
[15]-[19] mainly focus on the trade-off between the fairness
of each serving and mean service latency. However, in this
paper, we only focus on the scheduling minimizing the to-
tal service latency to clarify the characteristic of hop-by-hop
file delivery system.

[13] and [14] investigate scheduling on the link be-
tween the satellite and satellite dish. [13] focuses on uti-
lization of satellite broadcast links and modem unicast links
by considering the benefits of caches and the popularity of
each file. In online scheduling to utilize broadcast links and
to improve service latency, they determine the order of trans-
mitted files. However, they do not consider interruption of
file transmission with online scheduling. Therefore, their
method is not suitable for a hop-by-hop file delivery system.

3. Problem Definition

In a CDN or transparent proxy system, there are interme-
diate nodes that have a cache respectively and have roles of
both server and client. Each original server, which has origi-
nal files, has the role of server, and each node on which users
are placed has the role of client. However, in major P2P file-
sharing systems, each node has a cache and has roles of both
server and client. Therefore, we assume that each interme-
diate node, which is located on delivery path in hop-by-hop
file delivery system, has a cache function and file-delivery
capability from its local cache to another node. In actual
delivery systems, cache-storage capacity is limited, so some
suitable algorithms are used for removing files from a cache.
Here we assume unlimited cache capacity (i.e., stored files
are never removed) because our focus is the scheduling al-
gorithm for file delivery.

Moreover, to avoid causing ambiguity, we define a “re-
questing node” as one that has users who request files, and a
“providing node” as one that provides each file correspond-
ing to each request. In this network, there are initially no
duplicate files on any node and only the original providing
nodes have the original files. A requested file is sent from
the original providing node to the requesting node. A copy
of the file is stored using the cache function at each node
on the delivery path. Subsequently, if a node has a neigh-
bor node that has a requested file in its cache, the node can
get the file from the neighbor node rather than the original
providing node.

3.1 Discussion about Performance Indicator

To satisfy each user in the system that is opened to the gen-
eral public, reducing mean service latency per request is
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important because file downloading requires that the con-
tent is completely downloaded before it can be played. Par-
tially downloaded data has no value, as mentioned above in
Sect. 1. Shortening the mean service latency improves us-
ability for each user of the system in the long term.

We treat the total service latency of all requests instead
of mean service latency per request as a performance in-
dicator of file-delivery scheduling because total service la-
tency is a performance indicator coequal with mean service
latency per request, i.e., there is a relationship in which,
“mean service latency per request X the number of requests
= total service latency of all requests.” When mean service
latency increases and the number of requests is fixed, the to-
tal service latency also increases coequally. Therefore, they
are coequal performance indicators, which denote coessen-
tial performance of the system.

Another well-known performance indicator is “fair-
ness,” which is treated in [15]-[19]. The authors of [15],
[16] propose SRPT scheduling in consideration of the trade-
off between “service latency” and “fairness.” They claim
that although SRPT, which gives priority to servings of
small files, can minimize service latency, it may cause an
unfair situation, “starvation,” where servings of large files
are harmed due to giving priority to servings of small files.
However, the influence of the trade-off is not always large
when we consider an actual network environment. That is,
there are some cases where a scheduling can produce both
small service latency and high fairness although the schedul-
ing is only intended to minimize service latency. For exam-
ple, there was analytical verification that servings of large
files are seldom harmed in terms of fairness when SRPT
is applied under lower-load situations [18],[19]. Moreover,
under a transient overload, there was verification by an im-
plementation study that servings of large files by SRPT ex-
perience only negligibly higher service latency than those by
FAIR scheduling, which is a traditional scheduling on a web
server and which allocates resources fairly among servings
[17]. In particular, the authors claim that the effects are ac-
centuated under heavy-tailed file-size distribution (approxi-
mated file-size distribution in an actual network) [17].

These examples demonstrate that the relationship be-
tween service latency and fairness is not generically strong,
and latency and fairness can be investigated independently.
Therefore, our proposed scheduling, which focuses on only
service latency could be enhanced to produce both good ser-
vice latency and good fairness when our proposed schedul-
ing produces good results and they are utilized. In this paper,
we focus on minimizing the total service latency and leave
investigating fairness to future work.

3.2 Transmission Method

There is a sequential transmission method, as mentioned
above, when a node is handling multiple requests. Sequen-
tial transmission is suitable for file delivery. Sequential
transmission methods are categorized as interruption dis-
abling or interruption enabling. Interruption enabling meth-
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ods allow the interruption of file transmission even if the
transmission has not finished. That is, transmission can be
interrupted and another file can then be transmitted before
the current file transmission is completed. The interruption-
disabling methods do not allow file transmission to be in-
terrupted before the current file transmission has been com-
pleted. That is, another file cannot be transmitted before the
current file transmission has finished.

The theoretical optimal value of the total service la-
tency (the minimum value of the sum of the service laten-
cies) can be calculated if all the request arrival times are
known in advance. This optimal value is given when we
use the interruption disabling method. When there are more
interruptions during a file transmission, the total service la-
tency for the whole delivery system is longer. The proof is
shown as Appendix A. However, in an actual network en-
vironment, the request arrival times are not known in ad-
vance. Furthermore, the number of outstanding requests
changes moment to moment. This causes the “appropriate
order of file transmission update problem” described in the
next section, and there are some cases in which the total ser-
vice latency is shorter with interruptions than without them.
Therefore, we discuss the interruption enabling method and
describe a file-delivery scheduling algorithm that interrupts
a current file delivery in such a way that the total service
latency for the whole delivery system is reduced.

4. File-Delivery Scheduling

The requirements for file-delivery scheduling are best un-
derstood through examples. First, we consider the case in
which a providing node has multiple requests for certain
files, as illustrated in Fig.3. The providing node, node 1
in this case, has to determine the order for delivering each
file so as to minimize the total service latency. For example,
suppose it receives two requests for file A, one from user 2
and one from user 3, and one request for file B from user 1.
If the files sizes are the same, it should deliver file A first
and then file B to minimize the total service latency.

Next, let us consider the case in which the providing
node receives a request for a file while it is transmitting an-
other file. For example, suppose that users 2 and 3 each
request file B while the node is transmitting file A to node2
for user 1. If a remaining part of file A which is not yet
transmitted is large enough, it should suspend transmission
of file A and transmit file B to node2 for users 2 and 3 to
minimize the total service latency.

Finally, we consider the case in which there are inter-
mediate nodes on the delivery path, and a copy of each file
arriving at all of these nodes is stored there because of a be-
havior of hop-by-hop file-delivery systems. This means that
it is possible to suspend delivery of a file stored on an inter-
mediate node to expedite delivery of another file and thereby
minimize the total service latency. For example, still look-
ing a Fig. 3, let us consider the case in which users 2 and 3
request file A and users 1 and 4 request file B at the same
time. First, the providing node (again node 1) sends file A
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Fig.3  Multi-link network.

to node 2. Node 2 then sends the file to node 4, and, at the
same time, the providing node sends file B to node 2. If a
new request does not arrive, node 2 next sends the file to
node 3 for user 4. If a new request does arrive, the node 2
should determine whether delivery of file B be suspended or
not. For example suppose a request for file A from user 5 ar-
rives. Node 2 should deliver file A to node 3 prior to sending
file B to node 3 to minimize the total service latency.

These examples show that we need to consider the or-
der in which the files for each outstanding request are deliv-
ered, whether to suspend delivery of the current file in order
to deliver a newly requested file, and how the file passing at
nodes on the delivery path should be scheduled. From these
considerations, we identified three requirements.

1. Determine the order of file delivery so that the total
service latency is minimized.

2. Suspend current file delivery and deliver a newly re-
quested file if doing so will reduce the total service la-
tency.

3. Schedule file passing at nodes on the delivery path so
that the total service latency is minimized.

Moreover, there are two methods for resuming trans-
mission of suspended files: resume at the point where trans-
mission was suspended or resend the entire file. The re-
sumption model has better transmission efficiency because
the node does not have to send data that has already been
sent. However, the resumption model requires the system to
keep track of the states for each uncompleted file transmis-
sion. This means the system bears a heavy load when many
files are suspended simultaneously. Since the reset model
does not impose this requirement, the system does not bear
a heavy load even if many files are suspended simultane-
ously. However, the node needs to resend data it had already
sent, so the transmission efficiency is worse. We therefore
focused on the resumption model in order to reduce the total
service latency for the whole delivery system.

If the number of suspensions is large, the behavior of
the system is similar to that of one using parallel transmis-
sion. That is, the transmission completion time is later. This
adversely affects the system from the viewpoint of the total
service latency. Therefore, we should appropriately deter-
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mine when to suspend current file delivery in order to expe-
dite delivery of another file in response to a new request.

5. File-Delivery Scheduling Algorithm for One-Link
Network

For a basic study, we analyzed the performance character-
istics of our file-delivery scheduling method for a one-link
network (Fig.4) without an intermediate node on the path
between the providing and requesting nodes, i.e., we fo-
cused on only one link between neighboring nodes on the
delivery path. Thus, we did not consider how the files are
passed at the nodes on the delivery path (requirement (3)
above). Therefore, our analysis only focused on require-
ments (1) and (2). When scheduling is performed effec-
tively on a one-link network, it can be extended to a version
adapted for a multi-link network and performs effectively
by considering requirement (3). We discuss the feasibility
of our proposed one-link scheduling algorithm in Sect. 5.2
below.

We made three assumptions in our basic analysis. First,
the load on the transmission link is constant over time, re-
gardless of cross traffic, et al. Second, transmission of sus-
pended files is resumed at the point where transmission was
suspended, which results in higher transmission efficiency
and a shorter total service latency for the whole delivery sys-
tem. Finally, the request frequency distribution for each file
is unknown.

5.1 Details of Algorithm for One-Link Network

To describe the file-delivery scheduling algorithm clearly,
we define parameters below. Let U = {file 1, file2,
filem} be a set of files that the providing node has, and each
filei has two parameters: the remaining file size f;, which
has not been transmitted, and the number of requests r;. Let
F, be a set of files, which has been requested before the
algorithm starts, i.e., F, C U and r; # 0, for V filei € F,.
First, to satisfy requirement (1), the providing node cal-
culates total service latency g for F, and determines the file
delivery order so that g (Seq. (1)) takes a minimum value

9min :

m I_E_l |:| :File

(&l
Q :Node
8 ‘User
3
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Fig.4  One-link network.
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where @7 (1, S) is a file number y of file y, which is in the /-
th place in the transmission order of all files in a subset S C
U. Equation (1) takes a minimum value when @7 (1, F,) =
Oy, F,), for 1 < I < n, where n is the number of elements
of F,, i.e., |F,|, and ®p(/,S) is a file number y of filey
whose place is /-th in the descending order of :l—i of all files

in a subset S C U, where d; = % and b is the bandwidth of
the transmission link. (The proof is given in Appendix B.)
Relationships among these parameters are shown in Fig. 5.

Now, requests will arrive at a providing node after
transmission of a file of F,, has started. Let fileT € U be a
file that is being transmitted, and let F C U be a set of files
inwhichr; #0, f; #0and i # T, for Vfilei € F, during the
transmission of file T.

Next, to satisfy requirement (2), when a new request
arrives, the providing node decides whether to suspend the
current file delivery, i.e., transmission of file T', and trans-
mit the requested file A (fileA € F or F « F + {file A},
i.e., F is replaced by F + {file A}, if file A is the first re-
quested file, i.e., file A had no request before the new re-
quest came) instead of fileT. Since we assume that the
request frequency distribution of each file is unknown, the
providing node calculates the local optimal solution for the
period between the moment when a request arrives and the
moment when the next request arrives. The result is used to
determine whether to suspend the current file delivery, i.e.,
transmission of file T, and start delivery of the newly re-
quested file, i.e., file A. The determination is made using
Egs. (2) and (3) and Relationship (4).

w = fA+fTrT+(t‘v+f;A)VA—ts

b
1
+ZV¢‘T(1F)[Z f(DTl(;F j;T %A] ()
w= %FT — I
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J\n d“’l(‘-F«)) d‘DI(ZJ‘}) dq’/(”,""a)
D DD z":f%(kf,,)
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« b ( ( i
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Fig.5 Relationships among parameters for minimizing total service
latency.
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The w’ and w respectively denote the total service la-
tency for the whole delivery system, when the current file
delivery is suspended and when it is not, from the time when
transmission of file T starts until the time when transmis-
sions of all files of F'+{file T'} end under the situation where
each r; of filei in F + {fileT} will not change afterward.
We determine the delivery order so that each of them takes
a minimum value: w/, . and w,,;,. Equation (2) takes a min-
imum value when ®y(I, F’') = Op(l, F’), for 1 <1 <[-1,
where F’ is a set of files, which is F — {file A}. Equa-
tion (3) takes a minimum value when ®7(I, F) = ®p(I, F),
for 1 < I < I. The ¢ is the time from starting transmission
until transmission is suspended because a new file request
arrives and [/ is the number of elements of F, i.e., |F|. Rela-
tionships among these parameters are shown in Fig. 6.

If Relationship (4) holds when the current file delivery
is suspended and a newly requested file is delivered, the total
service latency would be reduced by suspending the deliv-
ery. In this case, F « F —{file A} + {file T} if fr # 0, or
F « F —{fileA}if fr =0, and T < A. In addition, this
new delivery of file T could also be suspended by the above
determination using Equations (2) and (3) and Relationship
(4) due to another newly requested file.

5.2 Feasibility of Algorithm for One-Link Network

Our proposed algorithm for the one-link network, which is
described above, can be effectively applied to a bottlenecked
link between a neighboring node and a super node, which
is one-link. The super node is like a hub at which a large
number of requests arrive and must serve a large number
of files. Moreover, the algorithm also can be applied to a
delivery path which is configured using multi-link.

The algorithm requires only two parameters: the num-
ber of requests and remaining file size which is not yet trans-
mitted. Remaining transmission time is predicted by the lat-
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ter parameter when cross traffic has little influence. There-
fore, by using values of those parameters that a super node
has, the algorithm can be implemented in file delivery on a
link between the super node and neighboring node. On the
link, the super node is regarded as the providing node, and
the neighboring node is regarded as the requesting node.

Moreover, each node on a delivery path can get values
of the parameters because the delivery path in a hop-by-hop
file-delivery system is a path through which requests have
passed once, as described in Sect. 3. That is, each node can
get the number of requests for each requested file by count-
ing when each request arrives and each node knows each re-
maining file size because nodes transmit the files. Therefore,
by using the values, the algorithm can be adapted for and be
implemented in file delivery on multi-link of a delivery path
where each link between neighboring nodes on the delivery
path is regarded as one-link, and each node is regarded as
performing both roles: providing node and requesting node.
This implementation reduces total service latency so that it
can satisfy a part of requirement (3). However, the imple-
mentation is just one example of implementation for a multi-
link network. The implementation can be enhanced by con-
sidering peculiar elements of multi-link networks, e.g., time
when each intermediate node on the delivery path starts file
transmission to the next node (starts when whole file is re-
ceived completely or not. We leave problems of the multi-
link algorithm to future work.

6. Simulation and Performance Analysis

We evaluated the performance of the algorithm described in
Sect. 5 by computer simulation.

6.1 Simulation Conditions

We used the one-link network shown in Fig.4. The pro-
viding node had files, and the requesting nodes had clients.
The requesting nodes sent requests for each file indepen-
dently so that the requests arriving at the providing node
followed a Poisson distribution. To take into account the ef-
fect of the deviations in popularity among files, the average
arrival rate of the requests for each file was given by one of
three distributions: equivalent, uniform, or Pareto. To in-
vestigate scheduling effectiveness when the load on the pro-
viding node is high, we chose 1.80 [requests/sec] as average
requests rate [20]. Note that a Pareto distribution approx-
imates the distribution of the number of requests for each
content on the Internet [20]. The cumulative distribution
function of the Pareto distribution is expressed by

F(x):l—(ﬁ) , x> k. (5)
X

To take into account different file types, e.g, audio,
video, and document, we selected a lognormal distribution
as the file size distribution. The cumulative distribution
function of the Pareto distribution is expressed by
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2
—(logy - ) }dy ©)

R |
F(x) =f exp[
0 +2noy 202

and we set ¢ to 1.2 and 0% to 0.2 [21].
We compared three file delivery scheduling algorithms
with our algorithm:

1. file delivery scheduling algorithm with FIFO.

2. file delivery scheduling algorithm with SRPT.

3. file delivery scheduling algorithm which calculates the
optimal solution when all arrival times of requests are
known in advance.

Here, 1) is a scheduling method whereby files are delivered
in the order in which requests arrive at the node. 2) is an
SRPT scheduling applied to file delivery. Recall that SRPT
is the optimal scheduling policy to minimize the mean re-
sponse time of jobs at single processor by changing the pro-
cessing order of jobs. 3) is a scheduling which calculate the
minimum sum of service latencies in the whole hop-by-hop
file delivery system when the arrival times of all requests are
known before the algorithm starts. Obviously, this would
not be possible in an actual network, but it does show the
theoretical efficiency limit of a hop-by-hop file-delivery sys-
tem.

6.2 Simulation Results

Figures 7, 8 and 9 plot the average service latency per re-
quest against the number of files to be sent when the aver-
age arrival rates were equivalent, followed a uniform distri-
bution, or followed a Pareto distribution for the proposed,
FIFO, SRPT, and optimal solutions. The relationship be-
tween the average service latency per request and number
of files was almost linear for all three distributions. The re-
sults of the proposed algorithm were better than FIFO.

The results of the proposed algorithm, SRPT and opti-
mal scheduling in Fig. 7 are almost same when the average
arrival rates were equivalent, and the proposed algorithm’s
solutions include worse part than those of SRPT. This is be-
cause the requests have the little influence of rescheduling
requests on the results when the average arrival rates for in-
dividual file requests are equivalent and the number of the
requests has no deviation over time; Hence, our algorithm’s
scheduling behavior resembles that of SRPT by mainly be-
ing affected by file size. Although our scheduling focuses
on both file size and the number of requests while SRPT
scheduling focuses on only file size, the small influence of
requests causes this similarity. Moreover, when the average
request arrival rates are equivalent, the number of suspen-
sions is larger than for the other distributions (Fig. 10), and
the suspensions created by our algorithm negatively affect
the results (As mentioned in Sect. 1, when the transmitting
completion orders of each file are the same, the total ser-
vice latency when there are suspensions is longer than when
there are no suspensions.).

As shown in Figs.8 and 9, when the average arrival
rate follows a Pareto or uniform distribution, our scheduling

IEICE TRANS. COMMUN., VOL.E92-B, NO.1 JANUARY 2009

100

T

proposed —=]
oo
SRPT --2X-

90 - optimum X7 i

The service latency per request [sec]

20 1 1 1 1 1 1

The number of files

Fig.7 Equivalent: arrival rate = 1.80 [request/sec].
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Fig.8  Uniform distribution: arrival rate = 1.80 [request/sec].

algorithm’s solution is close to the optimal one and further
from those of FIFO and SRPT. This means our algorithm
can appropriately change the file transmission order to min-
imize the total service latency by following both the popu-
larity and file size of each content. If the average arrival rate
follows a Pareto distribution, the fewer the files, the farther
the solution is from the optimum one. This is because all
average request arrival rates per file are easy to apply to the
long tail of the Pareto distribution (the portion of the tail that
corresponds to few requests and does not make much differ-
ence in the values) when there are few files. Therefore, the
difference in the values decreases and the results approach
those when the average arrival rates are equivalent. How-
ever, when the number of files to be sent is large, our algo-
rithm is effective even for the Pareto distribution, because
the difference in the values increases with the number of re-
quests for each file. Since a Pareto distribution approximates
the distribution of the number of requests for content on the
Internet, our algorithm should be effective in an actual net-
work.

Figures 11, 12 and 13 plot the average service latency
per request of each scheduling against the load when the av-
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Fig.9 Pareto distribution: arrival rate = 1.80 [request/sec].
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Fig.10  Distribution of requests vs. number of suspensions.
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Fig.11  Equivalent: the number of files = 5.

erage arrival rates were equivalent, followed a uniform dis-
tribution, or followed a Pareto distribution, and the number
of file was 5. The results of the proposed algorithm, SRPT
and optimal scheduling in Fig. 11 are almost same when the
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Fig.13  Pareto distribution: the number of files = 5.

average arrival rates were equivalent, and the proposed al-
gorithm’s solutions include worse part than those of SRPT.
This is because of the same reason mentioned above, the lit-
tle influence of rescheduling requests on the results when the
average arrival rates for individual file requests are equiva-
lent and the number of the requests has no deviation over
time. However, in Figs. 12 and 13, our scheduling algo-
rithm’s solution is close to the optimal one for the whole
load range, whereas FIFO and SRPT give solutions far from
the optimum one. We also evaluated the performance of
them with the various number of files by computer simula-
tion and the trend of the results are same as the figures.

These results show that our algorithm performed at
nearly the theoretical efficiency limit of a hop-by-hop sys-
tem by using a local optimal strategy when the request
frequency distribution for each file had a deviation, even
though we did not consider the request frequency distribu-
tion.

7. Conclusion

We discussed delivery of file-type content that cannot be
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played before it has been completed downloaded in a hop-
by-hop file delivery system. We proposed a new file delivery
scheduling method for the system. As a basic study, we de-
veloped a new file delivery scheduling algorithm that works
when the frequency of requests for each file is unknown in
the one-link model. We evaluated its performance character-
istics in a simulation. The results indicate that the algorithm,
which uses the local optimal solution until the next request
arrives, performed nearly at the theoretical efficiency limit
of the hop-by-hop system when the request frequency dis-
tribution for each content had a deviation.

In the future, we will investigate a dynamic algorithm
for varying conditions such as the request frequency distri-
bution. We will also investigate fairness. We will also val-
idate an extended version of the algorithm adapted for the
caching algorithm and multi-link network. We mentioned
in Sect. 5 that our proposed algorithm for the one-link net-
work can be adapted for and implemented in an actual net-
work without any change. Moreover, the algorithm can be
enhanced by considering peculiar elements of a multi-link
network. We will enhance it by considering the following
perspectives.

1. Time of starting file transmission: Consider which
starting time is the best choice when each intermedi-
ate node on the delivery path starts file transmission to
the next node. That is, the node starts file transmission
to the next node when the node gets the whole file from
the previous node on the delivery path or the node gets
a part of the file from the previous node on the delivery
path.

2. Delivery path routing: Consider which next node is the
best choice to receive a file when some nodes on the de-
livery path are very crowded or the number of hops of
a delivery path is very large. Moreover, we should in-
vestigate how nodes not on the delivery path can know
the information to decide that.

3. Pair of providing node and requesting node: Consider
which providing node is the best choice when many
nodes have copies of original content. Moreover, con-
sider which requesting node has the highest priority to
receive content when a node has caching and forward-
ing capability and another node does not have that.
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Appendix A: Proof of Disadvantage of Interruption

The theoretical optimal value of the total service latency (the
minimum value of the sum of the service latencies) can be
calculated if all the request arrival times are known in ad-
vance. This optimal value is given when we use the inter-
ruption disabling method. The total service latency for the
whole delivery system is longer when there are more inter-
ruptions of file transmission.

[Proof]

Label files according to the order of transmission finish
time, i.e., file 1, file 2, ..., file m. Let the sizes of the files
be fi, f2, .., fm, and the whole download periods of files
with no interruption be hy, hy, ..., h,, respectively. When
bandwidth b is constant, h; = %. The transmission finish
times of each file when there is no interruption are thus de-
noted as f1, f, ..., ty, respectively, and the transmission
finish times of each file when there are interruptions are 1,
fr, ..., t,, respectively.

Let a; be the transmitting period during #_| <t < f]
except the transmitting period of file i and «; ; be the trans-
mitting period of file j during ;.

The transmission finish time of the first file when an
interruption is allowed is the sum of the transmitting peri-
ods of file 1 and the other interrupted files. Therefore, the
transmission finish time of the first file when an interruption
is allowed (7)) is expressed as

f] :h1+a/1 (Al)

The transmission finish time of the second file when an
interruption is allowed is the sum of the transmitting periods
of file 1, file 2, and the other interrupted files. Therefore,
the transmission finish time of the second file when an inter-
ruption is allowed (7,) is expressed as

f2=h1+h2+(a1—a1,2)+a2 (A2)

Similarly, the transmission finish time of the n-th file
when an interruption is allowed (#,) is expressed as

n
fy = Zh; +(a—ap—a13,...,~Qy)
=1
+az —ar3 —@24,...,—Q2y)
+,..05 +(an—] - an—],n) +ay
n n n n
SweSeSSe o
=1 p

i=1 j=i+l

The interruption finish time of the n-th file when an
interruption is not allowed (z,) is expressed as

ty = Z h; (A-4)
i=1

Here, because 0 < 37, @;; < a;, one gets 3, a; —
iy Xizip1 @ij > 0. Therefore, we get Eq. (A-5) as follows:
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fn ZZn:hiﬁ-znlai—zn] Zn: a,-,jzznlh,-ztn (A-5)
i=1 i=1 i=1

i=1 j=it+l

Therefore, the relation between #; and £; is always ex-
pressed by Eq. (A- 6).

by > 1, (A-6)
Here, t,(j, i) is the arrival time of the i-th request for
file j, é; is the number of requests which arrived before 7
of the number of the requests for file j, and [ is the total
number of the files for which requests arrived.
The sum of service times S is

€j

= ZZ(@- —1,(j, 1)) (A-7)

1
Jj=1 i=1

=N

On the other hand, the sum of service times s is
Eq. (A- 8) when an interruption is not allowed and the order
of file transmission is the same as above.

5

j=1 i=1

¢j

(t; = 1a(j; 1)) (A-8)

Here, according to Eq. (A-:6), the transmission finish
time of each file when an interruption is allowed is later
than or the same as when an interruption is not allowed.
Therefore, the relation between é; and e; is expressed by
Eq. (A-9).

éi>e; (A-9)

According to Eq.(A-6), Eq.(A:-7), Eq.(A-8), and
Eq. (A-9), the relation between § and s can be expressed
as

§>s (A-10)

Therefore, the theoretical optimal value of the sum of
service latencies is only attainable when there is no interrup-
tion. If the transmitting periods of files except the transmit-
ting periods of files which finished transmission before #, in-
crease before ,,, then 37 @; — XL, X'y, @i j in Eq. (A-3)
increases. According to Eq. (A-7), this causes the sum of
service latencies in the whole system to grow.

The above indicates that we cannot expect the interrup-
tion enabling method to reduce the total transmission time
if file transmissions can be interrupted.

[End of Proof]

Appendix B: Proof of Local Optimal Solution

The algorithm described in Sect.5 should determine the
transmission order of files so that g, w, and w’ (Egs. (1), (2),
and (3), respectively) take minimum values. That is, the al-
gorithm should determine the file transmission order so that
the total service latency for the whole delivery system takes
a minimum value when the number of requests for each file
remains unchanged. We found the determination method;
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otherwise we must do a full-search [22] to determine that.
The method is as follows.

The g takes a minimum value when ®r(I,F,) =
Op(I, F,), for 1 < I < n. The w takes a minimum value
when ®7([,F) = ®p(I,F), for 1 < I < I, and the w’
takes a minimum value when @7 (I, F’) Op(l, F'), for
1 <1< 1[-1. The proof is as follows.

[Proof]

Label files in accordance with the descending order of

,1.e., filel, file2, - -, filem. Let the number of requests
for the files be ry, r, - - -, 1, and the total download times
for the files without 1nterrupti0n be di, dy, -, d,,, respec-
tively. If bandwidth b is constant and the remaining size of

fileiis fi, d; = 4.

[Step 1. When the number of files is 2]

Let the total service latency be s” when the files are trans-
mitted in order file 1, file2, and let it be s” when the files
are transmitted in order file 2, file 1.

s = dlrl + (dl + dz)}"z (A 11)
s = d2r2 + (d] + dz)}"l (A 12)
s’ =5 = dyri —diry 20 (’.' ;—11 > d_) (A-13)

Therefore, if the number of files is two, the total service
latency takes a minimum when the files are transmitted in
descending order in terms of =.

[Step 2. When the number of files is k + 1]

We assume that the total service latency takes a minimum
when the number of files is k and the files are transmitted in
descending order in terms of 7 2 (Assumption 1). Under this
assumption, label files in accordance with the descending
order of 7, i.e., file l, file2,---, filek.

Let the (k+1)—th file be file x, the number of requests
for the file be r,, and the total download period for all files
without interruption be d,.

B.1 When d—‘ d—‘ ( % is the largest value for all files)

Under this condition, the minimum total service latency
when file x is first transmitted, s’ is calculated by minimiz-
ing the sum of the service latency of the k files transmitted
after the first file is transmitted. Given Assumption 1 above,
the transmission order of files that results in the minimum
total service latency is that corresponding to the descending
order of ;,—‘;, ie., filex, filel, file2,---, filek.

s = dxrx+iri[dx+2dj\’
i=1 =

Next, we calculate the minimum total service latency,
s”, when file x is not transmitted first. Let the file that is
transmitted first be filea (1 < a < k). Under this condition,

(A-14)
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according to Assumption 1 and :; > d , file x is selected to
be transmitted next. The remalnlng files are transmitted in
the order file 1, file2, ---, filea—1, filea+ 1, filea + 2,

., filek.

S,,:dara+(dx+da)rx+a§_l ri(dx+dtl+ :i d/
P =1
+ E rl[d +Z ]

(A-15)

i=a+1

s =" = (dyr, — dra)+[Zdr, Zdra]>0

i=1

de ~d, d; “d, 0 T
Therefore, if Assumption 1 and = Tz 2‘ hold, the total
service latency takes a minimum when file x is transmitted
first and the order of the k remaining files transmitted after
the first file is file 1, file2, ---, filek, i.e., in descending
order corresponding to 2’

Therefore, if Assumption 1 and 7= > 7 hold, and the
number of files is k + 1, the total sch1ce latency takes a
minimum when the k + 1 files are transmitted in descending
order corresponding to 2—

( Ty _Ta Ti _Ta
.

>2(1<i< )) (A-16)

B.2 When :l— < 2—‘] (;,—‘] is the largest value for all files)
Under this condition, the minimum total service latency
when file 1 is transmitted first, s’, is calculated by mini-
mizing the sum of the service latency of the k files trans-
mitted after the first file is transmitted. Given Assumption
1 above, the transmission order of k£ + 1 files that results in
the minimum total service latency is that corresponding to
the descending order of %, i.e., file 1, file2, -, fileb—1,
file x, fileb, fileb+1,---, filek.

b-1 i b-1 k i
_ Zr,.zd,.+[dx+z]rx+zr,.[dx+zdj]
=1 j=1 i=1 i=b j=1
(A-17)
Next, we calculate the total service latency when file 1

is not transmitted first: s} when 7+ > ;;‘ > 2* and 57 when

:1] > :1‘ > ;“ Let the ﬁrst transmltted file be filea (1 <a<
k or leea is file x).

sl_dmzr,[mz ]
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a-1 i k i
+Zr, da+dx+Zdj + Z 7 dx+Zd,
i=b j=1 i=a+1 j=1
(A-19)
a a
s{—s' =5 -5 = Zdari—Zdlra >0
i=1 i=1
( % > ;—‘; (<is a)) (A-20)

Therefore, if Assumption 1 and 7 < 7= hold, the total
service latency takes a minimum when f lle 1 is transmitted
first and the k remaining files are transmitted corresponding
to the descending order of ﬁ

Therefore, if Assumptlon 1 and 7 < 2 hold, and the
number of files is k + 1, the total serv1ce latency takes a
minimum when the k + 1 files are transmitted in descending
order corresponding to -

B.3 Conclusion

As shown in Steps 2-1 and 2-2, if the total service latency
for transmitting k files takes a minimum when the files are
transmitted in descending order corresponding to 7, the to-
tal service latency for transmitting k + 1 files also takes a
minimum when the files are transmitted in descending order
corresponding to 7.

[Step 3. When there is any number of files]

As proved by mathematical induction in Steps 1 and 2, if
there is any number of files, the total service latency takes a
minimum when the files are transmitted in descending order
corresponding to 7

[End of Proof]
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