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Bitwise Operation-Based In-Network Processing for Loss
Tomography

Takahiro MATSUDA†a) and Tetsuya TAKINE†, Members

SUMMARY Network tomography is an inference technique for inter-
nal network characteristics such as link loss rate and link delay from end-to-
end measurements. In this paper, we consider network tomography for link
loss rates, which is referred to as loss tomography. We propose a loss to-
mography scheme with bitwise operation-based in-network processing. In-
termediate nodes generate coded packets by performing bitwise-operations
on received packets so as to embed information about paths along which
those packets have been transmitted. The coded packets are then forwarded
to downstream nodes. In this way, receiver nodes obtain information about
paths along which packets are transmitted successfully. Moreover, we show
a recursion to compute the likelihood function of path loss rates, which can
be utilized in estimating link loss rates from path loss information.
key words: network tomography, link loss rates, in-network processing,
likelihood function

1. Introduction

Network monitoring is an important technique for network
management in various network environments such as IP
networks, optical networks, and wireless sensor networks
[5], [6], [16], [17]. In this paper, we consider network to-
mography, which is an inference technique for internal net-
work characteristics such as link loss rates and link delays
through end-to-end measurements [6]. In particular, we fo-
cus on active loss tomography, i.e., network tomography
for link loss rates with active measurements, where source
nodes transmit probe packets in order to collect information
about end-to-end characteristics of the network.

In general, the difficulty in network tomography lies
in the fact that link states cannot be estimated uniquely from
the result of end-to-end measurements. In fact, if we assume
temporal and spatial independency of network characteris-
tics, the relationship between end-to-end measurements and
link states will be represented to be an ill-posed linear sys-
tem [6]. In order to solve such an identifiability problem,
several schemes have been proposed, taking account of cor-
relation in measured network characteristics [2], [3], [20]. In
[3], a single-source multicast transmission is applied to net-
works with tree topologies. As for networks with general
topologies, multiple single-source multicast trees are ap-
plied in [2] and the performance correlation among unicast
flows is used in [20].

Network coding [1] is a promising technique for net-
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work tomography in networks with general topologies [7]–
[9], [11], [16]. Network coding-based loss tomography
schemes correlate the performance of different paths by
sharing probe packets among the paths, while the multicast-
based schemes utilize a tree topology. In network coding,
intermediate nodes are allowed to encode several received
packets into coded packets before forwarding. Because
coding information in received packets implicitly contain
information about paths along which they are transmitted,
path loss rates may be obtained from received packets, from
which link loss rates will be estimated. Note also that net-
work coding has an additional advantage of improving band-
width usage because it can reduce the number of forwarded
packets in the network.

The study of loss tomography with network coding
was started in [11] and since then, several loss tomography
schemes have been studied. In [8], the effect of the number
of source/receiver nodes and their positions are discussed
and several algorithms to estimate link loss rates are pro-
posed. In these schemes, a factor graph [14] is formulated
from a network topology and established paths, and link loss
rates are estimated with inference algorithms such as Belief
Propagation. Related work can be found in [9], [16].

In tree topologies, linear network coding defined on
GF(2) (i.e., XOR operations) is enough to estimate link loss
rates. If a transmitted packet is encoded more than two times
on its paths, however, coding information of the packet is
canceled out. Therefore, in general directed acyclic net-
works, we have to use linear network coding defined on
GF(q) (q > 2) [7]. Note here that the increase of the field
size q improves the capability to identify paths which pack-
ets passed through. Also, the number of paths should in-
crease with the number of links in the network. Therefore,
q should be increased with the size of the network. In [11],
in order to determine an appropriate value of q, the monitor-
ing ambiguity is evaluated for random linear network coding
[12], where the monitoring ambiguity is said to exist if dif-
ferent path loss patterns yield the same coding information.

As discussed above, the problem of loss tomography
can be divided into two subproblems. One is the method for
collecting path loss information and the other is the infer-
ence technique for link loss rates from path loss information.
This paper is mainly concerned with the former problem.
More specifically, this paper proposes a method for collect-
ing path loss information by means of a bitwise operation-
based in-network processing. As we will see, our scheme
does not suffer from the monitoring ambiguity in terms of
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path loss patterns and it is applicable to any directed acyclic
networks. The scheme is no longer network coding because
coded packets received at receiver nodes are not decodable
and this is the reason why we call it in-network processing,
instead of network coding. Note here that in active network
tomography, the undecodability does not cause any prob-
lems because probe packets do not need to be decoded un-
less path loss information can be extracted from them. Fur-
thermore, we provide a recursion to compute the likelihood
function, which can be utilized in conducting the statistical
inference of link loss rates.

It is worth mentioning that in a situation that interme-
diate nodes are allowed to implement additional functional-
ities, we can achieve link loss monitoring without loss to-
mography: intermediate nodes themselves monitor link loss
rates by counting packet losses in their output buffers. In
fact, in TCP/IP-based networks, network internal character-
istics can be retrieved by end hosts via SNMP (Simple Net-
work Management Protocol) [4]. Although this approach is
a possible solution to monitor congestion related link loss
rates, it cannot monitor non-congestion related packet loss
such as packet erasure on wireless links. Further, in this
approach, we cannot monitor path loss rates and cannot an-
alyze the relationship between link loss rates and path loss
rates. One of advantages of loss tomography is that we can
monitor both pass loss rates and link loss rates due to con-
gestion and non-congestion related packet loss. In addition
to the advantage of loss tomography, the in-network pro-
cessing approach such as network coding-based schemes
and the proposed scheme can reduce the number of probe
packets injected into the network.

The remainder of this paper is organized as follows.
In Sect. 2, we explain the network model in this paper. In
Sect. 3, we explain our proposed loss tomography scheme.
In Sect. 4, we provide a recursion to compute the likelihood
function of path loss rates. In Sect. 5, we demonstrate how
to use the likelihood function in estimating link loss rates.
Finally, we conclude the paper in Sect. 6.

2. Network Model

Let G = (V,E) denote a directed acyclic network, whereV
and E ⊂ V × V denote the sets of nodes and links, respec-
tively. We define N = |V| and L = |E| as the numbers of
nodes and links, respectively, in the network. Let VS and
VR denote the sets of source and receiver nodes, respec-
tively, where source nodes generate probe packets and trans-
mit them into the network, and receiver nodes serve as the
destinations of those probe packets. We define NS = |VS|
and NR = |VR| as the numbers of source and receiver nodes,
respectively. We refer to other nodes in V \ {VS ∪ VR}
as intermediate nodes, which may encode received packets
and forward coded packets to their output links. Let P de-
note the set of all paths from nodes in VS to nodes in VR.
We define indegree(v) and outdegree(v) as the numbers of
input and output links, respectively, of node v ∈ V. Note
that indegree(s) = 0 for s ∈ VS and outdegree(r) = 0 for

Fig. 1 Network structure for loss tomography.

Fig. 2 Virtual source and receiver nodes.

r ∈ VR.
Figure 1 shows the network structure for the pro-

posed loss tomography scheme, where there are NS source
nodes and NR receiver nodes. Without loss of general-
ity, we assume that each source node has only one output
link and each receiver node has only one input link (i.e.,
outdegree(s) = 1 for s ∈ VS and indegree(r) = 1 for
r ∈ VR). If source (resp. receiver) nodes have multiple out-
put (resp. input) links, they are separated equivalently into
virtual source (resp. receiver) nodes with one output (resp.
input) link, as shown in Fig. 2.

We assume that packets injected into the network are
lost on each link independently and randomly. We define
α as a 1 × L vector whose ith (i = 1, 2 . . . , L) component
αi represents the probability that a packet transmitted on the
ith link ei is lost.

3. Simple Bitwise Operation for Loss Tomography

3.1 Monitoring Ambiguity [11]

Before the proposed scheme, we explain monitoring ambi-
guity with Fig. 3, where packets are transmitted with net-
work coding. In the figure, nodes S1 and S2 transmit packets
x1 and x2, respectively, and nodes R1 and R2 receive coded
packets y1 and y2, respectively. In the network, packets are
encoded at nodes C, D, and E. When using linear network
coding defined on GF(q) (q ≥ 2), if no packet loss occurs in
the network, the relationship between (y1 y2)� and (x1 x2)�
is given by
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Fig. 3 An example of network coding.

(
y1

y2

)
=

(
c1c4 + c3 c2c4

c1c5 c2c5 + c6

) (
x1

x2

)
.

Interested readers may refer to the literature [13], [15], [18]
for details of linear network coding.

In the equation, the matrix includes path information
which packets passed through. For example, the (1, 1) com-
ponent c1c4 + c3 of the matrix includes information of two
paths p1 = S1 → A → D → R1 and p2 = S1 → A →
C → D → R1. When a packet loss occurs on path p1

and no packet loss occurs on path p2, the (1, 1) compo-
nent is given by c1c4. When a packet loss occurs on path
p2 and no packet loss occurs on path p1, the (1, 1) compo-
nent is given by c3. When packet losses occur on both paths
p1 and p2, the (1, 1) component is given by 0. Therefore,
in order to identify paths which packets passed through,
four values {c1c4 + c3, c1c4, c3, 0} should be distinguishable.
When smaller q is used (e.g., q = 2), however, these values
are not distinguishable. This is called monitoring ambigu-
ity. The monitoring ambiguity increases with the number of
paths used for network tomography. The proposed scheme,
which is explained in the following sections, does not suffer
from the monitoring ambiguity. In linear network coding,
the monitoring ambiguity can be avoided with sufficiently
large q.

In this paper, we do not quantitatively evaluate the per-
formance of loss tomography because a contribution of the
paper is not to show advantages of the proposed scheme
against network coding, but to show a mechanism to avoid
the monitoring ambiguity problem. In fact, the proposed
scheme has the same performance with linear network cod-
ing with sufficiently large q.

3.2 Probe Packet Format

Let Pi, j (i = 1, 2, . . . ,NS, j = 1, 2, . . . ,NR, Pi, j ⊂ P) denote
sets of paths from the ith source node si to the jth receiver
node r j. Therefore, there are Npath =

∑NS

i=1

∑NR
j=1 |Pi, j| paths

in total, on which probe packets are transmitted.
In the proposed scheme, probe packet X is represented

with Npath bits. Let xi, j (i = 1, 2, . . . ,NS, j = 1, 2, . . . ,NR)
denote a 1×|Pi, j| vector whose kth (k = 1, 2, . . . , |Pi, j|) com-
ponent x(k)

i, j is defined as

x(k)
i, j =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, a packet is delivered successfully

on the kth path between si and r j,
0, otherwise.

With those, probe packet X is given by

X = (x1,1 x1,2 · · · x1,NR x2,1 · · · xNS,NR ).

If a packet is lost on an input link to node v ∈ V, we con-
sider that v receives packet X = (0 0 · · · 0) for simplicity in
description.

3.3 Description of Bitwise Operations

Let X(s)
m (m = 1, 2, . . ., s ∈ VS) denote the mth probe

packet generated at source node s. Let Y(v,k)
m (m = 1, 2, . . .,

v ∈ V \ {VS ∪ VR}, k = 1, 2, . . . , indegree(v)) denote the
mth probe packet received at the kth input link of intermedi-
ate node v. Intermediate node v first merges received pack-
ets Y(v,k)

m (k = 1, 2, . . . , indegree(v)) into the coded packet
and then forwards a bit-masked coded packet to each out-
put link. Note that intermediate nodes never encode probe
packets Y(v,k)

m and Y(v,k′)
m′ (m � m′) in different generations.

Let Y(r)
m (m = 1, 2, . . ., r ∈ VR) denote the mth packet re-

ceived at receiver node r. Finally, Y(r)
m (r = 1, 2, . . . ,NR) are

encoded into an aggregated packet Zm.

3.3.1 Node Operations

We first describe the format of a bitmask assigned to
each output link. We define bi, j (i = 1, 2, . . . ,NS, j =
1, 2, . . . ,NR) as a 1 × |Pi, j| vector:

bi, j = (b(1)
i, j b(2)

i, j · · · b
|Pi, j |
i, j ),

whose kth (k = 1, 2, . . . , |Pi, j|) component b(k)
i, j is given by

b(k)
i, j =

{
1, the output link is on the kth path in Pi, j,
0, otherwise.

The bitmask B is a 0-1 vector of Npath bits, which is defined
as

B = (b1,1 b1,2 · · · b1,NR b2,1 · · · bNS,NR ).

In what follows, B(s) (s ∈ VS) represents the bitmask as-
signed to the output link of source node s and B(v,l) (v ∈
V \ {VS ∪VR}, l = 1, 2, . . . , outdegree(v)) represents the lth
output link of intermediate node v.

Source node s (s ∈ VS) transmits probe packets Xm

(m = 1, 2, . . .), where Xm = B(s) for all m. As shown in
Fig. 4, this might be considered that source node s first gen-
erates X(s)

m = (1 1 · · · 1), and then forwards packet B(s)⊗X(s)
m

to its output link, where ⊗ stands for AND operation.
Intermediate node v (v ∈ V \ {VS ∪ VR}) generates

packets W(v,l)
m (m = 1, 2, . . ., l = 1, 2, . . . , outdegree(v)) by

bitwise operations of Y(v,k)
m (k = 1, 2, . . . , indegree(v)) and

B(v,l):

W(v,l)
m = B(v,l) ⊗

(
Y(v,1)

m ⊕ Y(v,2)
m ⊕ · · · ⊕ Y(v,indegree(v))

m

)
,
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Fig. 4 Node operations.

where ⊕ stands for OR operation. Node v forward W(v,l)
m

(m = 1, 2, . . ., l = 1, 2, . . . , outdegree(v)) to its lth output
link. We gather packets Y(r)

m (r ∈ VR) reached at receiver
nodes and obtain the aggregated packet Zm = Y(r1)

m ⊕ Y(r2)
m ⊕

· · · ⊕ Y
(rNR )
m .

Consider practical network environments that probe
packets asynchronously arrive at each intermediate node. In
such a situation, in in-network processing approaches such
as network coding-based schemes and the proposed scheme,
each intermediate node cannot definitely distinguish lost
packets and delayed packets. The forwarding timer [19]
is a simple scheme to solve this problem. Namely, when
the node receives a probe packet, it sets a forwarding timer
and waits for other probe packets to arrive. The node en-
codes probe packets before the timer expires, and forward
the coded packets to their output links. In this paper, we as-
sume that the forwarding timer is perfectly operated at each
intermediate node, and do not consider the forwarding timer
problem because it is beyond the scope of the paper.

3.3.2 Example

We consider an example of the proposed scheme with Fig. 3.
Let P = {pi | i = 1, 2, . . . , 6} denote the set of paths from the
source nodes to the receiver nodes, where

p1 = S1 → A→ D→ R1,
p2 = S1 → A→ C→ D→ R1,
p3 = S1 → A→ C→ E→ R2,
p4 = S2 → B→ C→ D→ R1,
p5 = S2 → B→ C→ E→ R2,
p6 = S2 → B→ E→ R2.

(1)

Table 1 shows bitmasks assigned to the output links.

Table 1 Bitmasks corresponding to the network topology in Fig. 3.

Link Bitmask Link Bitmask

(S1,A) B(S1) =(1 1 1 0 0 0) (B,E) B(B,2)=(0 0 0 0 0 1)
(S2,B) B(S2) =(0 0 0 1 1 1) (C,D) B(C,1)=(0 1 0 1 0 0)
(A,D) B(A,1)=(1 0 0 0 0 0) (C,E) B(C,2)=(0 0 1 0 1 0)
(A,C) B(A,2)=(0 1 1 0 0 0) (D,R1) B(D,1)=(1 1 0 1 0 0)
(B,C) B(B,1)=(0 0 0 1 1 0) (E,R2) B(E,1)=(0 0 1 0 1 1)

Suppose that a probe packet is lost on link (S1, A). In
this case, nodes R1 and R2 receive packets (0 0 0 1 0 0)
and (0 0 0 0 1 1), respectively. Therefore, we obtain the
aggregated packet (0 0 0 1 1 1), which indicates that packets
losses occur on paths p1, p2, and p3.

4. Computational Procedure for Likelihood Function

In standard statistical inference of link loss rates from path
loss information, likelihood function Pr(ω | α) plays a cen-
tral role, where ω = (ω1 ω2 · · · ωNpath ) denotes a realization
of an aggregated packet Zm and α denotes the vector of link
loss probabilities. Let T denote an Npath × L matrix whose
(i, j)th component Ti, j is given by

Ti, j =

{
1, link e j is included in path pi,
0, otherwise.

Note that the jth ( j = 1, 2, . . . , L) column of T is identical to
the transposed bitmask for the jth link e j.

If there exists a subset Elogical of E such that |Elogical| ≥ 2
and links in Elogical have the same bitmask, losses on links in
Elogical are not distinguishable from path loss information.
In fact, losses on any links in Elogical lead to simultaneous
losses on paths in P(Elogical), where P(Elogical) denotes a set
of paths including links in Elogical. We thus treat links in
Elogical as a single logical link and reconstruct the set E of
links and matrix T. In what follows, we assume that all
columns of T are different from each other.

4.1 Recursive formula for Pr(ω | α)

In this subsection, we provide a recursive procedure for
computing Pr(ω | α). For a given path loss information
ω ∈ {0, 1}Npath , we divide the set P of paths into two disjoint
subsets P0 and P \ P0 based on ω, where

P0 = {pi ∈ P; ωi = 0}. (2)

Similarly, for a given ω ∈ {0, 1}Npath , we divide the set E of
links into two disjoint subsets E0 and E0 = E \ E0, where
link e j is included in E0 iff a probe packet is transmitted
successfully on link e j. E0 can be obtained in the following
way.

We define f j ( j = 1, 2, . . . , L) as

f j = (ω1 ⊗ T1, j) ⊕ (ω2 ⊗ T2, j) ⊕ · · ·
⊕ (ωNpath ⊗ TNpath, j). (3)

By definition, ωi ⊗ Ti, j = 1 iff a probe packet on path pi

including link e j is transmitted successfully. Therefore f j =
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1 indicates that a probe packet is transmitted successfully on
link e j and f j = 0 indicates that all probe packets transmitted
on paths including e j are lost. We thus have

E0 = {e j ∈ E; f j = 0}. (4)

With P0 and E0, we can rewrite T to be

T =
( E0 E \ E0

P0 T(P0,E0) T0

P \ P0 O T1

)
.

Because a probe packet is lost on link e j ∈ Ewith prob-
ability α j, likelihood function Pr(ω | α) is given by

Pr(ω | α) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
L∏

j=1
e j∈E0

(1 − α j)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
· r(P0,E0), (5)

where r(P0,E0) denotes the conditional probability that
probe packets on all paths in P0 are lost given that those
packets are not lost on any links in E0[P0] = E[P0] \ E0,
where

E[P0] = {e j; ∃pi ∈ P0, pi includes link e j}.
Therefore, the computation of likelihood function Pr(ω | α)
is reduced to that of the conditional probability r(P0,E0),
whose computational procedure is discussed below.

For a given nonempty subset Psub of P, we choose link
e j in Esub arbitrarily and evaluate r(Psub,Esub) by condition-
ing two exclusive events that a probe packet is transmitted
successfully on link e j (with probability 1−αi) and that it is
lost in link e j (with probability αi). We then have

r(Psub,Esub) = (1 − α j)r(Psub,Esub(e j))

+ α jr(Psub(e j),Esub(e j)), (6)

where

Psub(e j) = Psub \ {pi; pi ∈ Psub, e j ∈ pi}, (7)

Esub(e j) = Esub \ {e j}. (8)

The first term on the right hand side of (6) represents the
case that the probe packet is transmitted successfully in link
e j and in this case, probe packets on all paths in Psub should
be lost due to packet losses on some links in Esub(e j). As
in Sect. 3.3.1, with coding operations at each intermediate
node, probe packets transmitted on link e j are shared by
paths including link e j. Therefore, the second term repre-
sents the case that the probe packet is lost in link e j, so that
the probe packets on all paths in Psub \ Psub(e j) are lost.

Associated with r(Psub(e j),Esub(e j)), we define E∗sub(e j)
as a maximum subset of Esub(e j) such that

∃ek ∈ E∗sub(e j) ⊂ Esub(e j)

⇒ ∃pi ∈ Psub(e j), pi includes link ek.

In other words, if there exists ek ∈ Esub(e j) \ E∗sub(e j), any
pi ∈ Psub(e j) do not include ek. Therefore the status of links

in Esub(e j) \ E∗sub(e j) does not affect r(Psub(e j),Esub(e j)), so
that

r(Psub(e j),Esub(e j)) = r(Psub(e j),E∗sub(e j)).

As a result, we have for Psub � ∅ and Esub � ∅,
r(Psub,Esub) = (1 − α j)r(Psub,Esub(e j))

+ α jr(Psub(e j),E∗sub(e j)), (9)

where the boundary conditions are given by

r(∅,Esub) = 1,

r(Psub, ∅) = 0, Psub � ∅.
Therefore, applying (9) recursively to r(P0,E0) and using
(5), we can evaluate likelihood function Pr(ω | α).

Even though the selection of e j in (9) does not affect the
final result, the computational cost depends on it. Generally
speaking, it would be efficient to make |Psub(e j)| small as
much as possible, which will be demonstrated below.

4.2 Example

Consider the example in Fig. 5, where T is a 6 × 10 matrix:

T =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10

p1 1 0 0 0 1 0 0 0 1 0
p2 1 0 1 0 0 0 1 0 1 0
p3 1 0 1 0 0 0 0 1 0 1
p4 0 1 0 1 0 0 1 0 1 0
p5 0 1 0 1 0 0 0 1 0 1
p6 0 1 0 0 0 1 0 0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

where paths are labeled as in (1). We assume ω =

(0 0 1 0 1 1), i.e., R1 does not receive the probe packet, while
R2 receives the probe packet indicating that probe packets
are transmitted successfully on all three paths p3, p5, and p6

to R2. We then have from (2)

P0 = {p1, p2, p4}. (10)

Applying (3) to the above (T,ω), we obtain

f j =

{
1, j = 1, 2, 3, 4, 6, 8, 10,
0, j = 5, 7, 9.

Fig. 5 An example of network tomography.
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Fig. 6 Weighted binary tree (ascending case).

We thus have from (4)

E0 = {e5, e7, e9}. (11)

It then follows from (5) that

Pr(ω | α) =

⎛⎜⎜⎜⎜⎜⎜⎝
∏

i∈{1,2,3,4,6,8,10}
(1 − αi)

⎞⎟⎟⎟⎟⎟⎟⎠ · r(P0,E0),

where P0 and E0 are given by (10) and (11), respectively.
In applying (9) to r(P0,E0) recursively, we have free-

dom of the order of links chosen from E0 = {e5, e7, e9}. In
what follows, we consider two cases: (i) links are chosen in
an ascending order of their indices, and (ii) links are chosen
in an descending order of their indices.

(i) Ascending order case: e5 → e7 → e9.
To understand the operation in (9) well, we introduce

a submatrix of T. Specifically, for a given nonempty sub-
set Psub of P and nonempty subset Esub of E, we define
T(Psub,Esub) as a |Psub| × |Esub| matrix whose (i, j)th com-
ponent Ti, j(Psub,Esub) is given by

Ti, j(Psub,Esub) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, link e j in Esub is included

in path pi ∈ Psub,
0, otherwise.

We then have

T(P0,E0) =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

e5 e7 e9

p1 1 0 1
p2 0 1 1
p4 0 1 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠. (12)

From (7), we have P0(e5) = {p2, p3}, which can be
identified readily from (12), i.e., only p1 includes e5, so that
we obtainP0(e5) by deleting p1 fromP0. On the other hand,
we have E0(e5) = {e7, e9}, and therefore

T(P0,E0(e5)) =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

e7 e9

p1 0 1
p2 1 1
p4 1 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠,

T(P0(e5),E0(e5)) =

( e7 e9

p2 1 1
p4 1 1

)
. (13)

It is easy to see from (13) that E∗0(e5) = E0(e5) because
T(P0(e5),E0(e5)) contains no columns whose components
are all equal to zero. As a result, we have

r(P0,E0) = (1 − α5)r({p1, p2, p4}, {e7, e9})
+ α5r({p2, p4}, {e7, e9}).

Next we apply (9) with e7 to r({p1, p2, p4}, {e7, e9}) and
r({p2, p4}, {e7, e9}), and obtain

r({p1, p2, p4}, {e7, e9}) = (1 − α7)r({p1, p2, p4}, {e9})
+α7r({p1}, {e9}),

r({p2, p4}, {e7, e9}) = (1 − α7)r({p2, p4}, {e9})
+ α7r(∅, {e9})

= (1 − α7)r({p2, p4}, {e9}) + α7.

We repeat such a procedure recursively until the val-
ues of all r(.) on the right hand side are determined. See
Fig. 6, where the recursive operation with (9) is repre-
sented in a form of a weighted binary tree. By travers-
ing the tree from the root to leaves, we obtain r(P0,E0) =
r({p1, p2, p4}, {e5, e7, e9}) to be

r(P0,E0) = (1 − α5)(1 − α7)α9 + (1 − α5)α7α9

+ α5(1 − α7)α9 + α5α7

= α9 + α5α7(1 − α9) (14)

It is now clear that the depth of the weighted binary tree
representing the recursive operation in (9) is equal to |E0| at
most. We also notice that the recursive operation will be
terminated if r(∅,Esub) appears. In other others, the compu-
tational cost of (9) is proportional to the number of leaves in
the weighted binary tree, and the reduction of the number of
leaves is beneficial. This suggests that we may select e j in
(9) in such a way that |Psub(e j)| is minimized. In the current
example, this strategy corresponds to the selection of links
in a descending order of their indices.

(ii) Descending order case: e9 → e7 → e5.
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Fig. 7 Weighted binary tree (descending case).

From (12), we observe that the selection of e9 seems to
be most effective. In fact, applying (9) with e9 to r(P0,E0)
yields

r(P0,E0) = (1 − α9)r({p1, p2, p4}, {e5, e7})
+ α9r(∅, {e5, e7})

= (1 − α9)r({p1, p2, p4}, {e5, e7}) + α9.

Next, we apply (9) to r({p1, p2, p4}, {e5, e7}). Note here that

T({p1, p2, p4}, {e5, e7}) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝

e5 e7

p1 1 0
p2 0 1
p4 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠,
and therefore we choose e7, We then perform the procedure
in (9) recursively, and finally obtain the weighted binary
tree shown in Fig. 7. By traversing the tree from the root
to leaves, we recover r(P0,E0) given in (14). Comparing
Fig. 7 with Fig. 6, we confirm that the computational cost
in the descending case is smaller that that in the ascending
case.

5. Loss Tomography Examples

In this section, we show how the result in this paper is uti-
lized in the loss tomography. For this purpose, we consider
two loss tomography examples: Maximum likelihood esti-
mation (MLE) [7], [8] and sequential loss tomography based
on MAP (Maximum a Posteriori) estimation [10], both of
which require the evaluation of likelihood function. MLE
is suitable for networks with stationary link loss rates, while
sequential loss tomography is suitable for networks with dy-
namic link loss rates. In this paper, we do not discuss numer-
ical results obtained from these examples, because the pro-
posed scheme can achieve the same performance with net-
work coding-based schemes defined on a sufficiently large
finite field, and network coding-based schemes have been
evaluated so far. Interested reader may refer to the literature
such as [8], where network coding-based loss tomography
schemes are evaluated quantitatively.

5.1 Maximum Likelihood Estimation

We define Z = {Zm | m = 1, 2, . . . ,Npkt} as the set of Npkt

aggregated packets and n(Z,ω) (ω ∈ Ω) as the number of
components in Z equal to ω, where Ω = {0, 1}Npath . Given
Z, log-likelihood function L(α) is obtained by

L(α) = log Pr(Z | α)

= log
∏
ω∈Ω

Pr(ω | α)n(Z,ω)

=
∑
ω∈Ω

n(Z,ω) log Pr(ω | α).

In the maximum likelihood estimation, link loss rates are
estimated by

α̂ = arg max
α
L(α). (15)

In solving (15), we have to evaluate Pr(ω | α). At this stage,
we can utilize the procedure in Sect. 4.

5.2 Sequential Loss Tomography

Figure 8 shows the structure of the sequential loss tomog-
raphy scheme. Each source node successively generates
probe packets and injects them into the network. Link
loss rates are estimated with every Npkt aggregated pack-
ets. We refer to a period that each set of Npkt aggre-
gated packets are collected as a cycle. We define Zm =

{Z(m−1)Npkt+1, Z(m−1)Npkt+2, . . . , ZmNpkt} as the set of aggre-
gated packets collected within the m-th cycle.

Let α̂(m) = (α̂(m)
1 α̂(m)

2 · · · α̂(m)
L ) denote the vector

of link loss rates estimated after the m-th cycle. The se-
quential loss tomography is based on a MAP estimation,
where α̂(m) is obtained by Zm and the prior distribution of
α. Given {Zk; k = 1, 2, . . . ,m}, the posterior distribution
Pr(α | {Zk; k = 1, 2, . . . ,m}) is given by

Pr(α | {Zk; k = 1, 2, . . . ,m})
= Pr(α | Zm, {Zk; k = 1, 2, . . . ,m − 1})
∝ Pr(Zm | α, {Zk; k = 1, 2, . . . ,m − 1})

· Pr(α | {Zk; k = 1, 2, . . . ,m − 1})
= Pr(Zm | α) Pr(α | {Zk; k = 1, 2, . . . ,m − 1}).

In MAP estimation, α̂(m) is obtained by solving the follow-
ing optimization problem:
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Fig. 8 Sequential loss tomography.

α̂(m) = arg max
α

[
log Pr(α | {Zk; k = 1, 2, . . . ,m})

]

= arg max
α

[
Lm(α)

+Hm(α; {Zk; k = 1, 2, . . . ,m − 1})
]
, (16)

where Lm(α) denotes a log-likelihood function of α,

Lm(α) = log Pr(Zm | α),

and Hm(α; {Zk; k = 1, 2, . . . ,m − 1}) denotes a log-prior
function of α given by

Hm(α; {Zk; k = 1, 2, . . . ,m − 1})
= log Pr(α | {Zk; k = 1, 2, . . . ,m − 1}).

Therefore, in solving (16), we have to evaluate likelihood
function Pr(Zm | α), which can be done with the procedure
in Sect. 4.

On the other hand, to evaluate Hm(α; {Zk; k =

1, 2, . . . ,m − 1}) (m = 1, 2, . . .), we may follow an
EWMA (Exponentially Weighted Moving Average) ap-
proach for binomial distributions, which is given in [10].
For completeness, we outline it in Appendix.

6. Conclusion

In this paper, we proposed the bitwise operation-based in-
network processing for loss tomography. The proposed
scheme is very simple and does not suffer from the moni-
toring ambiguity, which is inherent in network tomography
with network coding. We also provided a recursion to com-
pute the likelihood function, which is required in conducting
standard statistical inference of link loss rates from path loss
information.

Future work includes a study on the way of establishing
measurement paths in a given network. In general, the ac-
curacy of statistical inference depends on the formation of
measurement paths, because it directly affects the amount
of information about link loss events, which we can extract
from path loss information.
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Appendix: Evaluation of Log-Prior FunctionHm

Let B(α; a, b) denote a beta function with parameter a and
b:

B(α; a, b) =
Γ(a + b)
Γ(a)Γ(b)

(1 − α)aαb,

where Γ(·) denotes the gamma function. According to the
approach in [10, Sect. 6.6.2], Hm(α; {Zk; k = 1, 2, . . . ,m −
1}) (m = 1, 2, . . .) is given by

Hm(α; {Zk; k = 1, 2, . . . ,m − 1})

=

L∑
i=1

log B(αi; a(m)
i , b

(m)
i ).

Note that parameters a(m)
i and b(m)

i (m = 1, 2, . . .) are given
by

a(1)
i = q(1)

i ,

a(m)
i = γa(m−1)

i + q(m)
i , m = 2, 3, . . . , (A· 1)

b(1)
i = Npkt − q(1)

i ,

b(m)
i = γb(m−1)

i + Npkt − q(m)
i , m = 2, 3, . . . , (A· 2)

respectively, where q(m)
i (i = 1, 2, . . . , L, m = 1, 2, . . .) de-

notes the number of packets transmitted successfully on link
ei in the mth cycle and γ (0 < γ ≤ 1) denotes the weight in
EWMA. The detailed derivation of Eqs. (A· 1) and (A· 2) is
explained in [10, Sect. 6.6.2].

Because q(m)
i cannot be observed, Eqs. (A· 1) and (A· 2)

are not applicable directly. We may approximate q(m)
i by

Npkt(1 − α̂i
(m−1)). As a result, a(m)

i and b(m)
i are updated as

follows:

a(m)
i = γa(m−1)

i + Npkt(1 − α̂(m−1)
i ),

b(m)
i = γb(m−1)

i + Npktα̂
(m−1)
i .
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