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PAPER

Efficient Supergraph Search Using Graph Coding

Shun IMAI†, Nonmember and Akihiro INOKUCHI†a), Member

SUMMARY This paper proposes a method for searching for graphs in
the database which are contained as subgraphs by a given query. In the
proposed method, the search index does not require any knowledge of the
query set or the frequent subgraph patterns. In conventional techniques,
enumerating and selecting frequent subgraph patterns is computationally
expensive, and the distribution of the query set must be known in advance.
Subsequent changes to the query set require the frequent patterns to be
selected again and the index to be reconstructed. The proposed method
overcomes these difficulties through graph coding, using a tree structured
index that contains infrequent subgraph patterns in the shallow part of the
tree. By traversing this code tree, we are able to rapidly determine whether
multiple graphs in the database contain subgraphs that match the query,
producing a powerful pruning or filtering effect. Furthermore, the filtering
and verification steps of the graph search can be conducted concurrently,
rather than requiring separate algorithms. As the proposed method does not
require the frequent subgraph patterns and the query set, it is significantly
faster than previous techniques; this independence from the query set also
means that there is no need to reconstruct the search index when the query
set changes. A series of experiments using a real-world dataset demonstrate
the efficiency of the proposed method, achieving a search speed several
orders of magnitude faster than the previous best.
key words: supergraph search, indexing, graph coding, canonical form,
subgraph isomorphism

1. Introduction

Graph searches are a fundamental component in ap-
plications such as chemo-informatics [19], [26], bio-
informatics [1], computer-aided design [14], computer vi-
sion [16], [18], pattern recognition, XML, social networks,
World Wide Web, and software analysis. For a database
consisting of the set of graphs G = {g1, g2, · · · , gn} and a
given query q, there are two types of graph searches depend-
ing on the desired output:

• Subgraph search: {gi ∈ G | q ⊆ gi} [3], [7], [8], [11],
[17], [22], [24]

• Supergraph search: {gi ∈ G | gi ⊆ q} [4], [13], [21],
[23], [25].

where p ⊆ g indicates that p is a subgraph of g. In this
paper, we focus on supergraph searches.

A labeled graph is represented by g = (V, E, L, �),
where V is a set of vertices, E ⊆ V ×V is a set of edges, L is
a set of labels, and � : V ∪ E → L is a function that assigns
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a label to each vertex or edge in the graph. Additionally, the
sets of vertices and edges in graph g are represented by V(g)
and E(g), respectively. We denote the degree of a vertex v
in a graph g as d(g, v).

Definition 1 (Subgraph): Given two graphs g = (V, E, L, �)
and g′ = (V ′, E′, L′, �′), g′ is called a subgraph of g if there
exists an injective function (one-to-one mapping) φ : V ′ →
V that satisfies the following three conditions ∀v, v1, v2 ∈ V ′:

(1) �′(v) = �(φ(v)).
(2-1) (φ(v1), φ(v2)) ∈ E, if (v1, v2) ∈ E′.
(2-2) �′((v1, v2)) = �((φ(v1), φ(v2))).

The subgraph isomorphism problem is the NP-complete
problem of finding mappings between g and g′. The setΦ of
all possible permutations of integers 1, 2, · · · , |V | may con-
tain many mappings that satisfy the conditions. g is called
a supergraph of g′ when g′ ⊆ g. Additionally, a subgraph
g′ of g is an induced subgraph if and only if two vertices in
V(g′) are adjacent in g′ and are also adjacent in g. When a
graph is isomorphic to itself, this is referred to as an auto-
morphism. In this paper, we deal with connected undirected
graphs, although the proposed method can be extended to
unconnected graphs or directed graphs.

Given a graph p, the support σ(p,G) for p is defined as

σ(p,G) = |{i | gi ∈ G, p ⊆ gi}|.
Furthermore, given a certain threshold σ′, the graph p that
satisfies σ(p,G) ≥ σ′ is referred to as a frequent subgraph
pattern [9]. In this paper, the set of all frequent subgraph
patterns enumerated from G is written as F = {p | p ⊆
gi, gi ∈ G, σ(p,G) ≥ σ′}.

A supergraph search attempts to identify graphs in G
satisfying gi ⊆ q for a given query q. As the subgraph
isomorphism problem is NP-complete [5], [6], solving it for
each graph in G and q is very inefficient. Therefore, in con-
ventional method, the following properties are often used:

• For a graph p � q, gi cannot be a subgraph of q if
p ⊆ gi.

• When the number of vertices in p is smaller than the
number of vertices in gi ∈ G, it is quicker to determine
whether p ⊆ q than whether gi ⊆ q.

Therefore, for P = {p | p � q} ⊆ F, if we first seek

G′ = G −
⋃

p∈P

{g | g ∈ G, p ⊆ g}
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Fig. 1 Example of supergraph search.

and then solve the subgraph isomorphism problem for each
graph of G′ and q, the search can be accelerated. The pro-
cess in which ∪p∈P{g | g ∈ G, p ⊆ g} is removed from
G is known as filtering. Furthermore, solving the sub-
graph isomorphism problem for each graph in G′ and q is
known as verification. Various methods have been devel-
oped for choosing patterns from F to filter as many graphs
in G as possible. Representative methods for this problem
are the LW-index [21], PrefIndex [25], GPTree [23], and IG-
Query [4].

Figure 1 (a) shows four graphs in a database, and two
patterns chosen from F (see Fig. 1 (b)) are contained in an
index. The index has information that p1 ⊂ g1, p1 ⊂
g2, p2 ⊂ g2, and p2 ⊂ g3. Given the query shown in
Fig. 1 (c), conventional supergraph search techniques first
check whether p1 ⊆ q and p2 ⊆ q, and then obtain G′ =
{g1, g4} in the filtering phase. In the verification phase, they
solve whether g1 ⊆ q and g4 ⊆ q.

2. Issues with Conventional Methods

In this section, we identify the drawbacks of conventional
methods and the characteristics of the proposed method.

• When using the LW-index, choosing an optimal sub-
set of frequent subgraph patterns from F to be used in
an index requires O(k|F||Q||G|) operations, where k is
the number of patterns chosen from F and Q is a set
of queries. An improved method can select a subop-
timal solution in O(k|F||G|). However, the computa-
tion time depends on |F|. In addition, algorithms for
enumerating frequent subgraph patterns are extremely
time-consuming.

• For a query q, some frequent subgraph patterns p are
considered to be suitable for filtering graphs that are
not included in q. However, when p appears frequently
in G, there is a high probability that p will also appear
frequently in Q. Thus, it is not necessarily true that fre-
quent subgraphs are suitable for filtering as mentioned
in the article [27]. In fact, some infrequent subgraphs
may be better suited to filtering.

• Under the assumption that the distribution of Q is
known in advance of constructing an index, many con-
ventional methods choose some frequent subgraph pat-
terns that are considered suitable for indexing. For this
reason, they cannot be applied when Q is not known
in advance. Moreover, when the distribution of Q

changes, it is necessary to choose the patterns again
and construct another index.

• There may be many mappings between a graph gi in
the database and a pattern p that is a subgraph of gi. As
the index stores all of the mappings between gi and p,
the index size can become very huge.

To overcome these drawbacks, we propose a method
that does not require F and Q when constructing an index,
but achieves a few orders of magnitude faster than the LW-
index. The characteristics of the proposed method are as
follows.

• F and Q are not required, and the computation time
required to construct the index is O(|G|).

• The proposed index has a tree structure, and there are
infrequent subgraph patterns in the shallow part of the
tree, which is similar to feature-based index [17].

• As Q is not required when constructing the index, there
is no need to reconstruct the index if the distribution
of Q changes. Furthermore, even if some graphs are
added to, deleted from, or updated in G, the index can
be changed simply.

• As it does not store any mappings between graphs in
the databases and patterns in the index, our index is
very compact.

• The filtering and verification are computed in the same
algorithm rather than through individual, specific algo-
rithms.

• Searching is a few orders of magnitude faster than the
current fastest LW-index.

The remainder of this paper is organized as follows.
In Sect. 3.1, we define some graphs codes to represent la-
beled graphs. In Sect. 3.2, we propose an index called a
code tree to store graphs in a database and discuss the inser-
tion, deletion, and update of database elements. In Sect. 3.3,
we propose a method of searching for graphs that are sub-
graphs of the given query by traversing the code tree. In
Sect. 3.4, we explain some methods for optimizing our pro-
posed graph search method. In Sect. 4, we verify the com-
putational efficiency of the proposed method and compare it
with the conventional method in terms of computation time
using a real-world dataset. Finally, we conclude this paper
in Sect. 5.

3. Proposed Method

3.1 Graph Representation

We define three types of graph code. These codes are used
in frequent subgraph mining algorithms such as AcGM [10]
and gSpan [20].

Given a graph g = (V, E, L, �), the vertices in V
are assigned ID numbers from 1 to |V | and denoted as
v1, v2, · · · , v|V |. g is represented by an adjacency matrix.
If (vi, v j) ∈ E, then the (i, j)-th element of the matrix is
�((vi, v j)); in all other cases, this is zero.
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Definition 2 (AcGM code): IDs from 1 to |V | are assigned
to vertices in V such that a subgraph induced by vertices
v1, v2, · · · , vi (1 ≤ i ≤ |V |) must be connected. By laying
out elements in the upper triangular portion of the adjacency
matrix for the graph g, as shown in Fig. 2, the AcGM code
of the graph g is defined as

code(g, 〈v1, v2, · · · , v|V |〉) = c1c2 · · · c|V |, (1)

where

ci = �(vi)x1,i x2,i · · · xi−2,i xi−1,i.

We call ci a code fragment, and say that c1c2 . . . ci is a
prefix of Eq. (1). Furthermore, when a prefix of code α is
β, we write β ⊆ α. If a prefix of the code of graph g is the
same as the code of graph g′, g′ is an induced subgraph of g.
There are several codes representing an isomorphic graph g.
We denote a set of codes for g as Ω(g).

Definition 3 (AcGM code order): Given the AcGM codes
α = a1a2 · · · ak and β = b1b2 · · · bh, β ≺ α if and only if
either of the following statements is true.

• There is some t that satisfies 1 ≤ t ≤ min(k, h), and
aq = bq and bt ≺e at in relation to q < t.

• β ⊆ α.

Here, ≺e represents the lexicographic order between the
code fragments.

Example 1: The graphs shown in Fig. 3 (b), (c), and (d)
have different vertex ID assignments for the vertices shown
in Fig. 3 (a). The codes for the graphs are as shown below.

α = X Xa Xab X0bc X0d00

β = X Xd X0b X0aa X0dc0

γ = X Xa Xba X00d Xc0b0

According to the definition of the code order, α ≺ γ ≺ β.

Fig. 2 Adjacency matrix of a graph.

Fig. 3 Isomorphic graphs with different ways of assigning the vertex ID.

Lemma 1: If the AcGM codes α = a1a2 · · · ak and β =
b1b2 · · · bh are such that ai = �i x1,i · · · xi−1,i and bi =

�′i x′1,i · · · x′i−1,i satisfy the following conditions for all i ≤ k,
the graph represented by α is a subgraph of the graph repre-
sented by β.

(1) �i = �′i .
(2) x j,i = x′j,i or x j,i = 0 for all j < i.

Proof 1: Let g and g′ be the graphs expressed by α and β,
respectively. �i = �′i suggests that the label of vertex vi in
g is the same as that of vertex v′i in g′, which satisfies Def-
inition 1(1) for a function φ where φ(i) = i. In addition,
x j,i = x′j,i or x j,i = 0 suggests that there is an edge between
v′i and v′j when there is an edge between vi and v j, which
satisfies Definition 1(2-1) for the function φ. Furthermore,
x j,i = x′j,i also suggests that the label of edge (i, j) in g is the
same as the label of edge (i, j) in g′, which satisfies Defini-
tion 1(2-2). Therefore, Lemma 1 has been proved because
the injection where φ(i) = i exists between g and g′.

In this paper, we extend the AcGM code to a code
with vertex degrees for the following reason. For (v1, v2) ∈
V(g1) × V(g2), if d(g1, v1) > d(g2, v2), an injective function
φ that maps v1 to v2 is not a mapping for g1 ⊆ g2. Thus,
the degrees of the vertices provide important information
for checking whether g1 ⊆ g2.

Definition 4 (extended AcGM code): IDs from 1 to |V | are
assigned to vertices according to Definition 2. We denote
the connected subgraph induced by vertices v1, v2, · · · , vi as
gi. By laying out elements in the upper triangular portion of
the adjacency matrix for the graph g, the extended AcGM
code (exAcGM code) of the graph g is defined as

code(g, 〈v1, v2, · · · , v|V |〉) = c1c2 · · · c|V |,
where

ci = �(vi)d(gi, vi)d(g, vi)x1,i x2,i · · · xi−2,i xi−1,i.

For example, the exAcGM code for the graph in Fig. 3 (b) is
given as X02 X14a X23ab X220bc X110d00.

Lemma 2: If the exAcGM codes α = a1a2 · · · ak and β =
b1b2 · · · bh are such that ai = �idi1di2x1,i · · · xi−1,i and bi =

�′i d
′
i1d′i2x′1,i · · · x′i−1,i satisfy the following conditions for all

i ≤ k, the graph represented by α is a subgraph of the graph
represented by β.

(1) �i = �′i .
(2) x j,i = x′j,i or x j,i = 0 for all j < i.
(3) di1 ≤ d′i1 and di2 ≤ d′i2.

Proof 2: This can be proved in the same way as Lemma 1.

We now define the depth-first search (DFS) code used
in gSpan [20].

Definition 5 (DFS code): Given a graph g, a depth-first
search of g is performed from a certain vertex in g. The
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depth-first discovery of the vertices and edges forms lexi-
cographic orders. We use subscripts to label these orders
according to their discovery times. When i < j, vi was dis-
covered before v j. Similarly, a < b means that ea = (v, u)
was discovered before eb = (v′, u′). The DFS code for graph
g is defined as

code(g, 〈e1, e2, · · · , e|E|〉) = c1c2 · · · c|E|,
where ci has information on edge (v, u) with two ver-
tices v and u, and is defined as the 5-tuple ci =

(v, u, �(v), �(u), �((v, u))).

The prefix of the DFS code, the relationship ⊆, and the
total-order relationship among the codes are defined in the
same way as for the AcGM code. It’s detailed definition of
the DFS lexicographic order is given in [20].

Example 2: The depth-first search assigns vertex IDs to
vertices in the graphs as shown in Fig. 3 (b), (c), and (d).
The DFS codes for these graphs are presented in Table 1.
According to the definition of the code order, γ ≺ α ≺ β.
Lemma 3: If a DFS code α is a prefix of another DFS code
β generated by traversing subsets of V(g) and E(g) in a graph
g, the graph represented by α is a subgraph of the graph
represented by β.

Proof 3: Let the DFS codes α and β be α = c1c2 · · · ck and
β = c′1c′2 · · · c′h, where

ci = (vi, ui, �(vi), �(ui), �((vi, ui))) and

c′i = (v′i , u
′
i , �
′(v′i), �

′(u′i), �
′((v′i , u

′
i))).

If α is a prefix of β, ci = c′i holds for all i ≤ k. Therefore,
�(vi) = �′(vi), �(ui) = �′(ui), and �((vi, ui)) = �′((vi, ui)),
which satisfies Definitions 1(1), (2-1), and (2-2) for a func-
tion φ where φ(i) = i. Therefore, Lemma 3 has been proved
because the injection where φ(i) = i exists between g and g′.

When g ∈ G is a subgraph of a query q, there must be
at least one code for q that satisfies one of the above lem-
mas with respect to the code for g. Conversely, if there are
no codes of q that satisfy the lemmas with the code for g,
q is not a subgraph of g. Therefore, given a query q, we
can consider a method for generating various codes of q and
searching for graphs in G that satisfy one of the lemmas with
respect to the code of q. However, as multiple codes are
generated for q for each graph in the database, this straight-
forward method is very inefficient. Therefore, in the next
subsection, we propose a code tree to share the subgraph

Table 1 DFS codes for graphs in Fig. 3.

α β γ
ci (Fig. 3 (b)) (Fig. 3 (c)) (Fig. 3 (d))

c1 (1, 2, X, X, a) (1, 2, X, X, d) (1, 2, X, X, a)
c2 (2, 3, X, X, b) (2, 3, X, X, b) (2, 3, X, X, a)
c3 (3, 1, X, X, a) (3, 4, X, X, a) (3, 1, X, X, b)
c4 (3, 4, X, X, c) (4, 2, X, X, a) (3, 4, X, X, d)
c5 (4, 2, X, X, b) (3, 5, X, X, c) (3, 5, X, X, b)
c6 (2, 5, X, X, d) (5, 2, X, X, b) (5, 1, X, X, c)

isomorphic calculation between prefixes of multiple graphs
in G and q and reduce the total computation time.

3.2 Indexing the Graph Database

Definition 6 (code tree): We define the code tree T as
(�,N, B), where � ∈ N is the root node, N is a set of nodes,
and B is a set of branches. In addition, each node has a code
fragment and a set of graph IDs, and we denote a concatena-
tion of code fragments on the path from the root to the node
n as s(n). When a code for gi ∈ G is identical to s(n), i is
included in the set of IDs for the node n.

We denote the code fragments and ID sets of node n as
f r(n) and ID(n), respectively. We assume that f r(�) = null
and ID(�) = ∅. An example of a code tree is presented
below.

Example 3: The database G = {g1, g2, g3, g4} consists of
the four graphs shown in Fig. 4. We can generate various
codes from one of the graphs, but when one of the codes is
generated from each graph in G, the respective AcGM codes
are

code(g1, 〈v1, v2, v3, v4〉)= X Xa X0a Xaaa,

code(g2, 〈v1, v2, v3, v4〉)= X Xa Xaa Xa00,

code(g3, 〈v1, v2, v3〉) = X Xa X0a, and

code(g4, 〈v1, v2, v3, v4〉)= X Xa Xa0 X0aa.

The code tree T1 for these graphs is shown on the right side
of Fig. 4. Node n5 has the code fragment Xaaa and the graph
ID set ID(n) = {1}. If we concatenate the code fragments
on each node from the root node � = n1 to node n5, we
obtain X Xa X0a Xaaa, and the graph represented by the
concatenation is g1. Not only the code for g1, all of the
above four codes are represented by certain paths from the
root node to other nodes whose IDs are not empty in T1. The
number of graph IDs included in all nodes of the code tree
is equal to the number of graphs in the database.

Algorithm 1 shows the pseudocode for constructing a
code tree for a given database G. Algorithm 1 is applicable
to either AcGM, exAcGM, or DFS code without requiring
any changes. Line 1 of Algorithm 1 initializes the code tree
consisting of only root node. In Line 3, an arbitrary code

Fig. 4 Code tree example.
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Algorithm 1: index
Data: a set of graphs G
Result: an index tree T

1 T ← (�, {�}, ∅);
2 for gi ∈ G do
3 c1c2 · · · ck ← getCode(gi);
4 addPathToTree(c1c2 · · · ck,�,T, i);
5 return T ;

Algorithm 2: addPathToTree
Data: code c1c2 · · · ch, an index tree T , the current node n, the

graph ID id
1 if c1c2 · · · ch = null then
2 n← ( f r(n), ID(n) ∪ {id});
3 return ;

4 for m ∈ children(n) do
5 if f r(m) = c1 then
6 addPathToTree(c2c3 · · · ch,m,T, id);
7 return ;

8 m← createNode(c1);
9 T ← (�,V(T ) ∪ {m}, E(T ) ∪ {(n,m)});

10 addPathToTree(c2 · · · ch,m,T, id);

is generated for each graph in G. The code is added to the
tree such that the code becomes s(n) for a certain node n us-
ing Algorithm 2. On Lines 1–3 of Algorithm 2, if the code
is blank, the ID of gi is added to the ID list for the current
node n. Otherwise, the fragment for each child node of n is
compared to c1; if they match, we move to this child node
in Line 6. Conversely, if there is no node whose fragment
matches c1, a new node is created as a child of n with frag-
ment c1 in Line 8 and added to the code tree in Line 9. To
construct the code tree, Algorithm 1 does not require the set
of all frequent subgraph patterns F enumerated from G or
the set of queries Q. This is one of the characteristics of
the proposed method, and it is different from conventional
methods such as PrefIndex and LW-index. Therefore, it is
not necessary to reconstruct the index, even if the distribu-
tion of Q changes,

Conventional supergraph search methods store all pos-
sible mappings between graphs in the database and pat-
terns in their indices. For example, a pattern represented by
node n3 corresponds to four pairs of vertices (v1, v2), (v2, v1),
(v2, v3), and (v3, v2) in g3, ten pairs for g1, eight pairs for g2,
and eight pairs for g4. Using conventional methods, all of
their mappings would be stored in the indices. In addition,
because the patterns in the indices are frequent subgraph
patterns in G, the memory space of the indices increases
exponentially with the number of vertices in the graphs of
the database. Conversely, the code tree does not store any
mappings between graphs in the database and patterns rep-
resented by concatenated fragments.

Lemma 4: When graphs in the database are expressed in
the AcGM or exACGM code, the memory space and num-
ber of nodes in the code tree are at most O(Σn

i=1|V(gi)|2) and

O(Σn
i=1|V(gi)|), respectively.

Proof 4: The memory space required to express a graph in
the AcGM or exAcGM code is proportional to the size of
the adjacency matrix for that graph. In addition, the mem-
ory space required by the adjacency matrix is proportional to
the square of the number of vertices in the graph. Therefore,
for the database D including n graphs, the memory space is
at most O(Σn

i=1|V(gi)|2). When adding a new graph g to a
code tree, if there are no nodes n for which s(n) is identical
to the code of the graph, the number of nodes in the code
tree increases by |V(g)|, because the number of nodes added
is the same as the number of vertices in g. Therefore, the
number of nodes in the code tree for the database D includ-
ing n graphs is at most O(Σn

i=1|V(gi)|). Therefore, Lemma 4
has been proved.

Lemma 5: When graphs in the database are expressed in
the DFS code, the size and number of nodes in the code tree
are at most O(Σn

i=1|E(gi)|).
Proof 5: A graph with m edges is expressed in the DFS
code with m 5-tuples. Therefore, for the database D in-
cluding n graphs, the required memory space is at most
O(Σn

i=1|E(gi)|). When adding a new graph to a code tree,
if there are no nodes n for which s(n) is identical to the code
of the graph, the number of nodes in the code tree increases
by |E(g)|, because the number of nodes added is the same as
the number of edges in g. Therefore, the number of nodes
in the code tree for the database D including n graphs is at
most O(Σn

i=1|E(gi)|). Therefore, Lemma 5 has been proved.

Therefore, the size of the code tree becomes compact com-
pared with storing all mappings between graphs in the
database and patterns in the index. The complexity of con-
structing the code tree is O(Σn

i=1|E(gi)|), because an arbitrary
code for each graph g is generated in O(|E(g)|). When the
average number of edges in the database is E, its computa-
tional complexity is O(E|G|).

Next, we discuss the insertion, deletion, and update of
database elements. When the graph gn+1 is inserted in G,
there is no need to reconstruct the existing index, and only
the loop statement of Algorithm 1 is executed. When delet-
ing graph gi from G, i is excluded from the ID list for node
n including i. Finally, when updating gi in G, after delet-
ing gi, the updated graph gi is inserted. With this proposed
method, it is not necessary to enumerate frequent subgraph
patterns in G when inserting, deleting, or updating graphs
in the database. Conversely, with conventional methods
such as LW-index that use frequent patterns, when the graph
database G becomes G′ following insertion, deletion, and/or
update operations, the frequent subgraph patterns enumer-
ated from G may be very different to those enumerated from
G′. In this case, it is necessary to reconstruct the index after
obtaining frequent subgraph patterns from G′.

3.3 Supergraph Search Using Code Tree

Next, we propose a method for searching graphs in G that
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is applicable to graph codes such as AcGM, exAcGM, and
DFS. The proposed method assigns vertex IDs to ver-
tices in q in accordance with the code definitions in par-
allel with traversing the code tree. Algorithm 3 is called
by search(∅, q,�, 〈〉) and returns the set of IDs of graphs
that are subgraphs of q. In Line 2, we obtain the set
of code fragments c that can be connected to the end of
code(q,w1,w2, · · · ,wh). Here, for all elements (w, c) ∈ C,
c1c2 · · · chc is the prefix of one of possible codes for q. Next,
for each pair (m, (w, c)) of children of node n and elements
in C, Algorithm 4 or 5 is called on Line 5.

First, we consider the case in which graphs are ex-
pressed in the AcGM code. With the function compare, we
check whether a subgraph in multiple graphs in G is a sub-
graph of q according to Lemma 1. Conditions (1) and (2) in
Lemma 1 correspond to

(1) �(vi) = �(v′i) and
(2) ∀ j < i (x j,i = x′j,i ∨ x j,i = 0)

in Line 1 of Algorithm 3, respectively†. If Algorithm 4 al-

Algorithm 3: search
Data: a set of graph IDs S , the query q, the current node n, and

argument 〈w1,w2, · · ·wh〉 to create a code from q
Result: a set of graph IDs S

1 S ← S ∪ ID(n);
2 C ← {(w, c) | c1c2 · · · chc = code(q, 〈w1,w2, · · ·wh,w〉),

c1c2 · · · chc ⊆ s, s ∈ Ω(q)};
3 N ← children(n);
4 for (m, (w, c)) ∈ N ×C do
5 if compare( f r(m), c) then
6 S ← search(S , q, m, 〈w1,w2, · · ·wh,w〉);
7 return S ;

Algorithm 4: “compare” function for AcGM
code

Data: fragments �(vi)x1,i x2,i · · · xi−1,i for g ∈ G and
�(v′i )x′1,i x

′
2,i · · · x′i−1,i for query q

Result: true or false
1 if �(vi) = �(v′i ) ∧ ∀ j < i (x j,i = x′j,i ∨ x j,i = 0) then
2 return true;

else
3 return false;

Algorithm 5: “compare” function for DFS code
Data: fragments c1 and c2

Result: true or false
1 if c1 = c2 then
2 return true;

else
3 return false;

†When graphs in the database and queries are expressed in the
exAcGM code, condition (3) in Lemma 2 is added to Line 1 of
Algorithm 4.

ways returns a value of “false” at node m, graphs whose IDs
are in ID(m′) for all descendants m′ of m are not subgraphs
of q. Thus, it is possible to prune the search space by back-
tracking to this node m, which corresponds to filtering. Fur-
thermore, because the subgraph isomorphic calculation in
Algorithm 3 is shared between prefixes of multiple graphs in
G and q, it is possible to further reduce the total computation
time compared with applying the subgraph isomorphic test
between the prefixes of each graph in G and q. Conversely,
if Algorithm 4 returns a value of “true” at node m, graphs
whose IDs are ID(m) are subgraphs of q, which corresponds
to verification. Therefore, in the proposed algorithm, distin-
guishing between filtering and verification allows them to
be computed in the same algorithm rather than through in-
dividual, specific algorithms.

For example, we consider search(∅, q, n6, 〈v1, v2, v3〉)
to be called for a query q, shown in Fig. 5, at node n6 in
Fig. 4. As a subgraph of q induced by a set of vertices gen-
erated by adding either v4 or v5 to {v1, v2, v3} is connected, C
in Line 2 of Algorithm 3 is {(v4, a00), (v5, 00a)}. In addition,
as n7 has a child, C = {n7}. Thus, compare is called with the
arguments (n7, (v4, a00)) and {(n7, (v5, 00a)), and it returns
“true” when called with (n7, (v4, a00)).

The code tree does not store any mappings between
graphs in the database and patterns in the tree. In addi-
tion, Algorithm 3 does not create any mappings between the
query and the patterns. Instead, Algorithm 3 traverses the
code tree in a similar manner to the depth-first search. Dif-
ferent from the depth-first search, it may visit each node in
the code tree multiple times, because a graph represented by
a node may be isomorphic to subgraphs consisting of differ-
ent subsets of vertices in q. For example, when the query in
Fig. 5 is given for the code tree in Fig. 4, Algorithm 3 vis-
its node n6 six times, as the permutation of v1, v2, and v3

in q generates an isomorphic graph. When subgraphs of the
given query are automorphisms, the number of mappings in
the conventional methods and the frequency of visits in the
proposed method become huge. In Sect. 3.4.2, we discuss
an optimization method that reduces the frequency of visits
to some nodes in the code tree, making the proposed method
much more efficient.

Given a query q, if there is a graph g in DB which is a
subgraph of q, Algorithm 3 can find the graph g from code
tree, whose reasons are as follows.

(1) As mentioned after Proof 3, when g ∈ G is a subgraph
of the query q, there must be at least one code for q that
satisfies one of the Lemmas 1, 2 and 3 with respect to
the code for g.

Fig. 5 A query graph.
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(2) One of all possible codes of each graph g ∈ G is con-
tained in the code tree.

(3) Algorithm 3 generates all possible codes of the query
q.

Until Sect. 3.3, we do not suggest that the proposed method
is faster than LW-index which stores all mappings between g
and q, which is equivalent with (3). However, since we avoid
generating all the codes of q by using the optimized algo-
rithm based on Algorithm 3, that is mentioned in Sect. 3.4,
our proposed method becomes faster than LW-index.

Next, we consider the case in which graphs are ex-
pressed in the DFS code. If f r(m) and c are the same as
in Line 5 of Algorithm 3, then Algorithm 3 is called recur-
sively. In the same way, using the DFS code has the effect of
pruning the search space and sharing the subgraph isomor-
phic calculation, as when using the AcGM code.

3.4 Optimizations

3.4.1 Using Canonical Code

In the code tree T1 in Fig. 4, s(n4) and s(n8) represent an
isomorphic graph. If the nodes become a single node, we
can reduce both the size of the code tree and the computa-
tion time of searching. To do so, we use canonical codes to
represent graphs in the database [9], [17].

Definition 7 (canonical code): There are multiple AcGM
codes representing an isomorphic graph g. We call the max-
imum among these codes the canonical code of g. In the
same way, there are multiple DFS codes representing an iso-
morphic graph g. Among these, the minimum is called the
canonical code of g.

The procedure for obtaining an arbitrary code of a
graph g on Line 5 of Algorithm 1 is replaced by the pro-
cedure for obtaining the canonical code of g. The com-
putational complexity of obtaining the canonical code for
a graph is the same as the complexity of solving the graph
isomorphic problem [6], and the computation time required
to find canonical codes for all graphs in the database will be
large. To reduce the computation time, a suboptimal canon-
ical code (subcanonical code) for each graph is obtained us-
ing the breadth-first search, and this search is restricted by a
certain beam width b.

Lemma 6: The time complexity for obtaining a subcanon-
ical code of a graph g is O(b|V(g)|3) for the AcGM code and
O(b|E(g)||V(g)|) for the DFS code.

Proof 6: Algorithm 6 shows the pseudocode for obtaining
a subcanonical code for the AcGM code for a given graph
g and a beam width b. Here, select(X, x) is the function for
selecting x codes from a set of codes X. In Algorithm 6,
Lines 3–10 are repeated |V(g)| times and Lines 5–6 are re-
peated at most b times. In Line 6, the number of candidate
vertices of u is at most |V(g)|. In addition, the time complex-
ity for appending a fragment to code(g, 〈v1, v2, · · · , vd−1〉) is

Algorithm 6: Obtaining a subcanonical code for
an AcGM code

Data: a graph g and a beam width b
Result: a subcanonical code c

1 P← {code(g, 〈〉)};
2 d ← 1;
3 for d ∈ [1, |V(g)|] do
4 P′ ← φ;
5 for code(g, 〈v1, v2, · · · , vd−1〉) ∈ P do
6 P′ ← P′ ∪ {code(g, 〈v1, v2, · · · , vd−1, u〉) | u ∈

V(g), u � 〈v1, v2, · · · , vd−1〉};
7 m← max P′;
8 P← {p ∈ P′ | p = m};
9 P← select(P, b);

10 d ← d + 1;

11 c← select(P, 1);
12 return c;

Fig. 6 Code trees.

O(|V(g)|). Therefore, the time complexity for obtaining a
subcanonical code of a graph g is O(b|V(g)|3) for the AcGM
code. The subcanonical DFS code for a graph g is obtained
in a similar manner to Algorithm 6. The differences be-
tween obtaining subcanonical codes for AcGM and DFS
codes are in Lines 3 and 6. For a DFS code, Lines 3–10
are repeated |E(g)| times, and the time complexity of Line
6 for appending a fragment to the code is O(1). Therefore,
the time complexity for obtaining a subcanonical code of
a graph g is O(b|E(g)||V(g)|) for the DFS code. From the
above, Lemma 6 has been proved.

Using canonical codes, we have three aspects that
accelerate the computation of our proposed method.
(1) Fig. 6 (a) shows the code tree T2 with canonical codes for
the same database shown in Fig. 4. Compared with code tree
T1 in Fig. 4, T2 has fewer nodes because there are fewer cor-
responding to each isomorphic graph in T1. In Algorithm 3,
the computation of whether graphs represented by s(n4) and
s(n8) are subgraphs of the query are conducted simultane-
ously for n′7 in T2, which makes our proposed method more
efficient. (2) Prefixes consisting of three vertices in g1 of
Fig. 4 are s(n4) in T1 and s(n′4) in T2. The graphs repre-
sented by s(n4) and s(n′4) have two and three edges, respec-
tively. Using canonical codes, dense subgraphs of graphs
in the database are arranged in the upper part of the code
tree (root side). Compared with sparse subgraphs, the dense
subgraphs are infrequent in G according to the definition
of the support value. When the proposed method checks
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whether the query contains g1, the use of dense subgraphs in
g1 is an effective filtering method. Therefore, our proposed
method uses infrequent subgraph patterns for filtering rather
than frequent subgraph patterns. (3) For the AcGM code,
we assign large values to the rare vertex labels and edge la-
bels†. For example, in the next section, we use graphs of
chemical compounds to evaluate the proposed method, and
atom types in these chemical compounds correspond to ver-
tex labels. Carbon and nitrogen are included in almost all
chemical compounds, whereas holmium, terbium, and so on
are rare. As the canonical code of a graph is the maximum
among codes representing the graph, vertex labels having
large values often appear in the early part (left-hand side)
of the canonical code. This means that prefixes consisting
of the early part of the canonical code represent infrequent
subgraphs in G. Similar to (2), the effect of filtering in the
proposed method is further accelerated.

Conversely, with conventional methods such as the
LW-index, some frequent subgraph patterns in G are used
for the index. The frequent subgraph patterns have a high
possibility of being included in the query q, and if a pattern
p in the index is included in q, graphs in G including p can-
not be pruned from the search space. The use of infrequent
subgraph patterns in the code tree is a different characteris-
tic from conventional methods, which typically use frequent
subgraph patterns.

3.4.2 Storing the Numbers of Candidate Solutions

As mentioned in Sect. 3.3, for the query q in Fig. 5, our pro-
posed method visits n6 in T1 six times. Similarly, many con-
ventional methods store six mappings between the pattern
represented by n6 and q, but visit the node only once. In
a graph search, these procedures are very time-consuming.
To avoid multiple visits when using the proposed method,
we extend the aforementioned code tree and Algorithm 3
as follows. Each node n in the code tree has a code frag-
ment, a set of graph IDs, and an integer num(n). The integer
stores the summation of cardinalities of graph IDs in a sub-
tree Ts(n) whose root is n. Figure 6 (b) shows the extended
code tree T3 for code tree T1 and Algorithm 7 is the exten-
sion of Algorithm 3. When Algorithm 7 first visits n′′7 in T3

after visiting n′′3 and n′′6 , it adds {1} to S and decrements num
values of nodes on the path from the root to n′′7 , in Lines 3–
5. When Algorithm 7 visits n′′3 again, n′′6 is removed from
N in Line 7, because the subtree whose root is n′′6 does not
have any solutions at this point in time. Pruning n′′6 from
T3 reduces the number of times that Algorithm 7 visits the
same nodes, which further accelerates the proposed method.
Finally, all num values in T3 are reset at the end of the search
for the given query in Lines 11–12.

4. Experimental Evaluation

We implemented the method proposed in this paper and the
†Conversely, for the DFS code, we assign small values to the

rare labels in accordance with the definition of the canonical code.

Algorithm 7: Search 2
Data: Arguments are the same as in Algorithm 3
Result: a set of graph IDs S

1 S ← S ∪ ID(n);
2 m← n;
3 while m � null do
4 num(m)← num(m) − |ID(n)|;
5 m← parent(m);

6 C ← {(w, c) | c1c2 · · · chc = code(q, 〈w1,w2, · · ·wh,w〉),
c1c2 · · · chc ⊆ s, s ∈ Ω(q)};

7 N ← {m | m ∈ children(n), num(m) � 0};
8 for (m, (w, c)) ∈ N ×C do
9 if compare( f r(m), c) then

10 S ← search(S , q, m, 〈w1,w2, · · ·wh,w〉);
11 if n is root then
12 reset all num values in this code tree;

13 return S ;

Table 2 Features of evaluation data Gaids.

No. of graphs 39,338
No. of vertex labels 59
No. of edge labels 3
Average no. of vertices 25.15
Average degree 2.16
Max no. of vertices 222
Max no. of edges 234

conventional LW-index method in Java, and performed an
experimental evaluation. A previous comparison [21] found
that the LW-index is faster than other methods [2], [23], [25]
for a supergraph search. The experiments reported in
this section were performed on a workstation with a Xeon
X5670 293 GHz CPU and 48 GB main memory. Further-
more, the dataset used in our experiments includes 39,338
chemical compounds [12], similar to that considered in [21],
and the atoms, bonds, atom types, and bond types in each
chemical compound were treated as vertices, edges, vertex
labels, and edge labels, respectively. We denote the set of
graphs as Gaids. Moreover, α graphs were chosen at random
from Gaids and set to Gα. Furthermore, we randomly ex-
tracted a set of frequency subgraph patterns F0.5 from Gaids

with a support threshold of 0.5%. Then, β graphs were ex-
tracted at random from F0.5 and set to G′β. Two types of
query sets, Q1 and Q2, were generated as subsets of Gaids.
Q1 was formed from the graphs within Gaids that have 25
edges, and Q2 was the set of graphs with 34–36 edges; |Q1|
= 1,835 and |Q2| = 2,223. Table 2 summarizes the data fea-
tures used in our experiments.

4.1 Using Canonical Codes

4.1.1 Indexing

Figures 7, 8, and 9 show the performance of the proposed
method when various beam widths are used to find sub-
canonical codes. In these experiments, the graph database
was Gaids and the queries were Q1 and Q2. Figure 7 shows
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Fig. 7 Computation time for constructing code trees with respect to
beam width.

Fig. 8 Computation time required to search for graphs in Q1.

Fig. 9 Computation time required to search for graphs in Q2.

the computation time required to create code trees (indexes)
when changing the beam width. The “random” marker
on the horizontal axis refers to results without using any
(sub)canonical codes. For AcGM-based codes, the calcula-
tion time increases with the beam width, because getCode in
Algorithm 1 calculates a subcanonical code for each graph
in Gaids. Conversely, for the DFS code, the computation
time is almost constant. This is because the graphs for the
chemical compounds are sparse. When a graph is traversed
depth-first to generate DFS codes for the graph, there are
limited vertices to be visited after a certain vertex, which
reduces the variation in the DFS codes of the graph and re-
stricts the time required to construct the index.

4.1.2 Searching

Figure 8 shows the average computation time required to
search for the graphs in Q1. When the beam width (the
parameter for constructing the code tree) is increased, the
computation time decreases for the AcGM, exAcGM, and
DFS codes. This confirms the positive effect of using

Fig. 10 Size of the code trees.

Table 3 Average computation time [msec] of Algorithms 3 and 7 for
queries Q1 and Q2.

Q1 Q2

Algo. 3 Algo. 7 Algo. 3 Algo. 7
AcGM 0.60 0.55 20.67 2.18
exAcGM 2.10 1.88 37.53 3.17
DFS 3.64 3.09 357.49 8.30

(sub)canonical codes. Figure 9 shows the average compu-
tation time required to search for the graphs in Q2. We ob-
tained a similar result as in Fig. 8.

The computation time using the AcGM code is shorter
than that using the DFS code. To explain this, the relation-
ship between the depths and the numbers of nodes in the
code trees is shown in Fig. 10. When seeking subcanoni-
cal codes of AcGM codes with a beam width b of 100, the
number of nodes in the code tree is low compared to one
for random AcGM codes This means that the prefixes of
AcGM codes representing graphs in Gaids are held on com-
mon branches in the code tree. As the prefixes are held on
common branches, whether q includes many graphs repre-
sented by these prefixes is calculated concurrently, and the
AcGM code enables us to search the graphs in less time. As
the above results confirm the positive effect of using sub-
canonical codes, subsequent experiments were conducted
with the beam width fixed at 100.

4.2 Storing the Numbers of Candidate Solutions

Table 3 presents the average computation time using Algo-
rithms 3 and 7, as explained in Sect. 3. For the DFS code
applied to Q2, the computation time of Algorithm 3 was re-
duced by approximately 97.5% using Algorithm 7. Table 4
lists the numbers of nodes in code trees visited by Algo-
rithms 3 and 7 for each query in Q1 and Q2. Algorithm 7
clearly visits fewer nodes than Algorithm 3. In our code
trees, the values num(n) store the numbers of candidate so-
lutions in the subtree for each node whose root is n. In Algo-
rithm 7, the value for each node changes dynamically as the
code tree is traversed. If num(n) = 0 at node n, the subtree
for n does not need to be traversed. For this reason, Algo-
rithm 7 visits fewer nodes than Algorithm 3, which results
in a lower computation time. The effect of storing the num-
bers of candidate solutions is profound for Q2 because this
set includes many automorphisms, such as the graph shown
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Table 4 Numbers of nodes that Algorithms 3 and 7 visit per query in Q1

and Q2.

Q1 Q2

Algo. 3 Algo. 7 Algo. 3 Algo. 7
AcGM 584.7 507.1 54,745.8 2,442.7
exAcGM 797.3 722.5 44,003.2 1,346.3
DFS 747.5 676.9 56,281.7 1,364.9

Fig. 11 A query in Q2 (numbers are edge labels).

in Fig. 11. Given such a graph as a query, Algorithm 7 does
not visit the nodes corresponding to the graphs in the query
multiple times, which reduces the computation time.

4.3 Comparison with LW-Index Method

4.3.1 Setting

We now compare the proposed method with the LW-index
method†. The experimental setting is the same as that de-
scribed in [21], the graph database is G′β, and the queries
are Q1 or Q2. To construct the LW-index, a complete set of
frequent subgraph patterns are enumerated with a minimum
support level of 1% from G′100000. A small subset of the
frequent subgraph patterns is chosen when constructing the
LW-index, and the chosen graphs are used for filtering dur-
ing the search. When constructing the LW-index, graphs in
Q1 or Q2 were used as queries. Generally, as the queries are
unknown when constructing the index in advance of search-
ing, Q1 or Q2 would not usually be used to construct the
index, but this experiment placed the LW-index method in a
clearly advantageous position to demonstrate the superiority
of the proposed method.

4.3.2 Results

Figure 12 shows the average computation time required to
search for graphs in Q1 when changing the number β of
graphs in the database. In the same way, Fig. 13 shows the
experimental results with Q2. As β increases, the compu-
tation time increases significantly, although that of the pro-
posed method is far lower than that of the LW-index method
for β above 10,000. The reason for this is as follows. We
consider the case in which one graph g′1 is newly inserted in
G′β and the canonical code of g′1 is the prefix of the canon-
ical code of another graph g′2 in G′β. In this case, the code
trees for G′β and G′β ∪ {g′1} are identical, and the nodes tra-
versed by Algorithm 7 do not change. As the database G′β

†Henceforth, we refer to the methodology of the LW-index and
the index itself as the “LW-index method” and “LW-index,” respec-
tively, to distinguish them.

Fig. 12 Comparison with LW-index (G′β,Q1).

Fig. 13 Comparison with LW-index (G′β,Q2).

used in this experiment is a subset of F0.5, as β increases,
the number of graphs that are newly inserted in the database
and whose codes are prefixes of codes for graphs already in
the database increases. Therefore, even when the number
of graphs in the database increases, the computation time
for the proposed method does not increase as quickly as
that of the LW-index method. Indeed, the LW-index method
solves the subgraph isomorphic problem (verifications) be-
tween the query and graphs that could not be excluded by
filtering. As the size of G′β increases, the number of verifi-
cations increases, so the calculation time for the LW-index
method increases with β.

4.4 Comparison with LW-Index Method with Large
Graphs

4.4.1 Setting

The graphs in G′β had an average of 13.67 vertices, which
is not very large. Therefore, we also compared the perfor-
mance of the proposed method with that of the LW-index
method for a dataset consisting of graphs with a large num-
ber of vertices. In this experiment, the graph database was
Gα and the queries were Q1 or Q2. To construct the LW-
index, frequent subgraph patterns were enumerated with a
minimum support threshold of 1% from Gaids. Furthermore,
Q1 and Q2 were used when constructing the LW-index.

4.4.2 Results

Figure 14 shows the average computation time required to
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Fig. 14 Comparison with LW-index (Gα,Q1).

Fig. 15 Comparison with LW-index (Gα,Q2).

search for graphs in Q1 with respect to the number α of
graphs in the database. In the same way, Fig. 15 shows the
experimental results for Q2

††. Compared with the experi-
ments described in Sect. 4.3, the graphs in Gaids are large and
relatively few graphs are subgraphs of others in the database.
For this type of database, the proposed method is much more
efficient than the LW-index method. Furthermore, as shown
in Fig. 7, the computation time required for constructing
a code tree when using the AcGM code is approximately
20 seconds. In addition, the code trees for Q1 and Q2 are
identical. Conversely, with the conventional method, it is
necessary to enumerate frequent subgraph patterns from G
to create the index; even using the most efficient frequent
subgraph pattern mining method, Gaston [15], this requires
approximately 400 seconds. If we chose filtering patterns
from the 105,418 frequent subgraph patterns, the compu-
tation time required to construct the index would be enor-
mous. With the LW-index method, the indices for Q1 and
Q2 are different, and it is necessary to reconstruct the index
every time the distribution of the search queries changes.
Therefore, the proposed method is superior for both index
construction and searching.

4.5 Parallel Computation on Two Different Indexes

In Fig. 16, each point (t, tex) gives the computation times t
and tex for each query in Q2 using the AcGM and exAcGM
codes, respectively. The gravity of all points in Fig. 16 is
marked by the red point. There are many points above the
††The result marked “Parallel” in Fig. 15 is explained in

Sect. 4.5.

Fig. 16 Detailed computation time for each query in Q2.

red line, which suggests that the computation time using the
AcGM code is shorter than when using the exAcGM code
for many graphs in Gaids. However, for a few graphs in Q2,
the proposed method using the AcGM code has a longer
computation time than when using the exAcGM code. Fig-
ure 11 shows one of the graphs, which is an automorphism.
To utilize the advantageous characteristics of the codes, we
implemented a method in which two threads search in par-
allel for graphs in the database. In this method, two code
trees are stored in memory, one in which the graphs are ex-
pressed in AcGM code and another in which the graphs are
expressed in exAcGM code. For a given query, one of the
threads traverses the former code tree and the other thread
traverses the latter. When either thread finishes searching for
the query, it forces the other thread to terminate the search.
The computation time using this method is denoted as “Par-
allel” in Fig. 15. The average computation time of Parallel
is shorter than that of the methods using the AcGM and ex-
AcGM codes.

5. Conclusion

In this paper, we proposed a graph search method in which
the search index does not require any knowledge of the
query set or the frequent subgraph patterns. In conven-
tional techniques, enumerating and selecting frequent sub-
graph patterns is computationally expensive, and the distri-
bution of the query set must be known in advance. Subse-
quent changes to the query set require the frequent patterns
to be selected again and the index to be reconstructed. The
proposed method overcame these difficulties through graph
coding, using a tree structured index that contains infrequent
subgraph patterns in the shallow part of the tree. By travers-
ing this code tree, the proposed method can rapidly deter-
mine whether multiple graphs in the database contain sub-
graphs that match the query, producing a powerful pruning
or filtering effect. Furthermore, the filtering and verifica-
tion steps of the graph search can be conducted concurrently,
rather than requiring separate algorithms. As the proposed
method does not require the frequent subgraph patterns and
the query set, it is significantly faster than previous tech-
niques; this independence from the query set also means
that there is no need to reconstruct the search index when
the query set changes. A series of experiments using a real-
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world dataset demonstrated the efficiency of the proposed
method, achieving a search speed several orders of magni-
tude faster than the previous best. In future work, we plan
to compare DGTree [13] which also does not require any
knowledge of the query set or the frequent subgraph pat-
terns to construct its index but stores all mappings between
graphs in the database and patterns in the index.
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