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SUMMARY The complexity and scale of Networks-on-Chip (NoCs)
are growing as more processing elements and memory devices are imple-
mented on chips. However, under strict power budgets, it is also critical to
lower the power consumption of NoCs for the sake of energy efficiency. In
this paper, we therefore present three novel input unit designs for on-chip
routers attempting to shrink their power consumption while still conserving
the network performance. The key idea behind our designs is to organize
buffers in the input units with characteristics of the network traffic in mind;
as in our observations, only a small portion of the network traffic are long
packets (composed of multiple flits), which means, it is fair to implement
hybrid, asymmetric and reconfigurable buffers so that they are mainly tar-
geting at short packets (only having a single flit), hence the smaller power
consumption and area overhead. Evaluations show that our hybrid, asym-
metric and reconfigurable input unit designs can achieve an average re-
duction of energy consumption per flit by 45%, 52.3% and 56.2% under
93.6% (for hybrid designs) and 66.3% (for asymmetric and reconfigurable
designs) of the original router area, respectively. Meanwhile, we only ob-
serve minor degradation in network latency (ranging from 18.4% to 1.5%,
on average) with our proposals.
key words: network-on-chip, router, input unit, network traffic, energy
efficiency

1. Introduction

On-going process scaling has driven the rapid adoption
of networks-on-chip (NoCs), which have also emerged to
a critical part of the memory hierarchy in realizing scal-
able and efficient on-chip communications [1], [2]. Mean-
while, with increasing numbers of on-chip devices con-
nected through NoCs, more routers or higher-radix routers
are favored and they have higher demands for memory de-
vices to implement input units in the routers, which makes
the already tight power budget more of a concern. In prac-
tice, buffers (organized as virtual channels in input units)
are the primary power consumers in NoCs, where they draw
most of the network power (around two thirds) and this re-
mains a critical issue for NoCs as technology continues to
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scale [3], [4].
So far, many attempts to the power problem exist for

NoCs. There are works focusing on cutting the power of
routers with power gating [5]–[8] or dynamic voltage and
frequency scaling [9], proportionally supplying power to the
network based on the actual demand [10], completely elimi-
nating routers (hence also buffers) through smart wiring [11]
or improving the energy efficiency of networks through
prediction [12], multicasting [13], traffic compression [14],
pipeline bypassing [15] and hybrid flow control mecha-
nisms [16]–[18]. When looking at the input units partic-
ularly, there are existing works having shared buffer de-
sign [19] or focusing on implementing energy-/area-efficient
input units with other memory devices than the baseline
static random-access memory (SRAM), such as planar em-
bedded DRAM (eDRAM) [20] or spintronic domain-wall
memory (DWM) [21]. Moreover, STT-MRAM (short for
Spin Transfer Torque Magnetoresistive Random Access
Memory) has also been used in NoC routers [22], [23]. The
former work takes the advantage of STT-MRAM for its den-
sity (roughly four times the density of SRAM) to enlarge
the buffer capacity and network throughput while hiding the
long write latency and avoiding the high write energy of
STT-MRAM devices through innovative control over buffer
elements [22]. The latter proposes two hybrid input unit
designs (hierarchical or banked) to mix SRAM and STT-
MRAM for both energy- and area-efficiencies [23]. Despite
being different from our purpose [22] or methods [23], these
two works reveal an important fact, that is, for input units
in NoC routers, direct replacements of SRAM with slower
memory devices, such as STT-MRAM, is not an effective
option. As a consequence, the bottom-line is, network la-
tency should not be severely degraded while power con-
sumption can still be suppressed [24].

Therefore, in this work, we present three novel input
unit designs to help reduce the power consumption of NoC
routers while conserving their performance. Firstly, with
both SRAM and STT-MRAM devices, input units are re-
designed so that they are operated under an important char-
acteristic of on-chip traffic, the low frequency of long pack-
ets since most of the packets transmitted in NoCs are control
messages (short packets without data payload). At the same
time, it is also very rare to have multiple concurrent data
messages (long packets with data payload) in one input unit
at a time. This means the first buffer element in virtual chan-
nels (VCs) should always be kept to SRAM devices (low in
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latency but leaky) while most of the other buffer elements in
VCs may be replaced with slow but less leaky devices, such
as STT-MRAM. Following this hybrid design, static power
of the input unit can be dramatically reduced with buffer
elements implemented in STT-MRAM while most packets
are still stored in SRAM so that their latency and dynamic
power are barely affected by STT-MRAM.

Furthermore, under the same characteristics of on-chip
traffic, it is only necessary to keep one complete VC for long
packets while all other VCs can have most of the buffer el-
ements (three fourths) removed but still working for short
packets. Such asymmetric design can dramatically reduce
the static and dynamic power of the input unit while not
severely degrading the network performance. In conse-
quence, when encountering long packets more frequently,
a reconfigurable input unit design can be used where VCs
dedicated for short packets can work together to form as
one VC for long packets. The contributions of this work
are summarized as follows:

• We have identified an important characteristic of traffic
in modern NoCs, that is, a large portion of the network
traffic are short packets.
• Based on this observation, we have implemented three

novel input unit designs for on-chip routers which im-
prove the energy efficiency dramatically, as in our eval-
uations.
• This simply tells us a fact that when characteristics of

the network traffic is correctly considered, power con-
sumption and transistor footprint of input unit designs
can be easily reduced under small performance degra-
dation.

The rest of this paper is organized as follows: Sect. 2
briefly reviews the baseline input unit design of NoC routers
and motivates our work. In Sect. 3, our proposals and their
qualitative discussions are introduced. Afterwards, the eval-
uation methodology and results are detailed in Sect. 4 and
Sect. 5, respectively. Finally, Sect. 6 briefly discusses the re-
lated works while Sect. 7 concludes this work.

2. Backgrounds and Motivations

In this section, we will cover some preliminaries of this
work. These include the baseline input unit design of mod-
ern on-chip routers and how we are motivated by some im-
portant characteristics of the network traffic.

2.1 The Baseline Design of Input Units in On-Chip
Routers

As shown in Fig. 1 (a), an on-chip router under VC flow con-
trol is mainly composed of five parts, the input unit, a route
computation unit, a virtual channel allocator, a switch allo-
cator and a crossbar switch. In general, these components
are arranged to work in four pipeline stages (Fig. 1 (b)).
When the head flit of a packet arrives at a router, it is
fed to the route computation unit for finding where it is

routed (RC) while also stored in one of the buffers arranged
as VCs in an input unit. Afterwards, this flit is to be allo-
cated a VC for the next hop (VA) and then a time slot of the
crossbar switch (SA). Finally, this flit traverses the crossbar
switch (ST) and leaves the router. If the packet is multi-
flit (therefore, a long packet), then a few body flits will also
be allocated time slots of and traverse the crossbar switch.
But RC and VA are not needed for them.

A baseline input unit in an on-chip router under VC
flow control is presented in Fig. 1 (c) where buffers are ar-
ranged into VCs. Multiple VCs help alleviate head-of-line
blocking and enlarge the router throughput. These VCs fur-
ther belong to different virtual networks (VNs) which serve
multiple classes of messages (such as requests, responses
and acknowledgments) to avoid protocol-level deadlocks.
Because of having such VNs and VCs, input units can con-
sume a significant amount of power. In our evaluations, they
are accounted for more than half of the static and over 80%
of the dynamic power consumed by the on-chip network.

2.2 Motivations

When characterizing the traffic in NoCs† with certain ap-
plications from PARSEC [25], there are two interesting phe-
nomena we found. Firstly, in Fig. 2 (a), we can see that short
packets (having a header of 128 bits, therefore composed of
1 flit) dominate. This means, the first buffer elements of
all VCs are more frequently-used than any other buffer ele-
ments. It also means, all other buffer elements are likely idle
except the case when long packets (having a 128-bit header
and a 512-bit payload, therefore composed of 5 flits) come
to the routers. Secondly, when looking at the long pack-
ets (as in Fig. 2 (b)), it can be identified that when there is a
long packet in an input unit, it is likely the only long packet
in the input unit; that is, for majority of the time when long
packets exist in an input unit, only one VC is utilized. These
observations have motivated us in the following two ways:

• Since short packets dominate the network traffic, the
first buffer elements in all VCs are more frequently
used than other buffer elements so that replacing them
with STT-MRAM will lead to much higher latency and
energy. Therefore, the first buffer elements are better
kept to SRAM devices if multiple memory devices are
to be used for on-chip routers.
• When an input unit holds long packets, it is most likely

the case that only one VC is fully active. This means,
it is only necessary to implement one VC of any input
units with fast but leaky SRAM devices to conserve the
performance for long packets. Or in other words, it is
only necessary to have one complete VC for an input
unit while buffer elements other than the first one may
even be removed.

†Characteristics of the network traffic are collected using gem5
and GARNET under the same conditions as the “baseline system
parameters” stated in Table 2.
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Fig. 1 Design of a conventional on-chip router, its pipeline workflow, and the design of its input unit.

Fig. 2 Characteristics of the network traffic.

3. The Proposed Input Unit Designs for On-Chip
Routers

In this section, we will cover how our hybrid, asymmet-
ric and reconfigurable input units are designed and imple-
mented. These are followed by discussions on the baseline
and our proposed designs as well, to reveal their advantages
and disadvantages in depth.

3.1 The Hybrid Input Unit Designs

In this proposal, STT-MRAM devices are used to comple-
ment SRAM devices as buffer elements in the input unit.
STT-MRAM is an emerging memory technology which
stores data in a Magnetic Tunnel Junction (MTJ) [26], [27]
and it is used to implement cache because of its relatively
short access time and low power consumption [28]. The
MTJ has two ferromagnetic layers (the free layer and the
reference layer) which decides its change in resistance so
that it can be used as a storage element.

STT-MRAM has the following advantages over

SRAM. Firstly, its access latency and energy consumption
in reading can be close to SRAM since only a small voltage
is needed to sense the difference of resistance at the MTJ.
Second, its density is higher than that of SRAM as an STT-
MRAM cell generally consists of one transistor and one
MTJ (called 1T-1MTJ cell). Third, the above-mentioned or-
ganization also makes its leakage negligible when compared
to SRAM. However, access latency and energy consumption
in writing are typical concerns of STT-MRAM devices since
a high voltage is needed to reverse or retain the direction of
the free layer of the MTJ.

Following Sect. 2.2, we propose a hybrid buffer design
to cut the static power consumption of routers in on-chip
networks. As shown in Fig. 3 (a), this hybrid design is mod-
ified from the baseline one (Fig. 1 (c)) in the following as-
pects:

1. To retain the performance for short packets which dom-
inate the network traffic, the first buffer elements of all
VCs are kept to SRAM.

2. VC0 is also kept to SRAM to retain the performance
for majority of the long packets.
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Fig. 3 Schematic view of different input unit designs (“S” denotes SRAM, while STT-MRAM is
labeled as “M”).

3. Other buffer elements than the first one in VC1, VC2,
VC3 and VC4 are instead implemented with STT-
MRAM devices so that the static power consumption
can be cut.

4. For VC1, VC2, VC3 and VC4, we assume that the
SRAM buffer elements and the STT-MRAM buffer el-
ements are accessed through their own ports, respec-
tively.

With the above architectural modifications, one varia-
tion of this hybrid design is, the order of the flits transmitted
through a hybrid VC has two options. Firstly, if all flits of a
long packet are stored to a hybrid VC under an in-order man-
ner, then each flit has to wait for its predecessor to depart the
VC. This means, the second to the fifth flits are slowed down
despite the fact that the fifth one may actually be stored in
the SRAM buffer element. Secondly, if out-of-order trans-
fer of flits is allowed, then two flits in a long packet can
be stored and departed from SRAM buffer elements imme-
diately. This will at least speed up one more flit in a long
packet, when compared to the in-order option. Therefore,
for this hybrid proposal, we in fact have two designs, in-
order and out-of-order, which decide the order of flits being
stored and transmitted.

Moreover, this hybrid input unit design does not cause
deadlocks since uneven access time at the buffers does not
affect the VC allocation processes in the routers. VC allo-
cation is carried out after the head flit of a packet, regard-
less of being short or long, arrives at a router and completes
its route computation. This will help the packet get its VC
at the next hop and it is exactly the same as conventional
routers with baseline input units. However, this hybrid de-
sign may affect the releasing time of the VCs when encoun-
tering more than one long packet in the same input unit so
that latency of some long packets is hindered because of be-
ing stored in the STT-MRAM buffers. Therefore, when be-
ing used, VCs with STT-MRAM buffer elements need more
time to return to the available state.

3.2 The Asymmetric Input Unit Design

Apart from using STT-MRAM to implement non-critical

buffer elements in the input units, we further propose an
asymmetric input unit following Sect. 2.2. With this asym-
metric design, we can cut the static power consumption
of routers in on-chip networks by removing non-critical
buffer elements from VC1 to VC4. As shown in Fig. 3 (b),
this asymmetric design is modified from the baseline one
(Fig. 1 (c)) in the following aspects:

1. To retain the performance for short packets which dom-
inate the network traffic, the first buffer elements of all
VCs are kept.

2. VC0 is also kept so that the performance for majority
of the long packets does not degrade.

3. Other buffer elements than the first one in VC1, VC2,
VC3 and VC4 are removed so that the static power con-
sumption can be cut.

3.3 The Reconfigurable Input Unit Design

One step further from Sect. 3.2 is, if VC1, VC2, VC3 and
VC4 can be used to store one more long packet, the on-chip
router with such reconfigurable input unit will then be able
to store two long packets at most, to deal with rare but unfa-
vorable cases where more than one long packets come to a
router. As shown in Fig. 3 (c), this reconfigurable design is
modified from the baseline one (Fig. 1 (c)) in the following
aspects:

1. To retain the performance for short packets which dom-
inate the network traffic, the first buffer elements of all
VCs are kept.

2. VC0 is also kept in order to maintain the performance
for majority of the long packets.

3. Other buffer elements than the first one in VC1, VC2,
VC3 and VC4 are removed so that the static power con-
sumption can be cut.

4. The four buffer elements from VC1, VC2, VC3 and
VC4 can be reconfigured to work as a single VC, giving
that all of them are empty when such reconfiguration
happens.

5. To make the SRAM blocks inside an input unit capable
of being configured between four short packet-oriented
VCs and one long packet-oriented VC, it is required to
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Table 1 Comparisons of input unit designs (“+” denotes “better” in performance-related metrics and
“smaller” in power-, energy- and area-related metrics).

Input unit design Baseline Hybrid (in-order) Hybrid (out-of-order) Asymmetric Reconfigurable
Throughput +++ +++ +++ + ++

Latency +++ + ++ ++ +++

Static power + ++ ++ +++ +++

Dynamic power + +++ +++ ++ ++

Energy + ++ ++ +++ +++

Area + ++ ++ +++ +++

Fig. 4 Architectural modifications in the router to realize the reconfig-
urable input unit design.

have an additional set of states (a few extra bits in flip-
flops) added for the long packet mode. This is depicted
in Fig. 4 (a).

6. Connections to the route computation unit are already
sufficient to handle the reconfiguration as VC1∼4 (as
in the short packet mode) are already connected to the
route computation unit. Therefore, when the head flit
of a long packet is stored in any of them (after they
are configured as one long packet-oriented VC), route
computation can be carried out as usual.

7. Connections between the input units and the crossbar
switch do not need to be altered since each input unit
has a port connected to the crossbar switch and our
reconfigurable design does not require any change on
this.

8. Modifications on the VC allocator is necessary. In the

short packet mode, a VC allocator is needed to assign
all five VCs to different packets, although there is only
one VC for long packets. On the other hand, in the long
packet mode, another VC allocator is needed assign the
two full VCs to different packets. This is depicted in
Fig. 4 (b).

9. We assume such reconfiguration can happen within a
cycle.

Moreover, regarding the power and area overhead of
the above modifications, the additional set of states and the
added VC allocator are both negligible according to our
evaluations.

3.4 Qualitative Discussions

Following all the modifications in our proposals (Fig. 3), we
can identify their consequences for on-chip routers in terms
of performance, power, energy and area, as follows:

• Performance: In the hybrid designs, the number of
buffers is not modified but 4 VCs are partially re-
placed with STT-MRAM, which is slower than SRAM.
Hence, read and write to these VCs, especially with
long packets, will be slower when compared to the
baseline design. For the asymmetric design, when mul-
tiple long packets come to an input unit consecutively,
only the first one could be stored in the complete VC
while all others have to wait and this is going to congest
the network. The reconfigurable design is better in the
sense of possibly having two complete VCs, but when
more than two long packets come to it consecutively,
waiting and congestion will also occur. Fortunately,
our novel designs follow characteristics of the network
traffic, where multiple long packets coming to an in-
put unit consecutively can be considered a rare case.
Therefore, performance-wise, our proposals should be
close to the baseline buffer design.
• Static power: With our proposals, 4 of 5 VCs are par-

tially implemented with STT-MRAM or even removed.
Therefore, they will consume smaller amount of static
power than the baseline design.
• Dynamic power: With our proposals, replacing buffer

elements in 4 VCs with STT-MRAM devices or remov-
ing them will reduce the amount of SRAM accesses;
thus reducing their dynamic power.
• Energy: With similar performance and much lower

power, our proposals are meant to consume less energy
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Fig. 5 16-tile CMP connected through an on-chip network.

when compared to the baseline design.
• Area: Due to the higher density of STT-MRAM de-

vices or smaller buffer size, the area consumption will
also be cut with our proposals.

The discussions above are summarized in Table 1. In
addition, further comparisons between our proposals are
also stated in it.

4. Evaluation Methodology

In this paper, various evaluations on performance and en-
ergy are carried out. To evaluate performance, we have
modified gem5 [29] and GARNET [30] to provide cycle-
accurate timing models of our proposals. In addition, eval-
uations on power and area are carried out through Mc-
PAT [31]. In these evaluations, performance, power and
area models of the STT-MRAM devices are extracted from
NVSim [32].

As shown in Fig. 5, we assume a 16-tile mesh network
with 128-bit links in evaluations. Each tile has an in-order
processor core, a bank of L2 cache/a directory. These com-
ponents are connected to a router individually. The entire
network is set to have three virtual networks to support
the MOESI directory coherence protocol which has three
classes of traffic. We have found that, for this particular
coherence protocol, both short and long packets exist in all
three classes of traffic. In addition, each router with baseline
input units has a maximum of six ports (therefore, six input
units) and each input unit has five virtual channels while
each virtual channel has four 128-bit buffer elements. De-
tailed evaluation conditions are summarized in Table 2.

In more details, the dynamic energy of STT-MRAM
buffers is evaluated based on the read/write energy con-
sumption we obtained from NVSim. In order to obtain the
dynamic energy drawn by the STT-MRAM buffers, these
numbers are multiplied by the number of read/write to them.
More specifically, the high access energy of STT-MRAM
shown in Table 2 is a consequence of the high voltage
needed by STT-MRAM when reversing or retaining the di-
rection of the free layer in the MTJ cell.

Our evaluations are based on eight synthetic traffic pat-
terns (Table 3) and four applications (Table 4) from PAR-
SEC [25]. For evaluations with synthetic traffic, we have
injected long packets to the network; since all our propos-

Table 2 Evaluation parameters.

Baseline system parameters
Number of cores: 16
Topology: 4 × 4 mesh
Processor: 3 GHz, In-order
L1 I/D cache: 32 KB per Processor, 2-way set associative,

2 cycles per access
L2 cache: 256 KB per Bank, 8-way set associative,

20 cycles per access
Cache line: 64 Bytes
Main memory: 8 GB, 180 cycles per access
Coherence protocol: MOESI, Directory
Link: 128-bit, 1 cycle traversal
Packet: 128-bit control (short), 640-bit data (long)
Router: 3 GHz, 4-stage pipeline,

103.15 mW static power,
1534.26 mW peak dynamic power

Virtual channel: 5 per Virtual network
Virtual network: 3 per Physical link
Routing algorithm: X-Y routing
Process technology: 22 nm
Vdd: 1 V
Parameters for STT-MRAM devices in the hybrid input unit design
Capacity: 64 bytes (same as a VC)
Access latency: 5 cycles per read, 31 cycles per write
Access energy: 31.64 pJ per read, 128.8 pJ per write
Leakage power: 534.52 uW
Parameters for the asymmetric and reconfigurable input unit designs
Router: 3 GHz, 4-stage pipeline,

42.63 mW static power
405.48 mW peak dynamic power

Table 3 Synthetic traffic employed in evaluations.

Traffic patterns: bit complement, bit reverse, bit rotation,
neighbor, shuffle, tornado, transpose,
and uniform random

Packet sizes: 5-flit

Table 4 Application traffic employed in evaluations.

Applications: blackscholes, canneal, ferret, and x264
Input set sizes: small and medium for blackscholes, canneal,

and ferret; test and small for x264

als work as good as the baseline input unit design. On the
other hand, long packets are used to illustrate the worst case
latency of different input unit designs. Moreover, there are
also two input set sizes used for the application benchmark
programs, as stated in (Table 4).

5. Evaluation Results

In this section, we present our evaluation results and dis-
cussions. Evaluation results are carried out with both syn-
thetic traffic pattern (Sect. 5.1) and benchmark programs
from PARSEC (Sect. 5.2). In addition, we also present the
area consumption of routers with our proposals.

5.1 Results under Synthetic Traffic Patterns

Evaluation results with synthetic traffic patterns are pre-



576
IEICE TRANS. ELECTRON., VOL.E106–C, NO.10 OCTOBER 2023

Fig. 6 Network latency per flit (cycles) versus injection rates (flits/node/cycle) under synthetic traffic
patterns.

Fig. 7 Network latency per flit.

sented in Fig. 6. All these figures show network latency per
flit versus injection rates. With 1-flit packets, our propos-
als work exactly the same as the baseline input unit so we
only present results evaluated with 5-flit packets, which rep-
resent long packets, to reflect the worst case performance of
different input unit designs.

Firstly, we can see that the reconfigurable input unit
performs better than other proposals and they it is the most
similar one to the baseline design, especially when the in-
jection rate is low. This is because of the fact that it can
be reconfigured to function as two complete SRAM-based
VCs. However, when the injection rate gets higher, our re-
configurable design exacerbates faster than the baseline de-
sign. This is reasonable as five complete VCs have much
better throughput than two of them.

Secondly, the asymmetric and the out-of-order hybrid
designs perform very similar. When the injection rate is low,
the asymmetric design is slightly better than the out-of-order
hybrid design. On the other hand, the out-of-order hybrid
design saturates slower than the asymmetric design since its
size of buffers is larger than the asymmetric design.

Thirdly, the in-order hybrid design performs the worst
within all counterparts. This simply means that it is not a
good idea to utilize slower memory devices too often.

Fourthly, when the injection rate is very low (at the be-
ginning of the curves), all our proposals can approach the
baseline design in terms of per-flit latency. This means,

when the network is not busy, removing some buffer ele-
ments or replacing them with slower memory devices does
not affect the network performance much.

Fifthly, within all traffic patterns, we can observe that
“bit reverse” and “transpose” are the most stringent ones as
latency under these two traffic patterns climbs the fastest
with increasing injection rate. On the other hand, latency
increases much more slowly under “neighbour” and “tor-
nado”.

5.2 Results with PARSEC Applications

Evaluation results on network latency per flit are shown in
Fig. 7. For the hybrid designs, although our proposal uses
slower memory technology, it achieves similar latency to
the baseline design. We can observe that our out-of-order
hybrid proposal is roughly 1 cycle slower than the baseline
design in “x264” workloads with an average slowdown of
13.9%. This has proved that our traffic-aware philosophy
works well. It can also be found that the in-order hybrid de-
sign is the slowest within all counterparts, this is due to the
extra flit buffered in the STT-MRAM devices. For the asym-
metric and the reconfigurable designs, it is clear that they are
simply faster than the hybrid ones, with the reconfigurable
design only slowing flits down by 1.5% on average.

Results presented in Fig. 8 reflect the network en-
ergy consumption (including energy consumed through both
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Fig. 8 Energy consumption per flit (solid indicates dynamic power).

Fig. 9 Router area.

static and dynamic power) of different input unit designs.
Because of utilizing STT-MRAM devices or having less
buffer elements, our proposals outperform the baseline de-
sign dramatically, with an average energy reduction per flit
of up to 56.2% (under the reconfigurable design). This
means, by considering the characteristics of network traf-
fic and properly utilizing the buffer elements, it is possible
to achieve much better energy efficiency. Another observa-
tion is, the asymmetric and reconfigurable designs consume
less static energy than the hybrid designs but more dynamic
energy. This is due to the fact that they are solely imple-
mented with power-hungry SRAM buffers but their sizes of
buffers are smaller.

Moreover, with different input set sizes, we do not
observe any significant difference in network latency, thus
it seems that all input sets we evaluated do not overload
the evaluated NoC. On the other hand, we observe slightly
higher energy consumption with larger input sets for “can-
neal”, “ferret”, and “x264”, especially in dynamic energy.
This is simply due to the fact that larger inputs sets incur
higher amount of network traffic.

5.3 Router Area with Different Input Unit Designs

As shown in Fig. 9, another benefit of using STT-MRAM or
simply removing buffer elements is the reduction of area.
After replacing VCs with STT-MRAM devices, on-chip
routers with our proposal consume 93.6% of the area of con-
ventional routers. Moreover, the asymmetric and reconfig-
urable designs are the best (66.3% of a conventional router)
in this evaluation since their buffers are removed.

A drawback of our evaluations is, we do not model the
hardware changes in our proposals that are utilized to enable
out-of-order flit transfer and the reconfiguration of buffers.
These changes can affect the energy and area consumption
but fortunately not the network performance and we assume
flit re-ordering and buffer reconfiguration can be easily car-

ried out. For their energy and area overhead, we plan to
address them in our future work at the circuit level.

6. Related Works

Many optimization techniques were proposed in the past to
help suppress the power consumption and improve the en-
ergy efficiency of NoCs. For example, there were ideas fo-
cusing on directly reducing the power of routers through
power gating [5]–[8] and dynamic voltage and frequency
scaling [9]. Also, there were works which proportion-
ally supply power to the network based on the actual de-
mand [10] or even completely eliminate routers (hence also
buffers) through smart wiring [11]. Speculative routing was
also brought up through ideas like prediction [12], multicas-
ting [13], and pipeline bypassing [15]. They were used to
raise the energy efficiency through improved performance.
In addition, traffic compression [14] and hybrid flow control
mechanisms [16]–[18] were also used for similar purposes.

For input units that are common in most of the router
designs, studies targeting at lower power consumption and
higher energy efficiency can generally be categorized into
two groups. Firstly, shared buffer design was proposed to
utilize the imbalance of different VCs in the input unit to
save both power and area [19]. Secondly, there were also
works focusing on implementing energy-/area-efficient in-
put units with other memory devices and a typical example
was STT-MRAM. Jang et al. made use of the density advan-
tage of STT-MRAM in order to enlarge the buffer capacity
and network throughput [22]. They also tried to hide the
long write latency and avoid the high write energy of STT-
MRAM devices through innovative control over the usage of
different buffer elements. Zhan et al. proposed two hybrid
input unit designs (hierarchical and banked) to mix SRAM
and STT-MRAM for both energy- and area-efficiencies [23].

In more details, the proposal from Jang et al. is differ-
ent from our work in the purpose. With larger total buffer ca-
pacity, it should outperform the designs from us and Zhan et
al. in network throughput but would definitely consume
larger power and area. Moreover, the two hybrid input unit
designs from Zhan et al. should have similar power and area
consumption to our hybrid design if the number of buffer
elements and the process technology are the same; since
all of them have similar ratios of STT-MRAM buffer ele-
ments over SRAM buffer elements. On the other hand, our
asymmetric and reconfigurable designs should consume less
power and smaller area as we simply removed some SRAM
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buffer elements in them.

7. Conclusions

Input units in routers are an important aspect of NoCs since
they determine both power consumption and throughput of
the network. In this paper, we have proposed three novel
input unit designs. With the hybrid design, two memory
devices, SRAM and STT-MRAM have been mixed in the
router. On the other hand, with the asymmetric and reconfig-
urable designs, half of the buffer elements have been simply
removed.

These proposals have allowed the frequency of long
packets to be utilized to optimize the accesses to buffers in
the input units and this has further resulted in a significant
cut to the energy consumption of flits in the network. On the
other hand, also benefiting from the frequency of long pack-
ets, our hybrid, asymmetric and reconfigurable buffer de-
signs have incurred very little negative effect on the latency
despite using a slow but less leaky memory technology or
having much less buffering spaces. Such effectiveness has
proved that our proposals are more future-proof as the im-
portance of energy efficiency escalates.
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