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Parallel Acceleration Scheme for Monte Carlo Based SSTA Using
Generalized STA Processing Element
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SUMMARY We propose a novel acceleration scheme for Monte Carlo
based statistical static timing analysis (MC-SSTA). MC-SSTA, which re-
peatedly executes ordinary STA using a set of randomly generated gate
delay samples, is widely accepted as an accuracy reference. A large num-
ber of random samples, however, should be processed to obtain accurate
delay distributions, and software implementation of MC-SSTA, therefore,
takes an impractically long processing time. In our approach, a generalized
hardware module, the STA processing element (STA-PE), is used for the
delay evaluation of a logic gate, and netlist-specific information is deliv-
ered in the form of instructions from an SRAM. Multiple STA-PEs can be
implemented for parallel processing, while a larger netlist can be handled
if only a larger SRAM area is available. The proposed scheme is success-
fully implemented on Altera’s Arria II GX EP2AGX125EF35C4 device in
which 26 STA-PEs and a 624-port Mersenne Twister-based random num-
ber generator run in parallel at a 116 MHz clock rate. A speedup of far
more than ×10 is achieved compared to conventional methods including
GPU implementation.
key words: statistical static timing analysis, delay distribution, slew rate,
field-programmable gate array, Mersenne Twister

1. Introduction

Timing analysis in modern VLSI design has never been
as important as it is today. As the clock period becomes
shorter, accuracy of the timing analysis becomes critically
important. The timing analysis that takes process variability
into account is also a pressing requirement. Static timing
analysis (STA) is widely used since its computation time is
linear to the number of gates in the design. The major draw-
back is its pessimism due to worst-case analysis employed
to consider process variations [1].

To remedy this pessimism, statistical STA (SSTA) is
becoming an extremely important tool. Circuit optimization
and yield analysis, which consider device parameter vari-
ability, depend crucially on the timing predictions obtained
from SSTA [2]–[4] since it is considered to be statistically
more correct than the conventional STA. There are two ma-
jor algorithms for SSTAs, block based [3], [5]–[7] and path
based [8]–[10], both of which basically assume normal de-
lay distributions. However, the normality assumption may
not be applicable, especially for the shortest path analysis,
in which the law of large numbers is inapplicable. Strongly
nonlinear minimum operations may also significantly distort
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the timing distribution. Thus, more flexible timing model
and framework that can handle non-normal timing distribu-
tions are desired.

One promising approach is to apply a Monte Carlo
(MC) method for the timing analysis [11], [12]. In this ap-
proach, a conventional STA is repeatedly executed with ran-
domly generated logic gate delays to calculate the timing
distributions. Since MC methods use the delay samples di-
rectly, arbitrary timing distributions can be handled.

A drawback of the MC based SSTA (MC-SSTA) is its
computational intensiveness, since large number of runs are
required to obtain statistically meaningful results. How-
ever, since each MC run can be executed independently, a
dramatic acceleration is possible using a pipeline process-
ing. Motivated by this observation, we proposed a pipeline
scheme with an STA engine called the delay-sample gener-
ator and LAT calculator (DGLC) [13]. In this scheme, the
target netlist is first translated into a register-transfer level
(RTL) description of dedicated pipelined STA engine. This
RTL is then mapped into a field-programmable gate array
(FPGA), and MC-SSTA is executed on the FPGA.

This scheme successfully achieves a high throughput.
However, it requires long time to map the RTL description
into a target FPGA device. Other FPGA-based accelera-
tion methods [14] may also suffer from this problem. The
amount of hardware resources also imposes a limitation on
the applicability of MC-SSTA, since the required hardware
resources is proportional to the size of the input netlist.

In this paper, a novel scheme for accelerating MC-
SSTA is proposed. In this approach, we utilize a generalized
STA engine called an STA processing element (STA-PE),
which can calculate the latest or earliest arrival time of one
logic gate within a clock period. Unlike the previous meth-
ods, the STA-PE is circuit-topology independent, and thus
it eliminates the time-consuming FPGA remapping. Once
we implement the proposed architecture on an FPGA, only
the SRAM data that stores circuit-topology and delay distri-
bution of each gate needs to be replaced when a new target
netlist is given. In addition, the topology independence also
eliminates the circuit size limitation.

This paper is organized as follows. In Sect. 2, we
briefly review related works. We then present the proposed
acceleration scheme and architectures for two types of MC-
SSTA in Sect. 3. In Sect. 4, the proposed approach is eval-
uated in terms of throughput, hardware resources, and total
processing time. Finally, in Sect. 5, we conclude this paper.

Copyright c© 2013 The Institute of Electronics, Information and Communication Engineers
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2. Preliminaries

In this section, we briefly review some existing timing anal-
ysis procedures and introduce some keywords used in this
paper.

2.1 Static Timing Analysis (STA)

Static timing analysis (STA) is one of the most widely used
timing analysis methods for designing synchronous digital
circuits. In STA, critical paths in a given chip design are
identified by propagating the latest arrival time (LAT) over
all logic gates in the circuit. One of the biggest advantages
of STA is its speed; computational complexity is O(N) when
the number of gates in the design is N since the STA process
consists of simple graph tracing. Conservative timing is cal-
culated without any input vectors.

Conservatism, however, is one major drawback of STA.
With modern process technologies, the delay variation of
each logic gate due to process, voltage, and temperature
variations has to be properly considered. A worst-case anal-
ysis has traditionally been employed to cope with this prob-
lem [1], but the timing report from the worst-case analysis
tends to be extremely pessimistic since it assumes full cor-
relations between the logic gate delays.

2.2 Monte Carlo Based SSTA (MC-SSTA)

MC-SSTA is realized by repetitively running STA on a tar-
get circuit netlist with randomly generated delay samples.
A target circuit is a circuit whose timing is of interest. The
MC-SSTA procedure can be summarized as follows.

1) Generate a delay sample and its related variables, such
as slew rate, for a delay arc in each logic gate. We call
a set of delay samples for all delay arcs an MC sample
or just a sample.

2) Run an STA using the MC sample.
3) Store the latest or earliest arrival times of the endpoints

and go back to 1). In this paper, we call the latest or
earliest arrival time simply the arrival time (AT).

For each STA in step 2), the AT of each node is propagated
down the circuit graph. The output of a single STA run is
the ATs of all endpoints for the MC sample. The aim of the
MC-SSTA is to obtain AT distributions at the endpoints by
repeatedly running STA.

Since each MC run in MC-SSTA can be executed inde-
pendently, it is possible to accelerate the algorithm dramat-
ically using pipelined hardware engine. In [13], a pipeline
scheme with an STA engine called the delay-sample gener-
ator and LAT calculator (DGLC) has been proposed. Its
analysis flow is shown in Fig. 1. The target netlist (e.g.,
Fig. 3) is first translated into a synthesizable RTL descrip-
tion (e.g., Fig. 4). This RTL is then mapped into an FPGA,
and MC-SSTA is executed on the FPGA.

This scheme successfully achieves a high throughput

Fig. 1 MC-SSTA flow of the prior work [13].

Fig. 2 MC-SSTA flow proposed in this paper.

Fig. 3 Example of a target circuit netlist.

Fig. 4 Transformation of the target netlist into MC-SSTA
implementation on an FPGA in the prior work [13].

of 757,000 samples/s for any input netlist when the maxi-
mum operating frequency is 100 MHz. However, it requires
long time to map the RTL description into a target FPGA
device (the shaded portion of Fig. 1). For example, in the
case of a 6-bit multiplier, the mapping requires 27 minutes,
although runtime on the FPGA after mapping requires only
1.32 seconds for one million samples.

3. Proposed Acceleration Scheme

In this section, we propose a versatile acceleration scheme
to realize MC-SSTA. Unlike the previous methods, the pro-
posed scheme uses a netlist-independent hardware accel-
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erator, which eliminates the time-consuming FPGA map-
ping process. Instead, the proposed hardware accelerator
refers to SRAMs in which netlist-dependent information is
preloaded.

3.1 Overview

Figure 2 shows the overall flow of the proposed MC-SSTA.
The inputs include the target circuit netlist to be analyzed
and the variation parameters of each logic gate. For exam-
ple, when delay samples are represented by normal distri-
butions, the variation parameters include the mean and stan-
dard deviation of the delay distribution of each target logic
gate. From the given input data, instructions are generated
for the proposed MC-SSTA architecture, and the proposed
architecture executes the MC-SSTA using the instruction.

3.1.1 Instruction Generation

Assuming that the given gate-level netlist of a combinational
circuit (or combinational portion of a sequential circuit) is
acyclic, an instruction sequence can be generated using fol-
lowing steps.

1. Replacement of large fanin gates into two-input gates:
Since the proposed STA-PE (explained later) handles
only one- or two-input gates at a time, each logic gate
in the given netlist that has more than two inputs should
be replaced by two-input gates. For example, a three-
input gate is replaced by two-input gates connected in
series as shown in Fig. 5. In this case, the delay of an
arc in the second two-input gate is set to zero, while the
delays of the other three arcs (d1, d2, d3) are associated
with the three arcs of the original gate.

2. Deriving ordering of gate evaluation:
We then sort gates topologically to determine the eval-
uation order of gate delay so that all arrival time (AT)
at the gate inputs has been evaluated. For this purpose,
several algorithms such as level sorting [15] and data
flow sorting [16] are applicable. Figure 6 illustrates the
level sorting algorithm. At first, all gates in the netlist
are levelized so that fanins of all gates in a level de-
pends only on the lower levels or primary inputs. After
levelization, gates are numbered from lower levels. In
the case of Fig. 6, A, B and C in the level 1 comes first,
followed by D and E in the level 2, followed by F and
G in the level 3.

3. Generation of instructions:
Before generating instructions, address of scratch pad
SRAM (explained later) should be allocated. For ex-
ample, if there are k primary inputs and m gates, each
of the first k words of the scratch pad SRAM are al-
located to store the AT of every primary input, and
each of other m words are allocated to store the AT
of the output of every gate. Then, every gate in the
netlist is mapped to an instruction, and the instruc-
tions are sorted according to the evaluation order ex-

Fig. 5 Replacement of a 3-input gate into two 2-input gates.

Fig. 6 Ordering of gate evaluation based on level sorting.

Fig. 7 Overview of the proposed architecture for MC-SSTA using
generalized STA engine (STA-PE).

plained above. As illustrated in Fig. 7, each instruc-
tion consists of (a) two read addresses (Src0 Addr. and
Src1 Addr.) for the scratch pad SRAM(s), which cor-
respond to the two inputs of the gate, (b) two sets of
delay variation parameters, each of which corresponds
to the variation parameters for each input arc, and (c)
one SRAM write address (Dst Addr.) for the scratch
pad SRAM(s), which corresponds to the AT of the out-
put of the gate. Note that the number of delay variation
parameters may differ depending on the delay model.
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3.1.2 Proposed Hardware Architecture

After the instructions are generated and preloaded to the in-
struction SRAM, the proposed MC-SSTA architecture exe-
cutes the MC-SSTA. The basic idea is illustrated in Fig. 7. It
consists of a random number generator (RNG), STA-PE(s),
scratch pad SRAM(s) to store AT for every wire, an SRAM
to store instructions, and a controller.

The STA-PE executes the fundamental STA operations
for a two-input logic gate, delay generation, accumulation,
and comparison. The AT at the output of the two-input logic
gate is calculated by comparing the ATs of the two inputs,
each of which is added by a random delay sample of the
gate. For each of two inputs, the arc delay between the input
to the output is generated by the RNG as random sample(s)
that follows delay distribution parameters specified in the
instruction SRAM. For example, if we assume normal dis-
tribution with mean μ and standard deviation σ, the RNG
draw a random sample x from standard normal distribution,
and the DELAY module in Fig. 7 generates a delay sample
as d = σx+μ. By adding the delay sample d to the AT of the
input, the AT of the output of the gate through the input is
obtained. Then the two ATs are compared and either max-
imum or minimum of the two is selected depending on the
required analysis, i.e., maximum and minimum operations
for the critical path analysis and the shortest path analysis,
respectively.

Figure 7 also illustrates how the STA is executed for
the sample target circuit shown in Fig. 3. Before starting the
analysis using the proposed architecture, instructions that
represent the given circuit are preloaded to the instruction
SRAM. The region of scratch pad SRAM(s) for the pri-
mary inputs are initialized to a fixed value, such as 0†. In
Fig. 7, t0, t1, t2, and t3 are preloaded to the addresses 0 to
3 of the scratch pad SRAM(s). When the controller is trig-
gered to start the analysis, it fetches the instruction one by
one from the instruction SRAM. According to the instruc-
tion at address 0, two ATs t0 and t1, determined by the two
source addresses in the scratch pad SRAM, are provided to
the STA-PE. Then the output AT of gate A, tA, is stored to
the address 4 of the scratch pad SRAM. Similarly, ATs of
the output of the gate B and C are computed. Above analy-
sis is repeated predefined times (e.g., 106 times) to obtain a
statistical delay distribution.

The instruction SRAM has one write port for transfer-
ring instructions and one read port for executing MC-SSTA,
which enables instruction load into the instruction SRAM
can be conducted simultaneously with executing delay cal-
culations. The time required for transferring instructions can
be concealed. Further, this feature also enables us to analyze
larger circuits than to fit in the instruction memory at once.

The STA-PE is implemented to analyze one logic gate
every clock cycle. To maintain throughput, we use multi-
ple STA-PEs in parallel along with the RNG that can output
multiple random numbers required by the STA-PEs.

3.1.3 Comparison with Conventional Methods

Compared with the previous architecture [13] that requires
hardware area proportional to the number of gates in the cir-
cuit, the hardware area needed in the proposed architecture
is compact and constant regardless of the size of the input
netlist. The hardware area of the proposed architecture is
determined only by the number of STA-PEs run in paral-
lel. It is also noteworthy that the proposed architecture can
be implemented on non-configurable platforms, such as on
ASIC, since the proposed hardware engine is netlist inde-
pendent, while the previous architectures [13], [14] require
configurable platform due to their netlist-dependence.

Regarding the performance, the previous architecture
[13] requires NNDRNG cycles to generate one normally dis-
tributed random number. This means that other parts of the
architecture, excluding RNG, operate once every NNDRNG =

132 cycles. Thus, the previous architecture is inefficient in
terms of temporal hardware utilization. In contrast, the RNG
and all the STA-PEs of the proposed architecture operate ev-
ery cycle. In terms of effective hardware utilization, the pro-
posed architecture becomes more efficient than the previous
one, and the throughput of the proposed scheme is given by

FMAX × NPE/NInstruction [sample/s], (1)

where FMAX, NPE, and NInstruction are the maximum operat-
ing frequency, number of STA-PEs in the proposed archi-
tecture, and number of instructions for the target netlist, re-
spectively. Since analysis of n-input gate (if n > 2) requires
(n− 1) instructions as illustrated in Fig. 5, NInstruction is given
by

N1−input gates+N2−input gates+Σn≥3(n−1)Nn−input gates, (2)

where Nn−input gates is the number of n-input gates in the
netlist. Note also that scratch pad SRAMs, in order to real-
ize this throughput, should be three-port SRAMs that have
two read ports and one write port as depicted in Fig. 7.

In the following subsections, two implementation ex-
amples of the proposed architecture are presented. The first
one considers statistical gate delay variations only, and the
second one additionally considers statistical variations of the
output capacitance and input slew rates for more practical
timing analysis.

3.2 Timing Analysis for Gate Delay

In the existing studies [13], [14], [17], it is assumed that
the delay samples are represented by normal distributions.
To compare the proposed scheme with these studies, we
use normally distributed delay variations in applying MC-
SSTA.

An example realization of our scheme is shown in
†If distributions of ATs of the primary inputs also need to be

considered, we can put a dummy buffer with desired delay distri-
bution to each primary input.
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Fig. 8 Block diagram of the proposed architecture for MC-SSTA
considering only delay variation.

Fig. 8 in which the normal distribution random number gen-
erator (NDRNG) has 52 output ports, and the number of
STA-PEs is 26. In this figure, the instruction format is also
depicted. The flow of MC-SSTA execution is same as de-
scribed or exemplified in the previous section.

3.2.1 STA-PE

The STA-PE consists of (1) two delay generators, (2) two
adders, and (3) one comparator. The delay generators are
used to generate normally distributed random delay values.

Let μ and σ be the mean and standard deviation of the
delay distribution of a target logic gate; a random delay sam-
ple dsample is generated from Xnorm ∼ N(6, 1), an output of
our NDRNG, as follows,

dsample = (Xnorm − 6) × σ + μ. (3)

By using the adders, ATs propagated from the preceding
logic gates and the delay samples are added to calculate the
ATs. The latest or earliest AT is selected by the comparator
and then stored on the SRAM for the ATs.

3.2.2 NDRNG

The NDRNG should be very efficient in terms of hardware
cost and throughput since it limits the generation speed of
the delay samples in MC-SSTA. In order to generate nor-
mal distribution random numbers, the central limit theorem
(CLT) is utilized because it includes only simple arithmetic
operations. Normally distributed random numbers from uni-
form random numbers Xi ∈ (0, 1] are generated by

N(μ, σ) ∼ 2
√

3√
N

⎛⎜⎜⎜⎜⎜⎝
N∑

i=1

Xi − N
2

⎞⎟⎟⎟⎟⎟⎠ × σ + μ, (4)

where μ, σ, and N are the mean, standard deviation, and an
integer constant, respectively.

Fig. 9 MT-based normal distribution random number generator for
MC-SSTA considering only delay variation.

A uniform RNG requires NRNG cycles to generate a
uniform random number, and the NDRNG requires NNDRNG

(= N × NRNG) cycles to generate a normal distribution ran-
dom number. Following the result in [13], N = 12 is se-
lected to balance efficiency, accuracy, and implementation
simplicity. In this case, N(6, 1) can be generated by simply
accumulating 12 uniform random numbers as follows,

N(6, 1) ∼
12∑

i=1

Xi. (5)

Therefore, we useN(6, 1) as the outputs of our NDRNG.
In the proposed architecture, we utilize the multi-port

Mersenne Twister (MT) implementation [18] as the uniform
RNG since it is highly efficient in terms of both hardware
cost and throughput. We utilize a 624-port MT since this
is the most efficient number of output ports. This MT can
output 624 32-bit uniform random numbers every cycle.

The RNG for the proposed MC-SSTA is shown in
Fig. 9: 624 accumulators for each output of the 624-port MT
are divided into 52 groups, each of which has 12 accumu-
lators. By interleaving the 12 accumulators through multi-
plexers (MUXs), our NDRNG generates 52 normal distribu-
tion random numbers every cycle.

3.3 Timing Analysis Considering Statistical Load Varia-
tions

The proposed MC-SSTA scheme can be extended to realize
statistical delay changes due to the statistical load capaci-
tance and input slew rate variations. In a similar manner to
the previous realization example, the ATs themselves can be
computed while propagating slew rates as well as ATs. As
an example, let us consider the following basic sensitivity-
based model:

do = a + bCL + cS i, (6)

S o = x + yCL + zS i, (7)

where do, S o, S i, and CL are the delay, output slew rate,
input slew rate, and output capacitance of the target logic
gate, respectively. The sensitivity parameters a, b, c, x, y,
and z are specific to the target logic gate. Assuming that a, x,
and CL fluctuated because of process variations that follow
normal distributions, do and S o can be computed using a
variation of the STA-PE described in Sect. 3.2 and shown in
Fig. 10. In this figure, the instruction format and data format
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Fig. 10 Block diagram of the proposed architecture for MC-SSTA
considering output capacitance and input slew rates.

are also depicted. Each instruction includes a set of delay
parameters to calculate do and S o for each arc. Note that the
AT and slew rate for each logic gate can be packed into one
word.

In this case, the NDRNG has 130 output ports, but 26
STA-PEs are still used. Each scratch pad SRAM stores the
temporal ATs and slew rates to be propagated.

3.3.1 STA-PE

The modified STA-PE now consists of (1) two arrival time
calculators, (2) two slew rate calculators, and (3) two com-
parators.

The STA-PE generates samples of a0, a1, x0, x1, and
CL following their respective distributions to analyze two
logic arcs every cycle. These samples are generated in the
same way as Eq. (3) by using five normal distribution ran-
dom numbers following N(6, 1).

The output ATs and slew rates are calculated using
those of the preceding logic gates and the five generated
samples. The latest or earliest AT and the slew rates are
selected by the two comparators and stored on the scratch
pad SRAM.

3.3.2 NDRNG

In this application, we again utilize the 624-port MT. The
NDRNG for this application is shown in Fig. 11 and gener-
ates 5× 26 normal distribution random numbers every cycle
to fully utilize the 26 STA-PEs, each of which requires five
normal distribution random numbers every cycle.

To generate 5×26 normal distribution random numbers
every cycle using the CLT (N = 12) of Eq. (5), 5 × 26 ×
12 = 1,560 uniform random numbers must be generated
every cycle. Therefore, in this NDRNG, the 624-port 32-
bit MT is used as a 1,560-port 11-bit MT; every two output
ports of the 624-port 32-bit MT are bundled to construct a

Fig. 11 MT-based normal distribution random number generator for
MC-SSTA considering output capacitance and input slew rates.

312-port 64-bit MT, and each 64-bit output port is divided
into five output ports. Theoretically, this MT should be a
624/2 × 5 = 1,560-port �64/5� = 12-bit MT. However, to
successfully map the proposed architecture into the target
FPGA device, we use this MT as a 1,560-port 11-bit MT.
As shown in Fig. 11, we implement 1,560 accumulators for
each output of the MT and divide them into 26 groups each
of which has 5 × 12 accumulators. By interleaving the 12
accumulators through MUXs, our NDRNG generates 5×26
normal distribution random numbers every cycle.

3.4 Extension of the Proposed Scheme

The proposed scheme can be extended further to analyze the
clock path delay by considering delay variations of the clock
buffers in a similar manner to the data paths with which we
can consider clock skew. Subtracting the AT of each data
path from the result of the clock-delay analysis, slack distri-
butions are also obtained. Furthermore, the extension of the
NDRNG to support arbitrary delay distributions by utilizing
an arbitrarily distributed RNG, such as the existing study
[19], will also be possible.

4. Experimental Results and Comparisons

In Sect. 4.1, we show the experimental results of the pro-
posed scheme, and in Sect. 4.2, we compare the proposed
scheme with existing works.

4.1 Experimental Results

4.1.1 Implementation

In the following experiments, we use a mid-range FPGA,
Altera’s Arria II GX EP2AGX125EF35C4 for implement-
ing the architectures presented in Sect. 3.2 and Sect. 3.3.
The number of STA-PEs (NPE) for parallel MC operations,
resource usage of the target FPGA device, and maximum
operating frequencies (FMAX) are shown in Table 1.

Although the latter architecture executes more compli-
cated operations than the former one (and indeed the lat-
ter needs more FPGA resources), the latter achieved higher
FMAX. This is due to the following reasons:

• In the latter architecture, the number of bits to represent
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Table 1 Implementation of the proposed architectures on Altera’s
Arria II GX EP2AGX125EF35C4.

Statistical Number of Resource Maximum
parameters STA-PEs (NPE) utilization Frequency (FMAX)

Gate delay only
(Sect. 3.2)

26 78% 116 MHz

Load capacitance
and slew rates as
well (Sect. 3.3)

26 97% 126 MHz

Table 2 Throughput of the architecture presented in Sect. 3.2.

Target NGates NInstructions Throughput
circuit [×103 samples/s]

C432 145 213 141,596
C499 207 231 130,563
C880 228 327 92,232
C1355 207 231 130,563
C1908 239 289 104,360
C2670 396 594 50,774
C3540 599 1,001 30,130
C5315 794 1,330 22,677
C6288 1,897 1,957 15,411
C7552 997 1,366 22,079

Table 3 Required time breakdown of the flows of the prior work and the
proposed scheme (6-bit multiplier).

Process Prior work Proposed
[13]

Netlist file read 1.28 ms
Delay parameter file read 8.45 ms

RTL description generation 92.2 ms -
Mapping of RTL description

27 min -
into target FPGA device

Generation of instructions
for STA-PEs - 60.4 ms

MC-SSTA with one million
1,320 ms 78.9 ms

samples on FPGA

Total 27 min 159 ms

the ATs is smaller in order to consider both the ATs and
input slew rates under a hardware resource limitation.
• STA-PEs in the latter architecture are implemented

with more pipeline stages than those of the former ar-
chitecture since the analysis operation is more compli-
cated.

Note that there is a resource margin of about 20% for the
former architecture on the target FPGA device. This means
that a higher throughput can be expected by utilizing this re-
source margin — if more number of STA-PEs with a higher
throughput NDRNG were implemented.

4.1.2 Performance

Table 2 shows the throughput of the architecture presented
in Sect. 3.2 for ISCAS’85 benchmark circuits. We used
mapped netlists for these benchmark circuits that are taken
from [20].

Table 3 shows the overall processing time and its break-
down of our scheme (Fig. 2) using the architecture presented

Table 4 Comparison of the preprocessing time.

Approach Preprocessing Time
Proposed (fixed

hardware engine)
Netlist
scan

Very fast
(≈10 ms)

Compiled software
(CPU or GPU [17])

Netlist
scan

Very fast
(≈10 ms)

Dedicated hardware
engine on FPGA [13], [14]

FPGA
mapping

Very slow
(≈10min)

Fig. 12 Comparison of performance.

in Sect. 3.2. For comparison, the result of the prior work
[13] (Fig. 1) is also shown in this table. As can be seen from
this table, the proposed flow eliminates the mapping pro-
cess, which requires 27 minutes in the prior work. The pro-
posed flow instead requires an instruction generation pro-
cess, which requires only 70.0 ms including file I/O. In
addition, a process for transferring the generated instruc-
tions into the instruction SRAM is required for the proposed
flow. However, as mentioned in Sect. 3, since this process
and MC-SSTA on FPGA can be performed concurrently, the
time required for this process can be concealed. Therefore,
the proposed scheme can achieve significant acceleration in
the entire MC-SSTA flow.

4.2 Comparisons with Existing Works

4.2.1 Overall Processing Time

Although our goal is to derive the analysis result as fast as
possible from the given circuit, most of the previous works
only presents the throughput of the core part of the anal-
ysis, and little descriptions can be seen on the preprocess-
ing phase. Necessary preprocessing and qualitative time re-
quired can be summarized as Table 4. Those methods which
use dedicated hardware engine mapped on an FPGA device
should suffer from long mapping time. On the other hand,
the proposed method and possibly GPU implementation re-
quire very short time for preprocessing.

We then focus on the throughput of the core part of
analysis in more detail.

4.2.2 Throughput

Figure 12 shows the comparison of performance. FPGA
[13] is the result on 6-bit multiplier circuit, and all the other
results are on the ISCAS’85 benchmark circuits. The hor-
izontal axis is the number of gates of the given netlist in
log scale. Proposed method uses the mapped netlist for IS-
CAS’85 benchmark circuits that are taken from [20], while
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GPU [17] and CPU [17] use mapped netlist using SIS[21],
and thus the gate counts are not equal. FPGA [14] and
CPU [14] also use mapped netlist using SIS, but the gate
counts are not clarified in [14], hence we assume that the
gate count of [17] and [14] are equal. The vertical axis is
the throughput in samples/s in log scale. As seen from the
figure, throughput of the analysis by each method is approx-
imately inversely proportional to the gate count. We can
also observe that the proposed method is far more than ×10
faster than the conventional methods. This can be explained
by the throughput of the random number generator. While
our implementation generates 624 × 116 MHz=72 × 109/s
uniform random numbers utilizing the multi-port MT im-
plementation [18], GPU implementation [17], for example,
generates only 2.23 × 109/s uniform random numbers.

4.2.3 Accuracy

When software algorithms are implemented on hardware,
there can be accuracy deterioration due to (1) implementa-
tion of floating-point numbers using fixed-point representa-
tion, and (2) finite number of digits of the fixed-point rep-
resentation. According to [13], MC-SSTA hardware im-
plementation using linear feedback shift register (LFSR)
based RNG, CLT based NDRNG, and fixed-point represen-
tation achieves only 0.005% error in yield analysis com-
pared with an MC-SSTA software implementation using
Mersenne Twister based RNG, Box Muller (BM) based
NDRNG, and floating-point representation, when the dig-
its of uniform random numbers are at least 11 bits. Hence,
the hardware engine proposed in Sect. 3.2 and Sect. 3.3 uses
Mersenne Twister instead of LFSR, and the digits of uni-
form random numbers are given 11 bits, the analysis error
of the proposed method is guessed to be sufficiently small,
e.g., 0.005%.

5. Conclusions

In this paper, we have proposed an acceleration scheme for
MC-SSTA by utilizing a generalized STA engine called an
STA-PE, which efficiently calculates the latest or earliest
ATs of one logic gate for one sample. In order to exe-
cute MC-SSTA, a target netlist is converted into instructions
to execute the timing calculation using the STA-PEs. Un-
like other hardware implementations on FPGAs, the time-
consuming mapping process is not required in the proposed
scheme. Once we implement the proposed architecture on
FPGAs, only the contents of the instruction SRAM is re-
placed when the target netlist changes. In the case of a
6-bit MUL, generating instructions requires only 70.0 ms,
which is considerably faster than the 27 minutes of the ex-
isting scheme. The proposed architecture was successfully
implemented on a mid-range FPGA device with a 116 MHz
clock in which 26 STA-PEs and a 52-port NDRNG utiliz-
ing a 624-port MT-based RNG run in parallel. The scheme
achieves far more than ×10 speed-up compared with con-
ventional methods including GPU implementation [17].
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