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SUMMARY The network load is increasing due to the spread of con-
tent distribution services. Caching is recognized as a technique to re-
duce the peak network load by storing popular content into memories of
users. Coded caching is a new caching approach based on a carefully
designed content placement to create coded multicasting opportunities.
Coded caching schemes in single-rate networks are evaluated by the trade-
off between the size of memory and that of delivered data. For considering
the network with multiple transmission rates, it is crucial how to operate
multicast. In multicast delivery, a sender must communicate to intended
receivers at a rate that is available to all receivers. Multicast scheduling
method of determining rates to deliver are evaluated by throughput and de-
lay in multi-rate wireless networks. In this paper, we discuss coded caching
in the multi-rate wireless networks. We newly define a measure for eval-
uating the coded caching scheme as coded caching delay and propose a
new coded caching scheme. Also, we compare the proposed coded caching
scheme with conventional coded caching schemes and show that the pro-
posed scheme is suitable for multi-rate wireless networks.
key words: coded caching, multi-rate network, delay, wireless networks,
scheduling method

1. Introduction

The peak network load is getting larger due to the demand
for video streaming services using the Internet. Caching is
recognized as one solution to reduce a peak network load
[1]. When the network load is low, popular content is stored
in the cache memories of end-users or the mass memories of
cache servers based on a caching strategy. If the end-users
can recover their requests by using the content stored in their
memories, the network load can be reduced.

Coded caching is a new caching approach based on a
carefully designed content placement to create coded multi-
casting opportunities [2], [3]. It can be achieved by making
coded messages based on the content not only in the mem-
ory of each user but also in the memories of all users among
the network. The placement phase is carefully designed to
provide coded messages for multiple users. The transmis-
sion of the coded messages can use a network resource ef-
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fectively by utilizing the multicast. There are various stud-
ies for the coded caching schemes with extensive network
models. Network models that each user has a non-uniform
demand are discussed in [4]–[6]. Network models with var-
ious cache sizes are discussed in [7] and [8]. Also, the mod-
els with distinct file sizes are discussed in [9]. There are
some schemes in which not only one kind of heterogeneity
is assumed, but also a plurality of kinds of heterogeneity is
considered. For example, a model that simultaneously con-
siders uneven file size, memory size, and file popularity is
discussed in [10]. Also, a model where cache size and link
quality are different for two user cases is discussed in [11].
These studies are evaluated by the tradeoff between the size
of memory and the size of delivered data. When consider-
ing channel quality, e.g., the non-uniform transmission rate
of the channel, we consider that it is necessary to be eval-
uated not only by the above tradeoff but also by a latency.
In this paper, we discuss what problems are involved in the
coded caching schemes for non-uniform transmission rates.

The multicast is known as an efficient method for de-
livering the same data to multiple receivers. However, the
multicast is not always the most efficient method to transmit
to all intended receivers in the multi-rate wireless networks
where multiple receivers communicate with different trans-
mission rates. The transmitter determines a transmission
rate depending on the network environments in the wireless
network. For example, the transmission rate is large for the
receiver, which is near the access point, and the transmission
rate is low for the receiver, which is distant from the ac-
cess point. For considering multicasting to these receivers,
the transmitter needs to transmit with the small transmis-
sion rate for the distant receiver. It leads to a reduction in
the throughput of the entire network. Scheduling methods
for selecting the transmission rate are essential to avoid this
problem. The scheduling that uses the transmission delay as
a measure of evaluation is discussed in [12]. The tradeoff re-
lationship between the throughput and the delay is discussed
in [13].

In this paper, we discuss a coded caching problem in
the multi-rate wireless networks. We are not concerned here
with the content popularity. The purpose of this paper is
to clarify the influence of the multi-rate environment on the
coded caching schemes. We define a coded caching delay
as the measure to evaluate the coded caching schemes in the
multi-rate wireless networks. We point out the weakness
of the conventional coded caching scheme for the network
with the different sizes of memory, called the zero-padding
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scheme [7], when the delay is used as a measure to evaluate.
For this problem, we consider reducing the delay by devis-
ing a delivery algorithm and propose a new coded caching
scheme in the multi-rate wireless networks. Also, we com-
pare the proposed scheme with the uncoded caching scheme
and the zero-padding scheme.

The remainder of the paper is organized as follows.
Section 2 describes the model of multi-rate wireless net-
works considered in this paper. Section 3 reviews coded
caching schemes in single-rate networks and describes mea-
sures to evaluate scheduling methods in multi-rate networks.
Section 4 defines a measure to evaluate the coded caching
schemes as in the multi-rate network. Also, it presents a
weakness of a conventional scheme in delay and proposes a
new coded caching scheme to conquer the weak point. Sec-
tion 5 compares the proposed coded caching scheme with
conventional coded caching schemes and shows that the pro-
posed scheme is suitable for multi-rate wireless networks.

2. Network Model

In this section, we describe a network model discussed in
this paper.

We consider the multi-rate wireless network model il-
lustrated in Fig. 1. The network consists of one sender
and K receivers. The sender s has a database of N files
w1, w2, . . . , wN of each size F bits. Let N = {1, 2, . . . ,N}
be the index set of the files, and let K = {1, 2, . . . ,K} be the
index set of the receivers. The receiver i ∈ K has a memory
of size MiF bits. The quantity Mi ∈ [0,N) is the normalized
size of the memory by F and assume M1 ≤ M2 ≤ · · · ≤ MK
without loss of generality. Let C = {C1,C2, . . . ,CL} be the
set of the transmission rates available to the sender and as-
sume C1 ≤ C2 ≤ · · · ≤ CL. Let ck ∈ C be the maximum
transmission rate which can be used between the sender s
and the receiver k. The receiver k can use rate ck or less in
the set C.

The caching system operates in two phases, which are
a placement phase and a delivery phase. In the placement
phase, the receivers store contents related to the N files in
their memories without any prior knowledge of future re-
quests. In the delivery phase, each receiver requests one of
the N files in the database, and the sender makes transmis-
sion messages and sends them to the receivers by multicas-

Fig. 1 Network model.

ting. Let dk ∈ N be the request of the receiver k, and it de-
notes the index of the requested file. Let d = (d1, d2, . . . , dK)
be the vector of requests. The sender makes a message of
size RdF bits based on the request vector d, where Rd is the
normalized by F, and sends it to receivers.

The limitations and issues to discuss for each phase are
as follows: The placement phase operates when the network
load is small, so the limitation of the network load is not
considered. The problem in this phase is what content is
stored in memories of limited size. The delivery phase op-
erates when the network load is high, so the limitation of
the network load is considered The problem in this phase is
minimizing the size of delivering messages. At the time, the
content stored in the memories can be used.

In this paper, we propose a coded caching scheme suit-
able for this model. The scheme is compared with the exist-
ing method based on the size of the message and the trans-
mission delay. In order to carry out a discussion that does
not depend on the file size, we used Mi and Rd which are the
size normalized by file size for the following sections.

3. Related Works

In this section, we first review an existing approach to the
coded caching problem in networks with non-uniform cache
sizes. Besides, we will describe scheduling for determining
a transmission rate to be used when performing multicast
delivery in a multi-rate environment.

3.1 Coded Caching

The network load is increasing due to the expansion of con-
tent distribution services. The load tends to vary with time.
For example, the load is small in the middle of the night,
and the load is large in the evening. Caching is recognized
as one solution to reduce the network load during peak times
by prefetching popular content into memories of receivers.
Coded caching [2], [3] is a new caching approach based on
a carefully designed content placement to create coded mul-
ticasting opportunities.

The coded caching problem in the networks with a non-
uniform size of memories of receivers is discussed in [7].
They assume that the receivers have memories of different
size M1,M2, . . . ,MK , but do not take into account the dif-
ferences in the transmission rates, i.e., c1 = c2 = · · · = cK .
Algorithm 1 is the coded caching scheme for this setting.
U\{l} denotes to exclude receiver l from the subset of re-
ceiversU. For a receiver l ∈ U, wdl,U\{l} represents a partial
file that is stored in the cache of receivers inU\{l} but is not
stored in the cache of other receivers in K . xU represents a
coded file that is sent to receivers in U. For simplicity, we
describe wdl,{1,2,3} as wdl,123 in this paper. |w| is the size of the
file w. The operator || means a concatenation of bit strings.
When encoding data of different sizes, this scheme encodes
by XORing data after zero-padding to scale to the maximum
size.
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Algorithm 1 Decentralized coded caching scheme with
non-uniform cache size
1: Placement Phase
2: for (k = 0; k < K; k + +) do
3: for (n = 0; n < N; n + +) do
4: receiver k randomly prefetches MkF/N bits of content n;
5: end for
6: end for
7: Delivery Phase
8: for (k = K; k > 0; k − −) do
9: for each subsetU of k receivers do

10: Maxsize← maxi∈U |wdi ,U\{i} |;
11: xU ← all-zero vector of length Maxsize bits;
12: for l ∈ U do
13: if |wdl ,U\{l} | < Maxsize then
14: temp ← all-zero vector of length (Maxsize − |wdl ,U\{l} |)

bits;
15: wdl ,U\{l} ← wdl ,U\{l} || temp;
16: end if
17: xU ← xU ⊕ wdl ,U\{l};
18: end for
19: Multicast the coded data xU to receivers inU.
20: end for
21: end for

Table 1 The messages transmitted by the zero-padding scheme in Ex-
ample 1.

Coded transmitted message Size

x123 = wd1 ,23⊕wd2 ,13⊕wd3 ,12
(
1 − M1

N

) M2
N

M3
N

x12 = wd1 ,2⊕wd2 ,1
(
1 − M1

N

) M2
N

(
1 − M3

N

)
x13 = wd1 ,3⊕wd3 ,1

(
1 − M1

N

) (
1 − M2

N

) M3
N

x23 = wd2 ,3⊕wd3 ,2
(
1 − M1

N

) (
1 − M2

N

) M3
N

x1 = wd1 ,φ

(
1− M1

N

) (
1− M2

N

) (
1− M3

N

)
x2 = wd2 ,φ

(
1− M1

N

) (
1− M2

N

) (
1− M3

N

)
x3 = wd3 ,φ

(
1− M1

N

) (
1− M2

N

) (
1− M3

N

)

Example 1 Suppose that a network consists of the sender s
that has 3 files {w1, w2, w3} and 3 receivers {u1, u2, u3}, i.e.,
N = 3 and K = 3. The receiver ui, i ∈ {1, 2, 3} has the mem-
ory of size Mi and vector of requests is d = (d1, d2, d3). Ta-
ble 1 shows the messages transmitted based on Algorithm 1.
In this table, the operator ⊕ refers to the bitwise XOR oper-
ation after the zero-padding for scaling to the largest file.

The message x123 is made by encoding subfiles wd1,23,
wd2,13, and wd3,12 that are different size and is sent to the
receivers {u1, u2, u3}. The expected size of each subfile is
given by:

|wd1,23| =

(
1 −

M1

N

) M2

N
M3

N
, (1)

|wd2,13| =
M1

N

(
1 −

M2

N

) M3

N
, (2)

|wd3,12| =
M1

N
M2

N

(
1 −

M3

N

)
, (3)

where |wd1,23| ≥ |wd2,13| ≥ |wd3,12| from M1 ≤ M2 ≤ M3. To
XOR these files, the small files are needed to scale them to
the largest file wd1,23 using zero-padding, as shown in Fig. 2.

�

Fig. 2 An example of encoding using the zero-padding scheme.

Other studies considering heterogeneous file sizes are
also based on the above zero-padding solution [10], [11]. In
this paper, we point out that wasteful files are distributed
when using a zero-padding scheme in a multi-rate environ-
ment, and propose a new delivery scheme.

3.2 Multi-Rate Wireless Networks

In wireless networks, a sender determines data transmission
rates depending on physical distances between the sender
and receivers, and the presence or absence of obstacles, and
the like. For example, in IEEE 802.11b, which is one of the
wireless LAN standards, 1 Mbps, 2 Mbps, 5.5 Mbps, and 11
Mbps are used according to conditions.

The multicast is well known as an efficient method for
delivering the same data to multiple receivers. However, it is
necessary to use the smallest transmission rate among the re-
ceivers that can communicate at different transmission rates
in the multi-rate wireless networks. This problem causes a
decrease in the communication efficiency of the whole net-
work. Scheduling is important to avoid this problem. It
decides the transmission rates which the receivers will use.

As a standard measure of communication in the net-
work, there are throughput and a transmission delay. The
throughput represents the amount of information that is pro-
cessed per unit time. The transmission delay represents the
time until the receiver receives whole the messages. For
multicast in the multi-rate wireless networks, the scheduling
with the minimum delay [12] and the tradeoff relationship
between the throughput and the delay [13] are discussed.

We introduce the multicast throughput and the trans-
mission delay defined by [13]. At first, the set of all
transmission possibilities is considered. We assume that a
sender s transmits a message x to K receivers. Let Tx =

{t1, t2, . . . , tm} be the set of all scheduling that the sender s
can consider. Each schedule is defined by the set of trans-
mission rates to be used. For example, t = {(u1, u2)ca , (u3)cb }

means that the receivers u1 and u2 receive with the transmis-
sion rate ca and the receiver u3 receives with the transmis-
sion rate cb. For the message x and the scheduling t, Lx,t is
the number of carried-out transmissions and Cx,t is the set
of used transmission rates. Lx,t is equal to the number of
subsets of receivers in the scheduling t.
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For the set of scheduling, a multi-rate multicast
throughput and a multi-rate multicast delay are defined as
follows.

Definition 1 (Multi-rate multicast throughput) [13]. The
multicast throughput is the average rate of packets success-
fully delivered to multicast receivers. It is denoted by (4)
when the sender s sends a message x with a scheduling t.

THx,t ,

∑
c∈Cx,t

ncc

Lx,t
, (4)

where nc is the number of receivers that are received with
the transmission rate c.

The multi-rate multicast throughput is the multicast
throughput of the best scheduling. It is defined by

THx,max , max
t∈Tx

THx,t. (5)

Definition 2 (Multi-rate multicast delay) [13]. The multi-
cast delay is the total time spent to communicate a multicast
packet to all receivers. It is denoted by (6) when the sender
s sends a message x with a scheduling t.

TTx,t =
∑

c∈Cx,t

|x|
c
. (6)

The multi-rate multicast delay is the multicast delay of
the best scheduling. It is defined by

TTx,min , min
t∈Tx

TTx,t. (7)

Example 2 Let u1, u2, and u3 be three receivers and let
C = {1, 2, 5.5, 11}, c1 = 1, c2 = 2, and c3 = 11. In this
condition, u1 can only use transmission rate of 1 and u3 can
use transmission rates of 1, 2, 5.5, and 11. When the sender
multicasts a file x to the receivers, it considers four kinds
of scheduling, as shown in Fig. 3. The scheduling t1 is de-
livered to the receiver u1 at a transmission rate of 1, and
multicasts to the receivers u2 and u3 at a transmission rate
of 2. When multicasting to the receivers u2 and u3, although
the receiver u3 can communicate at the transmission rate 11,
the receiver u3 is limited to a small transmission rate.

The sender selects one of 4 scheduling plans based
on the multicast throughput THx,t or the multicast delay
TTx,t. Table 2 shows THx,t and TTx,t of each scheduling.
From Table 2, t4 is the best scheduling if the sender selects
scheduling based on THx,t. On the other hand, t2 is the best
scheduling if the sender selects scheduling based on TTx,t.

�

The throughput of Definition 1 cannot be evaluated
considering the message size. Because the size of the deliv-
ered message is one of the important measures to evaluate
the coded caching scheme, this paper focuses on the delay,
which can be evaluated considering the message size.

In the following sections, we will refer to the schedul-
ing with the smallest delay as the best scheduling. From (6),

Fig. 3 Scheduling considered in Example 2.

Table 2 The multicast throughput THx,t and the multicast delay TTx,t of
each scheduling in Example 2.

Scheduling Multicast throughput Multicast delay
t1 = {(u1)1, (u2, u3)2} 2.5 1.5
t2 = {(u1, u2, u3)1} 3 1 (best)
t3 = {(u1)1, (u2)2, (u3)11} 4.67 1.59
t4 = {(u1, u2)1, (u3)11} 6.5 (best) 1.09

the best scheduling is the case of multicasting at once with
a rate that is available to receivers. The rate is given by the
minimum value among the maximum transmission rates of
each receiver. In Example 2, the delay is the smallest when
multicasting at the lowest transmission rate among c1, c2,
and c3.

4. Coded Caching Scheme for Multi-Rate Wireless
Networks

In this section, we define measures to evaluate the coded
caching schemes and propose a new delivery scheme suit-
able for multi-rate wireless networks.

4.1 Evaluation Measures

The worst-case size of transmission messages normalized
by file size is used as the measures of the coded caching
schemes [2]. On the other hand, in the multi-rate wireless
networks, the multicast delay is used as the measures of the
scheduling. In this paper, we consider coded caching in the
multi-rate environment. We newly define a coded caching
delay for evaluating the coded caching schemes.

We consider the worst case where the size of delivery
messages becomes the largest to estimate the delivery cost.

Definition 3 (The worst-case size of transmission mes-
sages). We define the worst-case size of the transmission
messages as

R , max
d∈NK

Rd. (8)

For the vector of request d, let X = {xu|u ∈ U} be the set of
messages that are delivered by the coded caching scheme.
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Table 3 The size of each message transmitted by the zero-padding
scheme and its minimum delay in Example 3.

Coded message Size Delay Best scheduling

x123 0.222 0.222 {(u1, u2, u3)1}

x12 0.111 0.056 {(u1, u2)2}

x13 0.222 0.222 {(u1, u3)1}

x23 0.222 0.222 {(u2, u3)1}

x1 0.111 0.010 {(u1)11}

x2 0.111 0.056 {(u2)2}

x3 0.111 0.111 {(u3)1}

Total 1.11 0.899

The total size of the messages is given by

Rd =
∑
x∈X

|x|. (9)

By definition, for any vector of requests d, the total size of
the transmission messages is less than or equal to the size of
the worst-case R so that the network load can be estimated.

In the coded caching scheme, the time until each re-
ceiver receives the data necessary for recovering the request
is the time until all messages are transmitted since the coded
messages are transmitted.

Definition 4 (Coded caching delay). Let X = {xu|u ∈ U}
be the set of messages that are delivered by the coded
caching scheme. The multi-rate multicast delay of each
message x ∈ X is given by (7). The coded caching delay
is defined as

TT ,
∑
x∈X

TTx,min. (10)

Example 3 Consider the same setting as Example 1, so
M1 = 1, M2 = 1.5, and M3 = 2. In addition, let
C = {1, 2, 5.5, 11} and suppose that the transmission rates
available to each receiver are c1 = 11, c2 = 2, and c3 = 1.
The size of each message is shown in Table 3. Table 3
also shows the delay with the best scheduling selected based
on the multi-rate multicast delay. For example, the size of
x123 is 0.222, and the best scheduling to multicast x123 is
{(u1, u2, u3)1} from Example 2.

The bottom of Table 3 shows the total size of the
messages and the total delay in the zero-padding scheme.
In this example, the worst-case size of transmission mes-
sages is 1.11, and the coded caching delay is 0.899.

�

Consider a situation that a receiver requiring a large
subfile can receive with a large transmission rate and another
receiver requiring a small subfile can receive with a small
transmission rate. Then, the zero-padding scheme transmits
the coded message, which is an XOR of two subfiles after
zero-padding to scale to large subfile, with the small trans-
mission rate. The weakness of the zero-padding scheme is

Algorithm 2 Proposed delivery scheme
1: Delivery Phase
2: for (k = K; k > 0; k − −) do
3: for each subsetU of k receivers do do
4: Usend ←U;
5: whileUsend , φ do
6: Minsize← mini∈U |wdi ,U\{i} |;
7: xUsend

U
← all-zero vector of length Minsize bits;

8: for l ∈ Usend do
9: if |wdl ,U\{l} | = Minsize then

10: add receiver l toUtemp;
11: end if
12: w

Usend
dl ,U\{l}

← the first Minsize bits of wdl ,U\{l};
13: wdl ,U\{l} ← the remaining bits of wdl ,U\{l};
14: xUsend

U
← xUsend

U
⊕ w

Usend
dl ,U\{l}

;
15: end for
16: Multicast the coded data xUsend

U
to receivers inUsend.

17: Usend ←Usend\Utemp;
18: end while
19: end for
20: end for
21:
22: Recovery Phase of receiver k
23: for each subsetU including k do
24: xU ← null vector;
25: for each subfile xUsend

U
do

26: xU ← xU ||x
Usend
U

;
27: end for
28: for l ∈ U\{k} do
29: xU ← xU⊕wdl ,U\{l};
30: end for
31: wdk ,U\{k} ← xU ;
32: end for
33: wdk is restored by all subfiles of wdk ;

that the scheme sometimes sends redundant data.

Example 4 In Table 1, when x13 is transmitted, wd3,1 is
padded with |wd1,3| − |wd3,1| zeros because |wd1,3| is larger
than |wd3,1|. In this case, the receiver u1 needs to use
the small transmission rate c3 = 1 to multicast in spite
of the fact that u1 can receive with the transmission rate
c1 = 11(> c3). From a different viewpoint, the zero-
padding scheme transmits inactive data, i.e. the part of zero-
padding, to the receiver u3 with the small transmission rate.

�

4.2 Proposed Delivery Scheme

For the problem described in the previous subsection,
we consider XORing by dividing subfile according to a
small subfile rather than by zero-padding to scale to a large
subfile.

We propose Algorithm 2 as a method to make the coded
message by XORing in accordance with a small subfile. The
placement phase operates on the same algorithm as the zero-
padding scheme. The delivery phase operates as follows. At
first, we choose k receivers from K receivers to form a subset
U. Usend refers to the subset of receivers who receive the
coded data. Then, we equalize the file size for encoding.
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Fig. 4 An example of encoding using the proposed scheme.

Therefore, we find the smallest file size among the files that
will be encoded, and then let Minsize be the smallest file
size. After that, we encode the first Minsize bits of each file,
and then we send the coded data xUsend

U
to receivers inUsend.

The superscript of the coded message refers to the subset of
receivers who receive it. Now, we do not need to send any
additional data to the receivers who requested the subfile of
size Minsize, so we remove such receivers fromUsend.

Example 5 We consider transmitting the equivalent data
to x123 of Table 1 using the proposed scheme. At first,
wd1,23 and wd2,13 are divided into two subfiles that the
size of one subfile is equal to |wd3,12| as shown in Fig. 4.
Then, the remaining of wd1,23 is divided into two subfiles
that the size of one subfile is equal to the remaining of
wd2,13. After that, coded messages are made by XOR-
ing subfiles of the same size. Then, x13

123 is transmitted to
the receivers u1, u2, and u3, x12

123 is transmitted to the re-
ceivers u1 and u2, and x1

123 is transmitted to the receiver u1.
�

Example 6 After receiving the data in Table 4, receiver
u1 recovers tha requested file wd1 as follows. u1 re-
ceives x123

123, x12
123, x1

123, x12
12, x1

12, x13
13, x1

13, and x1. For
U = {1, 2, 3}, x123 is recovered by x123 = x123

123||x
12
123||x

1
123

and wd1,23 is recovered by wd1,23 = x123⊕wd2,13⊕wd3,12,
where wd2,13 and wd3,12 are stored in memory of receiver
u1. Similarly, u1 recovers wd1,2, wd1,3, and wd1,φ. Now
that u1 has all subfiles of wd1 , so u1 can recover wd1 .

�

Example 7 Assume the same network setting as Exam-
ple 3, that is, 3 receivers u1, u2, and u3 have the memories
of size M1 = 1, M2 = 1.5, and M3 = 2 and can receive mes-
sage with the transmission rates c1 = 11, c2 = 2, and c3 = 1,
respectively.

Table 4 shows the coded messages, and Table 5 shows
the size of each message and the minimum delay. For
example, when the equivalent data to x123 of Table 1
is transmitted, the proposed scheme transmits the mes-
sages x123

123, x12
123, and x1

123 with the scheduling {(u1, u2, u3)1},
{(u1, u2)2}, and {(u1)11}, respectively. Then, the delay is
0.056 + 0.028 + 0.010 = 0.094 with the proposed scheme,
and it is 0.128 faster than the zero-padding scheme. The
total size of the messages and the coded caching delay

Table 4 The messages transmitted by the proposed scheme in Example
6.

Coded message Size

x123
123 =w123

d1 ,23⊕w
123
d2 ,13⊕wd3 ,12

M1
N

M2
N

(
1 − M3

N

)
x12

123 =w12
d1 ,23 ⊕ w

12
d2 ,13

M1
N

(
1− M2

N

) M3
N −|x

123
123 |

x1
123 =w1
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Table 5 The size of each message transmitted by the proposed scheme
and its minimum delay.

Coded message Size Delay Best scheduling

x123
123 0.056 0.056 {(u1, u2, u3)1}

x12
123 0.056 0.028 {(u1, u2)2}

x1
123 0.111 0.010 {(u1)11}

x12
12 0.056 0.028 {(u1, u2)2}

x1
12 0.056 0.005 {(u1)11}

x13
13 0.056 0.056 {(u1, u3)1}

x1
13 0.167 0.015 {(u1)11}

x23
23 0.111 0.111 {(u2, u3)1}

x2
23 0.111 0.056 {(u2)2}

x1 0.111 0.010 {(u1)11}

x2 0.111 0.056 {(u2)2}

x3 0.111 0.111 {(u3)1}

Total 1.11 0.540

are shown at the bottom of Table 5. In this example,
the total size is 1.11, and the delay is 0.540. From
the comparison with the zero-padding scheme, the total
size of messages is equivalent, and the coded caching
delay is 60% of the delay of the zero-padding scheme.

�

The proposed scheme improves the coded caching de-
lay by avoiding sending useless data to the receivers with
the small transmission rate. Moreover, the total size of mes-
sages of the proposed scheme is equal to that of the zero-
padding scheme.

5. Numerical Results

We evaluate the performance of the coded caching scheme
in the multi-rate wireless network by the data size and
the coded caching delay. For the comparison, the un-
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Fig. 5 Comparison of total size of messages.

Fig. 6 Comparison of coded caching delay.

coded caching scheme described in [2] and the zero-padding
scheme proposed in [7] are targets for the evaluation.

In the network model, we assume different memory
size at each receiver. However, it is considered that the type
of memory size is fixed in the actual network environment.
In this experiment, we consider a scenario that the sender
has N = 100 files of size 20 MB† and the receiver has a
memory of size 100 MB, 300 MB, 500 MB, or 1000 MB††.
Thus, we randomly choose the memory size of the receiver
from {5, 15, 25, 50}. Also, we randomly choose the trans-
mission rate from {1, 2, 5.5, 11} independent of the memory
size.

Figure 5 shows the comparison of the total size of
transmitted messages. The size should be small to reduce
the network load. Figure 6 shows the comparison of the
coded caching delay. The delay should be small to satisfy
the requests of the receivers quickly. Each result is the av-
erage of 20 trials with randomly changed memory size and
transmission rate.

From Fig. 5, the size of the message transmitted by
the proposed scheme is equal to that by the zero-padding

†It is about 10 minutes by the animation for mobile devices.
††Most web browsers can resize the capacity of cache up to

1024 MB.

scheme, and it is also smaller than that by the uncoded
caching scheme. Therefore, the coded caching schemes can
reduce the size of the message so that the network load will
be smaller. As can be seen from Figs. 5 and 6, although
the zero-padding scheme reduces the total size of messages
from the uncoded scheme, the delay is almost the same to
the delay of the uncoded scheme.

In the zero-padding scheme, the sender can transmit
coded messages, which are smaller than the messages trans-
mitted by the uncoded scheme, to target receivers at once by
multicast. However the sender has to use the smallest trans-
mission rate among the target receivers. Also, this scheme
generates an inactive data by zero-padding to scale to the
small subfile to the large subfile and transmits it with the
small rate. On the other hand, in the uncoded scheme, the
sender can transmit the messages to each receiver with as
large as possible transmission rate. Due to the difference
in available rates, the zero-padding scheme has a large de-
lay regardless of the difference in the total size of messages.
The proposed scheme improves the delay from both of the
conventional schemes. If K = 15, the delay is shortened by
about 30%. In the proposed scheme, the sender can transmit
the coded message with as large as possible transmission
rate because this scheme does not generate any inactive data
by splitting the subfiles, unlike the zero-padding scheme.

For further comparison, we experimented with the fol-
lowing two patterns. One is a pattern in which users with
a large memory size can communicate at a large transmis-
sion rate, i.e., c1 ≤ c2 ≤ · · · ≤ ck. We call it pattern A.
The other is a pattern in which users with a large mem-
ory size can communicate at a small transmission rate, i.e.,
c1 ≥ c2 ≥ · · · ≥ ck. We call it pattern B. The results of each
pattern are shown in Figs. 7 and 8. In pattern A, the proposed
scheme and zero-padding scheme give the same results. It
can be seen that the conditions unfavorable to the proposed
scheme are not inferior to the zero padding scheme. In pat-
tern B, the proposed scheme reduces the delay significantly
from the existing schemes, and the zero-padding scheme is
worse than the uncoded scheme. From the above results, the
proposed scheme has a smaller delay than the zero-padding
scheme for any condition.

In order to measure the practical delay time, it is neces-
sary to consider the time taken for coding and decoding. For
a large number of receivers, a large coding times is a prob-
lem in the coded caching schemes and beyond the scope of
discussion in this paper. This problem has been discussed in
[14]–[16]. In future works, these methods will be applied to
proposed scheme and the conventional schemes and we will
evaluate the partical delay time of these scheme in multi-rate
wireless networks.

6. Conclusion

We discussed the coded caching problem in the multi-rate
wireless network. We defined the coded caching delay to
evaluate the coded caching scheme in this network. We dis-
cussed the weak point of the zero-padding scheme on the
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Fig. 7 Comparison of coded caching delay with pattern A.

Fig. 8 Comparison of coded caching delay with pattern B.

coded caching delay. We proposed the new coded caching
scheme to solve the weak point and have evaluated it based
on the coded caching delay. From the comparisons with
the conventional schemes, we have shown that the delay is
shortened by between 22% and 40% if the number of re-
ceivers is ten or more. Notably, the proposed scheme is suit-
able for multi-rate wireless networks.
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