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#### Abstract

SUMMARY It has been widely recognized that in compressed sensing, many restricted isometry property (RIP) conditions can be easily obtained by using the null space property (NSP) with its null space constant (NSC) $0<\theta \leq 1$ to construct a contradicted method for sparse signal recovery. However, the traditional NSP with $\theta=1$ will lead to conservative RIP conditions. In this paper, we extend the NSP with $0<\theta<1$ to a scale NSP, which uses a factor $\tau$ to scale down all vectors belonged to the Null space of a sensing matrix. Following the popular proof procedure and using the scale NSP, we establish more relaxed RIP conditions with the scale factor $\tau$, which guarantee the bounded approximation recovery of all sparse signals in the bounded noisy through the constrained $\ell_{1}$ minimization. An application verifies the advantages of the scale factor in the number of measurements. key words: compressed sensing, null space property, null space constant, restricted isometry property, $\ell_{1}$-norm minimization


## 1. Introduction

Compressed sensing (CS) [4], [5] has attracted much attention over the last decade due to the numerous applications in imaging processing [6], compressive phase retrieval [7], and statistics [8]. In particular, without the need of full signal recovery CS has also been applied into several signal processing aspects, such as estimation, detection and classification [9]-[13]. A central problem of CS is to recover an unknown sparse signal $\mathbf{x} \in \mathbb{R}^{p}$ from the observed data $\mathbf{y} \in \mathbb{R}^{n}$ where

$$
\begin{equation*}
\mathbf{y}=\mathbf{A} \mathbf{x}+\mathbf{z} \tag{1}
\end{equation*}
$$

Here $\mathbf{A} \in \mathbb{R}^{n \times p}(n \ll p)$ is a measurement matrix, and $\mathbf{z} \in \mathbb{R}^{n}$ is a measurement error. It is well-known that the sparse recovery based on $\ell_{0}$-norm minimization is a NP-hard problem. Thus, the constrained $\ell_{1}$-norm minimization has been well studied to provide an efficient method for sparse signal recovery. Generally speaking, the approach is to find the sparsest signal by solving the following problem [14]:

$$
\begin{equation*}
\widehat{\mathbf{x}}=\min _{\mathbf{x}}\left\{\|\mathbf{x}\|_{1} \text { s.t. } \mathbf{A x}-\mathbf{y} \in \mathcal{B}\right\} \tag{2}
\end{equation*}
$$

where $\mathcal{B}$ is a bounded set determined by the noise structure,

[^0]particularly, $\mathcal{B}=\{0\}$ means the noiseless case. In the problem (2), the most well-known properties, such as the null space property (NSP) [3], and the restricted isometry property (RIP) [14], have been introduced and studied to recover the sparse signals in the literatures [4], [5], [15]-[20]. For $k$-sparse signal recovery, NSP satisfies an inequality that the $\ell_{1}$ norm of the largest $k$ entries is less than that of the rests in null space of the sensing matrix, while RIP considers the smallest number to estimate the reconstruction bound by using $k$-sparse vectors. Based on NSP, there is a popular proof procedure to obtain the RIP conditions (upper bounds of the smallest number) by using contradicted methods to prove the inequality of NSP [1], [2], [21]-[25]. For discussing the proof procedure, we first introduce the NSP and RIP definitions as follows.

### 1.1 NSP and RIP

Some basic notations are given. A vector $\mathbf{v} \in \mathbb{R}^{p}$ is said to be $k$-sparse if $S=|\operatorname{supp}(\mathbf{v})|<k$, where $S=\left\{i, \mathbf{v}_{i} \neq 0\right\}$ is the support of $\mathbf{v} . \mathbf{v}_{\max (k)}$ is a vector $\mathbf{v}$ with all but the largest $k$ entries in absolute value set to zero and $\mathbf{v}_{-\max (k)}=\mathbf{v}-\mathbf{v}_{\max (k)}$. The kernel of matrix $\mathbf{A}$ is denoted as $\operatorname{ker}(\mathbf{A})=\{\mathbf{v}: \mathbf{A v}=0\}$.

One of the most widely used frameworks is the NSP with a null space constant (NSC) $\theta(0<\theta \leq 1)$ [24], [26][34] for compressed sensing. Furthermore, $\theta$ can be tested by using semidefinite programming [28] and sandwiching algorithm [30]. Now we give the $(k, \theta)$-NSP by following the definition 2.1 [24].

Definition 1: [24] A matrix $\boldsymbol{A}$ satisfies the null space property of order $k$ if $\forall v \in \operatorname{ker}(\boldsymbol{A}) \backslash\{0\}$ and $\forall|S|<k$,

$$
\begin{equation*}
\left\|\boldsymbol{v}_{S}\right\|_{1}<\theta\left\|\boldsymbol{v}_{S^{c}}\right\|_{1}, \tag{3}
\end{equation*}
$$

where $S^{c}$ is the complement set of $S$, and $\boldsymbol{v}_{S}$ is the vector that has the same entry as $\boldsymbol{v}$ on $S$, but 0 everywhere.

Based on the above NSP with $\theta=1$, there has a useful characterization [35] of the matrix $\mathbf{A}$ that (2) with $\mathcal{B}=\{0\}$ will produce the solution of (1) with $\mathbf{z}=0$ if and only if $\forall \mathbf{v} \in$ $\operatorname{ker}(\mathbf{A}) \backslash\{0\}$ and $\forall|S|<k,\left\|\mathbf{v}_{S}\right\|_{1}<\left\|\mathbf{v}_{S^{c}}\right\|_{1}$. Of course, we need not to check this inequality for all subsets $S$; checking the subset with the $k$ largest (in absolute value) elements of $\mathbf{v}$ is sufficient [35]. Thus we have the following lemma, which is from [1].

Lemma 1 [1]: Using (2) with $\mathcal{B}=\{0\}$ one can recover all $k$-sparse signal $\boldsymbol{x}$ if and only if $\forall \boldsymbol{v} \in \operatorname{ker}(\boldsymbol{A}) \backslash\{0\}$,

$$
\begin{equation*}
\left\|\boldsymbol{v}_{\max (k)}\right\|_{1}<\left\|\boldsymbol{v}_{-\max (k)}\right\|_{1} . \tag{4}
\end{equation*}
$$



Fig. 1 The geometrical relationship of the distance $\tau, \mathbf{v} \in \overline{\operatorname{ker}}(\mathbf{A}) \backslash\{0\}$, $\mathbf{v}_{\max (k)}, \mathbf{v}_{-\max (k)}, \overline{\mathbf{v}} \in \overline{\operatorname{ker}}(\mathbf{A}) \backslash\{0\}$, and $\overline{\mathbf{v}}_{-\max (k)}$, where $\theta \leq \tau \leq 1, \mathbf{v}_{\max (k)}$ is a vector $\mathbf{v}$ with all but the largest $k$ entries in absolute value set to zero, $\mathbf{v}_{-\max (k)}=\mathbf{v}-\mathbf{v}_{\max (k)}$, and $\overline{\operatorname{ker}(\mathbf{A}) \text { is defined in (10). }}$

### 1.3 Motivation and Contributions

To address this important problem, the key idea is that the inequality (5) is considered as a NSP characterization to expand the inequality (4) for the improvement of the RIP conditions. In this paper we introduce a factor $\tau$ to scale down the vector $\mathbf{v}_{-\max (k)}$ into $\overline{\mathbf{v}}_{-\max (k)}=\tau \mathbf{v}_{-\max (k)}$ with $\theta \leq \tau \leq 1$. This leads to a scale kernel with a noise $\|\mathbf{A} \overline{\mathbf{v}}\|_{2}<(1-\tau) \rho\left\|\mathbf{v}_{-\max (k)}\right\|_{2}\left(\rho=\sqrt{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)}\right)$ for all vectors $\overline{\mathbf{v}}=\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}_{-\max (k)}$. Based on the scale kernel, the inequality (5) is transformed into a pseudo-standard inequality $\left\|\mathbf{v}_{\max (k)}\right\|_{1}<\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}$. Similarly, the inequality (4) is also converted into novel inequality $\left\|\mathbf{v}_{\max (k)}\right\|_{1}<$ $\left\|\mathbf{v}_{-\max (k)}\right\|_{1}=\frac{1}{\tau}\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}$, which is better than the pseudostandard inequality. According to the proof, therefore, this novel inequality will conduct a new assumption $\left\|\mathbf{v}_{\max (k)}\right\|_{1} \geq$ $\frac{1}{\tau}\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}$, which leads to an expansion of the upper bounds of RIC $\delta_{k}^{\mathbf{A}}$ and ROC $\delta_{k, k}^{\mathbf{A}}$, for studying more relaxed RIP conditions. In summary, our contributions include the following two parts.

- To the best of our knowledge, we are the first to introduce a scale factor $\tau(\theta \leq \tau \leq 1)$ to breakthrough the upper bound of the previous RIP conditions in the bounded recovery as it is reached by proving a novel inequality $\left\|\mathbf{v}_{\max (k)}\right\|_{1}<\frac{1}{\tau}\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}$ in the CS problem (2).
- We establish new upper bounds of the RIP conditions for sparse signal recovery in Table 1. More specifically, it is shown that there exists a scale factor $\tau$ such that $\delta_{k}^{\mathbf{A}}+\delta_{k, k}^{\mathbf{A}}<1+(1-\sqrt{\tau}) \delta_{k, k}^{\mathbf{A}}$ and $\delta_{t k}^{\mathbf{A}}<\left(1+\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}}$ ( $\theta \leq \tau \leq 1$ and $t \geq \frac{4}{3}$ ) guarantee the bounded approximation recovery of all $k$-sparse signals in the noiseless or noise cases.

Note that compared to the RIP conditions [1], [2], our results have $\varepsilon_{1}=(1-\sqrt{\tau}) \delta_{k, k}^{\mathbf{A}}$ and $\varepsilon_{2}=\left(\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}} \mathrm{im}-$ provements, respectively. However, the Remark 2.1 [1] and the Theorem 2.2 [2] show that for any $\varepsilon>0$, the conditions $\delta_{k}^{\mathbf{A}}+\delta_{k, k}^{\mathbf{A}}<1+\varepsilon$ and $\delta_{t k}^{\mathbf{A}} \leq \sqrt{(t-1) / t}+\varepsilon$ are not sufficient to ensure stably recovery using any method [1], [2] in the bounded noisy set $\mathcal{B}$. In fact, they are special cases $\tau=1$ of

Table 1 Comparison on NSP and RIP conditions. Our RIP results are more relaxed conditions than [1] and [2] in the bounded recovery.

| Methods | Previous results | Our results | Improvement |
| :---: | :---: | :---: | :---: |
| NSP | $\left\\|\mathbf{v}_{\max (k)}\right\\|_{1}<\left\\|\mathbf{v}_{-\max (k)}\right\\|_{1}[3]$ | $\left\\|\mathbf{v}_{\max (k)}\right\\|_{1}<\frac{1}{\tau}\left\\|\overline{\mathbf{v}}_{-\max (k)}\right\\|_{1}$ | $\backslash$ |
| RIP | $\delta_{k}^{\mathbf{A}}+\delta_{k, k}^{\mathbf{A}}<1[1]$ | $\delta_{k}^{\mathbf{A}}+\delta_{k, k}^{\mathbf{A}}<1+(1-\sqrt{\tau}) \delta_{k, k}^{\mathbf{A}}$ | $(1-\sqrt{\tau}) \delta_{k, k}^{\mathbf{A}}$ |
| RIP | $\delta_{t k}^{\mathbf{A}}<\sqrt{\frac{t-1}{t}}[2]$ | $\delta_{t k}^{\mathbf{A}}<\left(1+\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}}$ | $\left(\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}}$ |
| $\theta \leq \tau \leq 1, t \geq 4 / 3, \mathbf{v}$ belongs to the Null space of $\mathbf{A}, \mathbf{v}_{\max (k)}$ is regarded as $\mathbf{v}$ with all but the largest $k$ entries <br> in absolute value set to zero, and $\mathbf{v}_{-\max (k)}=\mathbf{v}-\mathbf{v}_{\max (k)} . \delta_{k}^{\mathbf{A}}$ and $\delta_{k, k}^{\mathbf{A}}$ are respectively regarded as restricted <br> isometry constant (RIC) and restricted orthogonality constant (ROC). |  |  |  |

our results. When $\tau=1, \varepsilon_{1}=0$ and $\varepsilon_{2}=0$, that means, we have not any improvement. As long as $\theta \leq \tau \leq 1$, that is, there is a nonzero distance $(1-\theta)\left\|\mathbf{v}_{-\max (k)}\right\|_{1}>0$, we can use the distance to breakthrough the upper bound of the previous RIP condition [1], [2]. Although there exists an additional noise $\epsilon$, the more relaxed RIP conditions will lead to the less number of measurements in practice when all $\mathbf{v}_{-\max (k)}$ satisfy $\mathbf{A} \mathbf{v}_{-\max (k)}=0$ or the recovery error can be tolerated.

## 2. Main Results

In this section, we first introduce a scale factor $\tau$ to scale down $\mathbf{v}_{-\max (k)}$ in the inequality (4) for improving the RIP conditions. Based on the scale factor $\tau$, we propose two more relaxed RIP conditions to ensure the bounded approximation recovery of all $k$-sparse signals. Moreover, we also establish two RIP conditions to expand the the sparsity order $k$.

### 2.1 Scale Factor $\tau$

Before introducing the scale factor $\tau$, we first show the poor RIP conditions by proving the inequality (5) with $\theta$ as follows.

Proposition 1. Consider the signal recovery model $\mathbf{y}=$ $\boldsymbol{A x}$, where $\boldsymbol{x}$ is a $k$-sparse vector. If

$$
\begin{align*}
& \delta_{k}^{A}+\delta_{k, k}^{A}<1+\left(\frac{\theta-1}{\theta}\right) \delta_{k, k}^{A}, \quad \text { or }  \tag{6}\\
& \delta_{t k}^{A} \leq\left(1+\frac{\theta^{2}-1}{\left.1-\theta^{2}+2 \theta^{2} t\right)}\right) \sqrt{\frac{t-1}{t}} \tag{7}
\end{align*}
$$

for some $0<\theta \leq 1$ and $t \geq \frac{4}{3}$, then $\widehat{\boldsymbol{x}}$ recovers $\boldsymbol{x}$ exactly, where $\widehat{\boldsymbol{x}}$ is the $\ell_{1}$ norm minimizer of (2) with $\mathcal{B}=\{0\}$.

Unfortunately, Proposition 1 shows that the RIP conditions (6) and (7) are less than $\delta_{k}^{\mathbf{A}}+\delta_{k, k}^{\mathbf{A}}<1$ [1] and $\delta_{t k}^{\mathbf{A}}<\sqrt{(t-1) / t}$ [2], respectively. Compared to the inequality (4), however, there is a distance $(1-\theta)\left\|\mathbf{v}_{-\max (k)}\right\|_{1} \geq 0$ in the inequality (5). Thus, this distance leads us to study the crucial challenge in the Sect. 1.2.

We propose a solution to transform the distance into the inequality (4) for improving the RIP conditions. To keep the orientation of $\mathbf{v}_{-\max (k)}$ and construct a relationship between the distance and $\mathbf{v}_{-\max (k)}$, we introduce a scale factor $\tau$ to scale down $\mathbf{v}_{-\max (k)}$ into $\overline{\mathbf{v}}_{-\max (k)}$, which is defined as:

$$
\begin{equation*}
\overline{\mathbf{v}}_{-\max (k)}=\tau \mathbf{v}_{-\max (k)} . \tag{8}
\end{equation*}
$$



Fig. 2 Scale factor $\tau(\theta \leq \tau \leq 1$ ). (A), (B), (C) and (D) respectively show $\mathbf{v}, \mathbf{v}_{\max (k)}, \overline{\mathbf{v}}_{-\max (k)}$ and $\mathbf{v}_{-\max (k)}$, where $\overline{\mathbf{v}}_{-\max (k)}=\tau \mathbf{v}_{-\max (k)}$. (E) shows $\left\|\mathbf{v}_{\max (k)}\right\|_{1},\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}$ and $\left\|\mathbf{v}_{-\max (k)}\right\|_{1}$, and the red bar exhibits a compressed distance between $\left\|\mathbf{v}_{\max (k)}\right\|_{1}$ and $\left\|\mathbf{v}_{-\max (k)}\right\|_{1}$.

In order to satisfy the inequality (5), it still holds $\theta\left\|\mathbf{v}_{-\max (k)}\right\|_{1} \leq\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}=\tau\left\|\mathbf{v}_{-\max (k)}\right\|_{1} \leq\left\|\mathbf{v}_{-\max (k)}\right\|_{1}$. Clearly, $\theta \leq \tau \leq 1$. Note that the computation of the scale factor $\tau$ is suspected to be NP-hard since it depends on the smallest NSC $\theta$, which is a NP-hard computation [18]. Our aim is that the inequality (5) is transformed into a pseudo-standard inequality $\left\|\mathbf{v}_{\max (k)}\right\|_{1}<\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}$ to explore the distance by expanding the inequality (4). The whole process is shown in Fig. 2. When $\mathbf{v}$ is divided into $\mathbf{v}_{\max (k)}$ and $\mathbf{v}_{-\max (k)}$, Fig. 2(A) is changed into Fig. 2(B) and Fig. 2(D). $\mathbf{v}_{-\max (k)}$ is transformed into $\overline{\mathbf{v}}_{-\max (k)}$ by the scale factor $\tau$, that is, Fig. 2(D) is changed into Fig. 2(C). Figure 2(E) shows the $\ell_{1}$ norms of $\mathbf{v}_{\max (k)}, \overline{\mathbf{v}}_{-\max (k)}$ and $\mathbf{v}_{-\max (k)}$, and the red bar depicts the transformed distance.

Correspondingly, we have a new vector

$$
\begin{equation*}
\overline{\mathbf{v}}=\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}_{-\max (k)}, \tag{9}
\end{equation*}
$$

where $\overline{\mathbf{v}}$ is shown in purple line of Fig. 1. Clearly, $\overline{\mathbf{v}} \notin$ $\operatorname{ker}(\mathbf{A})$. There has a recovery noise $\|\mathbf{A} \overline{\mathbf{v}}\|_{2}=\|\mathbf{A v}-\mathbf{A} \overline{\mathbf{v}}\|_{2}=$ $(1-\tau)\left\|\mathbf{A} \mathbf{v}_{-\max (k)}\right\|_{2} \leq(1-\tau)\|\mathbf{A}\|_{2}\left\|\mathbf{v}_{-\max (k)}\right\|_{2}=(1-$ $\tau) \sqrt{\lambda_{\max }\left(\mathbf{A}^{T} \mathbf{A}\right)}\left\|\mathbf{v}_{-\max (k)}\right\|_{2}$. Thus, $\overline{\mathbf{v}}$ belongs to a scale kernel defined as:

$$
\begin{equation*}
\overline{\operatorname{ker}}(\mathbf{A})=\left\{\overline{\mathbf{v}}:\|\mathbf{A} \overline{\mathbf{v}}\|_{2}<(1-\tau) \rho\left\|\mathbf{v}_{-\max (k)}\right\|_{2} \& \mathbf{A} \mathbf{v}=0\right\} \tag{10}
\end{equation*}
$$

where $\rho=\sqrt{\lambda_{\text {max }}\left(\mathbf{A}^{T} \mathbf{A}\right)}$.
After the scale transformation in (8), we follow the Lemma 1 [1], and have that using (2) with $\mathcal{B}=\{0\}$ one can recover all $k$-sparse signal $\mathbf{x}$ if $\forall \mathbf{v} \in \overline{\operatorname{ker}}(\mathbf{A}) \backslash\{0\}$,

$$
\begin{equation*}
\left\|\mathbf{v}_{\max (k)}\right\|_{1}<\left\|\mathbf{v}_{-\max (k)}\right\|_{1}=\frac{1}{\tau}\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1} . \tag{11}
\end{equation*}
$$

The above inequality (11) shows that the scale factor $\tau$ is successfully joined into the inequality (4).

In the popular proof procedure, therefore, the RIP conditions can be obtained by employing a new assumption $\left\|\mathbf{v}_{\max (k)}\right\|_{1} \geq \frac{1}{\tau}\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}$ to conduct contradictions for all $\overline{\mathbf{v}} \in \overline{\operatorname{ker}}(\mathbf{A}) \backslash\{0\}$. When $\tau=1, \overline{\operatorname{ker}}(\mathbf{A})$ is same to $\operatorname{ker}(\mathbf{A})$. When $\theta \leq \tau<1$, there exists a recovery error $\rho$ in $\overline{\operatorname{ker}(\mathbf{A}) \text {. }}$ Although $\operatorname{ker}(\mathbf{A})$ has the error $\rho$, proving the inequality (11) will lead to more relaxed RIP conditions due to $\frac{1}{\tau}>1$. More importantly, these conditions will conduct the less number of measurements in practice when all $\mathbf{v}_{-\max (k)}$ satisfy $\mathbf{A} \mathbf{v}_{-\max (k)}=0$ or the recovery error $(1-\tau) \rho$ can be tolerated. Thus, we will make use of the inequality (11) in the following subsection.

### 2.2 New RIP Conditions by RIC and ROC

In this subsection, we study new RIP conditions by RIC and ROC given in Definition 2. The following theorem shows a sufficient condition guarantees the stable sparse recovery in the noisy case through the constrained $\ell_{1}$ minimization. We denote that for $1 \leq a \leq k$ and $b \geq 1$,

$$
\begin{equation*}
C_{a, b, k, \tau}=\max \left\{\frac{(1+\tau) k-a}{\sqrt{a b}}, \sqrt{\frac{(1+\tau) k-a}{a}}\right\}, \tag{12}
\end{equation*}
$$

where $0<\theta \leq \tau \leq 1$, and $\theta$ is given in (5).
We consider a bounded noise setting: $\|\mathbf{z}\|_{2}<\epsilon$, and a recovery noise setting: $\|\mathbf{A} \overline{\mathbf{v}}\|_{2}<(1-\tau) \rho$. The Gaussian noise, which is significant interest in statistics, can be essentially reduced to the bounded noise case.

Theorem 1. Denote that $\overline{\boldsymbol{v}}_{-\max (k)}=\tau \boldsymbol{v}_{-\max (k)}$ with $\theta \leq$ $\tau \leq 1$, and $\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{2}<(1-\tau) \rho$ for all $\overline{\boldsymbol{v}} \in \overline{\operatorname{ker}}(\boldsymbol{A}) \backslash\{0\}$. Consider the signal recovery model (1) with $\|z\|_{2} \leq \epsilon$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $\mathcal{B}=\left\{z:\|z\|_{2} \leq \eta\right\}$ for some $\eta \geq \epsilon$. If for some positive integers $1 \leq a \leq k$ and $b \geq 1$,

$$
\begin{equation*}
\delta_{a}^{\boldsymbol{A}}+C_{a, b, k, \tau} \delta_{a, b}^{\boldsymbol{A}}<1, \tag{13}
\end{equation*}
$$

with a scale factor $\theta \leq \tau \leq 1$, then

$$
\begin{align*}
\|\widehat{x}-\boldsymbol{x}\|_{2} \leq & \frac{\sqrt{2\left(1+\delta_{a}^{A}\right) k / a}}{1-\delta_{a}^{A}-C_{a, b, k, \tau} \delta_{a, b}^{A}}(\epsilon+\eta+(1-\tau) \rho) \\
& +2 \tau \chi\left\|x_{-\max (k)}\right\|_{1}, \tag{14}
\end{align*}
$$

where $\chi=\left(\frac{\sqrt{2 k} C_{a, b, k, t} \tau_{a, b}^{A}}{\left(1-\delta_{a}^{A}-C_{a, b, k, \tau} \delta_{a, b}^{A}\right)((1+\tau) k-a)}+\frac{1}{\sqrt{k}}\right)$ and $\rho$ is defined in (10).

Remark 1. Although there is an additional noise (1-
$\tau) \rho \frac{\sqrt{2\left(1+\delta_{a}^{A}\right) k / a}}{1-\delta_{a}^{A}-C_{a, b, k, \tau} \delta_{a, b}^{A}}$ to increase the upper bound of recovery error, $C_{a, b, k, \tau} \leq C_{a, b, k}$ and $\tau$ are used to decrease the first and second terms of the right of the Eq. (14). Compared to the upper bound of $\|\widehat{\beta}-\beta\|_{2}$ in the Eq. (19) in the literature [1], thus, it also has some additional gain in the Eq. (14). Considering $a=b=k, C_{a, b, k, \tau}=\sqrt{\tau}, C_{a, b, k}=1$ and $\rho=\sqrt{1+\delta_{a}^{\mathbf{A}}}\left\|\mathbf{v}_{-\max (k)}\right\|_{2}$, we get a better recovery error $\|\widehat{\mathbf{x}}-\mathbf{x}\|_{2} \leq\|\widehat{\beta}-\beta\|_{2}$ if it holds the following condition

$$
\begin{equation*}
\left\|\mathbf{x}_{-\max (k)}\right\|_{1} \geq \frac{\sqrt{k}\left(1+\delta_{k}^{\mathbf{A}}\right)}{\sqrt{2}\left(1-\delta_{k}^{\mathbf{A}}-\sqrt{\tau} \delta_{k, k}^{\mathbf{A}}\right)}\left\|\mathbf{x}_{-\max (k)}\right\|_{2} . \tag{15}
\end{equation*}
$$

We now consider another bounded noise setting $\left\|\mathbf{A}^{T} \mathbf{z}\right\|_{\infty}<\epsilon$, and the recovery noise setting $\left\|\mathbf{A}^{T} \mathbf{A} \overline{\mathbf{v}}\right\|_{\infty}<$ $(1-\tau) \rho$. This case is inspired by the Dantzig Selector method [16] for the Gaussian noise case.

Corollary 1. Denote that $\bar{v}_{-\max (k)}=\tau \boldsymbol{v}_{-\max (k)}$ with $\theta \leq$ $\tau \leq 1$, and $\left\|\boldsymbol{A}^{T} \boldsymbol{A} \overline{\boldsymbol{v}}\right\|_{\infty}<(1-\tau) \rho$ for all $\overline{\boldsymbol{v}} \in \overline{\operatorname{ker}}(\boldsymbol{A}) \backslash\{0\}$. Consider the signal recovery model (1) with $\left\|\boldsymbol{A}^{T} z\right\|_{\infty}<\epsilon$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $\mathcal{B}=\left\{z:\left\|\boldsymbol{A}^{T} z\right\|_{\infty} \leq \eta\right\}$ for some $\eta \geq \epsilon$. If the condition (13) holds for some positive integers $1 \leq a \leq k, b \geq 1$, then

$$
\begin{aligned}
\|\widehat{x}-\boldsymbol{x}\|_{2} \leq & \frac{\sqrt{2 k / a}}{1-\delta_{a}^{A}-C_{a, b, k, \tau} \delta_{a, b}^{A}}(\epsilon+\eta+(1-\tau) \rho) \\
& +2 \tau \chi\left\|x_{-\max (k)}\right\|_{1},
\end{aligned}
$$

where $C_{a, b, k, \tau}$ and $\chi$ are defined in (12) and (14), respectively.

Theorem 1 and Corollary 1 show an important relationship between the stably bounded recovery accuracy and our proposed scale factor $\tau$ defined in (8). Our RIP condition is better than [1]. Specifically, when $a=k$ and $b=k$, it comes to $\delta_{k}^{\mathbf{A}}+\max \{\tau, \sqrt{\tau}\} \delta_{k, k}^{\mathbf{A}}<1$. Due to $\theta \leq \tau \leq 1$, it is further rewritten as $\delta_{k}^{\mathbf{A}}+\sqrt{\tau} \delta_{k, k}^{\mathbf{A}}<1$, that is, $\delta_{k}^{\mathbf{A}}+\delta_{k, k}^{\mathbf{A}}<\gamma=1+(1-\sqrt{\tau}) \delta_{k, k}^{\mathbf{A}}$. Given $\theta=0.6$ and $\delta_{k, k}^{\mathbf{A}}=0.7$, Fig. 3 plots the changed trend $\gamma$ with different $\tau$. Moreover, the more relaxed condition shown in the red line of Fig. 3 can be held when $\mathbf{A} \overline{\mathbf{v}}=0$ or the errors can be tolerated.

Remark 2. Theorems 2.6 and 2.7 in the literature [1] are an our special case, that is, the scale factor $\tau$ is equivalent to one. When $\tau=1$, it shows that there is no change in scale, that is, $\overline{\mathbf{v}}_{-\max (k)}=\mathbf{v}_{-\max (k)}$. Thus we have the same RIP condition. In fact, Theorem 1 reveals the condition (13) can ensure stably recovery of all $k$-sparse signals in the CS problem (2).

Remark 3. Following the bounded Gaussian noise case [1], [37], we can immediately yield the corresponding results. Let $\mathbf{z} \sim \mathcal{N}\left(0, \sigma^{2} \mathbf{I}_{n} / 2\right)$ and $\mathbf{A}=$ $\left[\mathbf{a}_{i j}\right]_{n \times p}$, where $\mathbf{a}_{i j} \stackrel{i i d}{\sim} \mathcal{N}\left(0, \frac{\sigma^{2}}{2(1-\tau)^{2} \nu^{2}(p-k)}\right)$ and $v=$ $\max \left\{\widehat{\max }\left\{\mathbf{v}_{-\max (k)}\right\}: \mathbf{v} \in \operatorname{ker}(\mathbf{A})\right\}$, and $\widehat{\max }\left\{\mathbf{v}_{-\max (k)}\right\}$ denotes the largest entry in absolute value of $\mathbf{v}_{-\max (k)}$. Then $\mathbf{A} \overline{\mathbf{v}} \sim \mathcal{N}\left(0, \sigma^{2} \mathbf{I}_{n} / 2\right)$. Define $\mathcal{B}^{\ell_{2}}=\left\{\mathbf{A} \overline{\mathbf{v}}+\mathbf{z}:\|\mathbf{A} \overline{\mathbf{v}}+\mathbf{z}\|_{2} \leq\right.$ $\sigma \sqrt{n+2 \sqrt{n \log n}}\}$ and $\mathcal{B}^{D S}=\left\{\mathbf{A} \overline{\mathbf{v}}+\mathbf{z}:\left\|\mathbf{A}^{T}(\mathbf{A} \overline{\mathbf{v}}+\mathbf{z})\right\|_{2} \leq\right.$


Fig. 3 More relaxed RIP condition on $\delta_{k}^{\mathbf{A}}+\delta_{k, k}^{\mathbf{A}}<\gamma=1+(1-\sqrt{\tau}) \delta_{k, k}^{\mathbf{A}}$. The green curve plots $\gamma$ as a function of $\tau$ with $\delta_{k, k}^{\mathbf{A}}=0.7$ and $\theta=0.6 \leq \tau \leq$ 1. When $\tau=0.6$, the red line shows our upper boundary $\gamma=1.157$, which is better than Cai's result $\gamma=1$ [1] at blue line.
$\sigma \sqrt{2 \log n}\}$. Based on the Theorem 1 and Corollary 1, the constraint minimizer $\widehat{\mathbf{x}}^{\ell_{2}}$ defined in (2) with $\mathcal{B}^{\ell_{2}}$ satisfies

$$
\begin{aligned}
\left\|\widehat{\mathbf{x}}^{\ell_{2}}-\mathbf{x}\right\|_{2} \leq & \frac{2 \sqrt{2} \sqrt{\left(1+\delta_{a}^{\mathbf{A}) k / a}\right.}}{1-\delta_{a}^{\mathbf{A}}-C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}} \sigma \sqrt{n+2 \sqrt{n \log n}} \\
& +2 \tau \chi \| \mathbf{x}_{-\max (k) \|_{1}}
\end{aligned}
$$

with probability at least $1-1 / n$, and the constraint minimizer $\widehat{\mathbf{x}}^{D S}$ defined in (2) with $\mathcal{B}^{D S}$ satisfies

$$
\begin{aligned}
\left\|\widehat{\mathbf{x}}^{D S}-\mathbf{x}\right\|_{2} \leq & \frac{2 \sqrt{2}}{1-\delta_{a}^{\mathbf{A}}-C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}} \sigma \sqrt{2 k \log p} \\
& +2 \tau \chi\left\|\mathbf{x}_{-\max (k)}\right\|_{1}
\end{aligned}
$$

with probability at least $1-1 / \sqrt{\pi \log p}$, where $\chi$ is defined in (14).

Next, we turn to the noiseless case, that is, $\|\mathbf{z}\|_{2}=0$. Based on Theorem 1, we have the following corollary.

Corollary 2. Denote that $\bar{v}_{-\max (k)}=\tau \boldsymbol{v}_{-\max (k)}$ with $\theta \leq$ $\tau \leq 1$, and $\left\|\boldsymbol{A} \boldsymbol{v}_{-\max (k)}\right\|_{2}<\rho$ for all $\boldsymbol{v} \in \operatorname{ker}(\boldsymbol{A}) \backslash\{0\}$. Consider the signal recovery model (1) with $\|z\|_{2}=0$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $C=\left\{z:\|z\|_{2}=0\right\}$. If the condition (13) holds for some positive integers $1 \leq a \leq k, b \geq 1$, then

$$
\|\widehat{\boldsymbol{x}}-\boldsymbol{x}\|_{2} \leq \frac{\sqrt{2\left(1+\delta_{a}^{A}\right) k / a}}{1-\delta_{a}^{A}-C_{a, b, k, \tau} \delta_{a, b}^{A}}(1-\tau) \rho,
$$

where $C_{a, b, k, \tau}$ are defined in (14).
Remark 4. Compared to Theorem 2.1 and 2.5 in literature [1], Corollary 1 shows that when $a=k$ and $b=k$, we can get the $(1-\sqrt{\tau}) \delta_{k, k}^{\mathbf{A}}$ improvement in the noiseless case because we propose a scale factor to promote the RIP condition. But, it produces a recovery error $\|\mathbf{A} \overline{\mathbf{v}}\|_{2} \leq(1-\tau) \rho$. Fortunately, the more relaxed condition will lead to more extensive applications if the errors can be tolerated. This also shows the "no free lunch" theorem.

### 2.3 New RIP Conditions by Higher-Order RIC

In this subsection, we establish new RIP conditions on the high-order RIC [38] for sparse signal recovery by using the

Polytope technique ${ }^{\dagger}$, since it represents a non-sparse vector by the sparse ones, which provides a bridge between general vectors and the RIP conditions [2].

Similar to Theorem 1 and Corollary 1, we consider two bounded noise setting: $\|\mathbf{z}\|_{2}<\epsilon$ with $\|\mathbf{A} \overline{\mathbf{v}}\|_{2}<(1-\tau) \rho$, and $\left\|\mathbf{A}^{T} \mathbf{z}\right\|_{\infty}<\epsilon$ with $\left\|\mathbf{A}^{T} \mathbf{A} \overline{\mathbf{v}}\right\|_{\infty}<(1-\tau) \rho$, respectively.

Theorem 2. Denote that $\overline{\boldsymbol{v}}_{-\max (k)}=\tau \boldsymbol{v}_{-\max (k)}$ with $\theta \leq$ $\tau \leq 1$, and $\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{2}<(1-\tau) \rho$ for all $\overline{\boldsymbol{v}} \in \overline{\operatorname{ker}}(\boldsymbol{A}) \backslash\{0\}$. Consider the signal recovery model (1) with $\|z\|_{2} \leq \epsilon$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $\mathcal{B}=\left\{z:\|z\|_{2} \leq \eta\right\}$ for some $\eta \geq \epsilon$. If

$$
\begin{equation*}
\delta_{t k}^{A}<\left(1+\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}} \tag{16}
\end{equation*}
$$

for some $t \geq \frac{4}{3}$, then

$$
\begin{align*}
&\|\widehat{x}-\boldsymbol{x}\|_{2} \leq \frac{\sqrt{2 t(t-1)\left(1+\delta_{t k}^{A}\right)}}{\Omega}(\epsilon+\eta+(1-\tau) \rho) \\
&+\frac{2\left\|\boldsymbol{x}_{-\max (k)}\right\|_{1}}{\sqrt{k}}\left(\frac{\sqrt{2} \tau^{2} \delta_{t k}^{A}+\tau \sqrt{\Omega \delta_{t k}^{A}}}{\Omega}+1\right) \tag{17}
\end{align*}
$$

where $\Omega=\sqrt{t(t-1)}-\left(t+\left(\tau^{2}-1\right) / 2\right) \delta_{t k}^{A}$.
Remark 5. Similar to the Remark 1, it still has some additional gain in the Eq. (17) compared to the upper bound of $\|\widehat{\beta}-\beta\|_{2}$ in the Eq. (10) in the literature [2] as $\Omega$ and $\tau$ are used to decrease the second terms of the right of the Eq. (17). If we have the condition

$$
\begin{equation*}
\left\|\mathbf{x}_{-\max (k)}\right\|_{1} \geq \frac{\sqrt{k t(t-1)}\left(1+\delta_{t k}^{\mathbf{A}}\right)}{2(1+\tau) \delta_{t k}^{\mathbf{A}}+\sqrt{2 \Omega \delta_{t k}^{\mathbf{A}}}}\left\|\mathbf{x}_{-\max (k)}\right\|_{2} \tag{18}
\end{equation*}
$$

then it get a better recovery error $\|\widehat{\mathbf{x}}-\mathbf{x}\|_{2} \leq\|\widehat{\beta}-\beta\|_{2}$.
Corollary 3. Denote that $\bar{v}_{-\max (k)}=\tau \boldsymbol{v}_{-\max (k)}$ with $\theta \leq$ $\tau \leq 1$, and $\|\boldsymbol{A} \overline{\boldsymbol{v}}\|_{\infty}<(1-\tau) \rho$ for all $\overline{\boldsymbol{v}} \in \overline{\operatorname{ker}}(\boldsymbol{A}) \backslash\{0\}$. Consider the signal recovery model (1) with $\|A z\|_{\infty}<\epsilon$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $\mathcal{B}=\left\{\boldsymbol{z}:\|A z\|_{\infty}<\epsilon\right\}$ for some $\eta \geq \epsilon$. If the condition (16) holds for some $t \geq \frac{4}{3}$, then

$$
\begin{aligned}
\|\widehat{\boldsymbol{x}}-\boldsymbol{x}\|_{2} & \leq \frac{\sqrt{2 t^{2}(t-1) k}}{\Omega}(\epsilon+\eta+(1-\tau) \rho) \\
& +\frac{2 \| \boldsymbol{x}_{-\max (k) \|_{1}}^{\sqrt{k}}}{}\left(\frac{\sqrt{2} \tau^{2} \delta_{t k}^{A}+\tau \sqrt{\Omega \delta_{t k}^{A}}}{\Omega}+1\right),
\end{aligned}
$$

where $\Omega$ is defined in (17).
Theorem 2 and Corollary 3 also show that the condition (16) is sufficient for the exactly and bounded recovery of sparse signals via the constrained $\ell_{1}$ minimization by employing the higher-order RIC. Figure 4 plots the changed trend of $\delta_{t k}^{\mathbf{A}}$ with different $\tau$ and $t$. We observe that the red surface is higher than the green surface. This
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Fig. 4 More relaxed RIP condition on $\delta_{t k}^{\mathbf{A}}<\left(1+\left(1-\tau^{2}\right) /\left(\tau^{2}-1+2 t\right)\right)$ $\sqrt{(t-1) / t}$. The red surface plots $\delta_{t k}^{\mathbf{A}}$ as a function of $\tau$ and $t$ with $0.6 \leq \tau \leq 1$ and $t \geq 4 / 3$. This shows our upper boundary is better than the bule surface $\delta_{t k}^{\mathbf{A}}<\sqrt{(t-1) / t}[2]$.
shows our condition (16) is better than the previous condition $\delta_{t k}^{\mathbf{A}}<\sqrt{(t-1) / t}[2]$.

Remark 6. Theorem 2 and Corollary 3 also confirm the result of Theorem 2.2 [2], which shows that for some $t \geq 4 / 3$ and any $\varepsilon$, the condition $\delta_{t k}^{\mathbf{A}}<\sqrt{(t-1) / t}+$ $\varepsilon$ is not sufficient to ensure exactly recovery of all $k$ sparse signals in the noiseless and noisy cases. Let $\varepsilon=$ $\left(\left(1-\tau^{2}\right) /\left(\tau^{2}-1+2 t\right)\right) \sqrt{(t-1) / t}$. Clearly, $\varepsilon$ is zero at $\tau=$ 1 , that is, there is no any improvement. In particular, we observe that when $t=2$ and $\tau=1, \delta_{2 k}^{\mathbf{A}}<\rho=1 / \sqrt{2}=0.7071$ is drawn in the dotted blue line in Fig. 4. Clearly, it is same to $\delta_{2 k}^{\mathbf{A}}<1 / \sqrt{2}=0.7071$ [2]. When $\theta \leq \tau<1, \varepsilon>0$, that means, we have a new upper bound of the RIP condition. This seems it contradicts to the Theorem 2.2 [2]. However, our more relaxed condition produce a recovery error $\|\mathbf{A} \overline{\mathbf{v}}\|_{2} \leq(1-\tau) \rho$. Fortunately, the results will lead to the less number of measurements in many extensive applications when $\mathbf{A} \overline{\mathbf{v}}=0$ or we can tolerate the errors.

Remark 7. Following the settings of Remark 3, we also consider the bounded Gaussian noise case [2], [37]. According to the Theorem 2 and Corollary 3, the constraint minimizer $\widehat{\mathbf{x}}^{\ell_{2}}$ defined in (2) with $\mathcal{B}^{\ell_{2}}$ satisfies

$$
\begin{aligned}
& \left\|\widehat{\mathbf{x}}^{\ell_{2}}-\mathbf{x}\right\|_{2} \leq \frac{2 \sqrt{2 t(t-1)\left(1+\delta_{t k}^{\mathbf{A}}\right)}}{\Omega} \sigma \sqrt{n+2 \sqrt{n \log n}} \\
& +\frac{2\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{k}}\left(\frac{\sqrt{2} \tau^{2} \delta_{t k}^{\mathbf{A}}+\tau \sqrt{\Omega \delta_{t k}^{\mathbf{A}}}}{\Omega}+1\right)
\end{aligned}
$$

with probability at least $1-1 / n$, and the constraint minimizer $\widehat{\mathbf{x}}^{D S}$ defined in (2) with $\mathcal{B}^{D S}$ satisfies

$$
\begin{aligned}
& \left\|\widehat{\mathbf{x}}^{D S}-\mathbf{x}\right\|_{2} \leq \frac{4 \sqrt{2 t^{2}(t-1)}}{\Omega} \sigma \sqrt{k \log p} \\
& +\frac{2\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{k}}\left(\frac{\sqrt{2} \tau^{2} \delta_{t k}^{\mathbf{A}}+\tau \sqrt{\Omega \delta_{t k}^{\mathbf{A}}}}{\Omega}+1\right),
\end{aligned}
$$

with probability at least $1-1 / \sqrt{\pi \log p}$, where $\Omega$ is defined in (17).

Next, we turn to the noiseless case, that is, $\|\mathbf{z}\|_{2}=0$. Based on Theorem 2, we have the following corollary.

Corollary 4. Denote that $\bar{v}_{-\max (k)}=\tau \boldsymbol{v}_{-\max (k)}$ with $\theta \leq$ $\boldsymbol{\tau} \leq 1$, and $\left\|\boldsymbol{A} \boldsymbol{v}_{-\max (k)}\right\|_{2}<\rho$ for all $\boldsymbol{v} \in \operatorname{ker}(\boldsymbol{A}) \backslash\{0\}$. Consider the signal recovery model (1) with $\|z\|_{2}=0$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $C=\left\{z:\|z\|_{2}=0\right\}$. If the condition (16) holds for some $t \geq \frac{4}{3}$, then

$$
\|\widehat{x}-x\|_{2} \leq \frac{\sqrt{2 t(t-1)\left(1+\delta_{t k}^{A}\right)}}{\Omega}(1-\tau) \rho
$$

where $\Omega$ is defined in (17).

### 2.4 An Expansion of Sparsity Order by (5)

Since sparsity order $k$ is crucial to choose the appropriate number of measurements [39], we will explore the distance $(1-\theta)\left\|\mathbf{v}_{-\max (k)}\right\|_{1}$ to expand the sparsity order $k$ in this subsection. We denote a middle vector to increase $k$ as

$$
\begin{equation*}
\mathbf{v}_{(m)}=\mathbf{v}_{-\max (k)}-\mathbf{v}_{-\max (k+m)} . \tag{19}
\end{equation*}
$$

Now, the relationship between $m$ and $\theta$ is given in the following lemma.

Lemma 1. If the following inequity is satisfied

$$
\begin{equation*}
\left\|\boldsymbol{v}_{(m)}\right\|_{1} \leq \frac{1-\theta}{1+\theta}\left\|\boldsymbol{v}_{-\max (k+m)}\right\|_{1} \tag{20}
\end{equation*}
$$

where $\theta$ is given in (5), then a new NSP property $\left\|\boldsymbol{v}_{\max (k+m)}\right\|_{1}<\left\|\boldsymbol{v}_{-\max (k+m)}\right\|_{1}$ holds.

Based on the Lemma 1 and the RIP conditions [1], [2], we have two corollaries to expand the sparsity order from $k$ to $k+m$.

Corollary 5. Consider the signal recovery model (1) with $\|\boldsymbol{z}\|_{2} \leq \epsilon$ or $\|A z\|_{\infty}<\epsilon$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $\mathcal{B}=\left\{z:\|z\|_{2} \leq \eta\right\}$ or $\mathcal{B}=\left\{z:\|A z\|_{\infty}<\epsilon\right\}$ for some $\eta \geq \epsilon$. If there exists $m$ such that the condition (20) and $\delta_{a}^{A}+C_{a, b, k+m} \delta_{a, b}^{A}<1$ for some positive integers $1 \leq a \leq k+m$ and $b \geq 1$, then

$$
\|\widehat{\boldsymbol{x}}-\boldsymbol{x}\|_{2} \leq \frac{\Gamma(\epsilon+\eta)}{1-\delta_{a}^{A}-C_{a, b, k+m} \delta_{a, b}^{A}}+2 \chi\left\|\boldsymbol{x}_{-\max (k+m)}\right\|_{1}
$$

where $\Gamma=\sqrt{2\left(1+\delta_{a}^{A}\right)(k+m) / a}$ or $\sqrt{2(k+m)}, \quad \chi=$ $\frac{\sqrt{2(k+m)} C_{a, b, k+m} \delta_{a, b}^{A}}{\left(1-\delta_{a}^{A}-C_{a, b, k+m} \delta_{a, b}^{A}\right)(k+m-a)}+\frac{1}{\sqrt{k+m}}$ and $C_{a, b, k+m}=\max \left\{\frac{k+m-a}{\sqrt{a b}}\right.$, $\left.\sqrt{\frac{k+m-a}{a}}\right\}$.

Corollary 6. Consider the signal recovery model (1) with $\|z\|_{2} \leq \epsilon$ or $\|A z\|_{\infty}<\epsilon$. Let $\widehat{\boldsymbol{x}}$ be the minimizer of (2) with $\mathcal{B}=\left\{z:\|z\|_{2} \leq \eta\right\}$ or $\mathcal{B}=\left\{z:\|A z\|_{\infty}<\epsilon\right\}$ for some $\eta \geq \epsilon$. If there exists $m$ such that the condition (20) and $\delta_{t(k+m)}^{A}<\sqrt{\frac{t-1}{t}}$ for some $t \geq \frac{4}{3}$, then

$$
\|\widehat{\boldsymbol{x}}-\boldsymbol{x}\|_{2} \leq \frac{\sqrt{2 t(t-1) \Theta}}{\bar{\Omega}}(\epsilon+\eta)
$$

$$
+\frac{2\left\|\boldsymbol{x}_{-\max (k+m)}\right\|_{1}}{\sqrt{k+m}}\left[\frac{\sqrt{2} \delta_{t(k+m)}^{\boldsymbol{A}}+\sqrt{\bar{\Omega} \delta_{t(k+m)}^{\boldsymbol{A}}}}{\bar{\Omega}}+1\right]
$$

where $\Theta=\left(1+\delta_{t(k+m)}^{A}\right)$ or $t(k+m)$, and $\bar{\Omega}=\sqrt{t(t-1)}-$ $t \delta_{t(k+m)}^{A}$.

The proofs of Corollaries 5 and 6 are similar to [1], [2] by using $k+m$ instead of $k$. They show the important relationships between the bounded recovery accuracy and the expanded sparsity order $m$, which satisfies the Eq. (19). Our RIP conditions have higher sparsity order than [1], [2]. Specifically, when $a=k$ and $b=k$, they come to $\delta_{k+m}^{\mathbf{A}}+$ $\delta_{k+m, k+m}^{\mathbf{A}}<1$ in the Corollary 5 and $\delta_{t(k+m)}^{\mathbf{A}}<\sqrt{(t-1) / t}$ for some $t \geq 4 / 3$ in the Corollary 6 .

## 3. Application

In this section, we will show the number of measurements $n$ is changed with the scale factor $\tau$ under i.i.d. Gaussian or Bernoulli random matrices to verify our more relaxed RIP condition for efficiently sparse recovery.

Take for example i.i.d. Gaussian or Bernoulli random matrices. Theorem 5.2 in [40] shows that if a random sensing matrix satisfies $\mathbf{A}=\left[\mathbf{a}_{i j}\right]_{n \times p}$, where

$$
\begin{aligned}
& \mathbf{a}_{i j} \stackrel{i i d}{\sim} \mathcal{N}\left(0, \frac{1}{n}\right), \\
& \mathbf{a}_{i j} \stackrel{i i d}{\sim} \begin{cases}\frac{1}{\sqrt{n}}, & \text { with probability } \frac{1}{2} \\
-\frac{1}{\sqrt{n}}, & \text { with probability } \frac{1}{2}\end{cases} \\
& \mathbf{a}_{i j} \stackrel{i i d}{\sim} \begin{cases}\sqrt{\frac{3}{n}}, & \text { with probability } \frac{1}{6} \\
0, & \text { with probability } \frac{2}{3} \\
-\sqrt{\frac{3}{n}}, & \text { with probability } \frac{1}{6}\end{cases}
\end{aligned}
$$

then for any positive integer $s<n$ and $0<\alpha<1$, the RIC $\delta_{s}^{\mathbf{A}}$ of the matrix $\mathbf{A}$ satisfies

$$
\begin{align*}
& P\left(\delta_{s}^{\mathbf{A}}<\alpha\right) \geq \\
& \quad 1-2\left(\frac{12 e p}{s \alpha}\right)^{s} \exp \left(-n\left(\frac{\alpha^{2}}{16}-\frac{\alpha^{3}}{48}\right)\right) \tag{21}
\end{align*}
$$

Our conditions (13) and (16) with $\theta \leq \tau \leq 1$ are sufficient for the recovery of sparse signals in Theorems 1,2 , Corollaries 1 and 2 when the error $\Upsilon=\epsilon+\eta+(1-\tau) \rho$ can be tolerated.

Suppose $\theta=0.5$ and for some given $0<\varepsilon<1$ one wishes the sensing matrix $\mathbf{A}$ to satisfy the RIP condition (13) with probability at least $1-\varepsilon$. When $a=k$ and $b=k$, it comes to $\delta_{k}^{\mathbf{A}}+\sqrt{\tau} \delta_{k, k}^{\mathbf{A}}<1$, which is easily implied by $\delta_{k}^{\mathbf{A}}+\sqrt{\tau} \delta_{2 k}^{\mathbf{A}}<1$. Based on the Eq. (21) and the conditions $\delta_{k}^{\mathbf{A}}<1-0.7 \sqrt{\tau}$ and $\delta_{2 k}^{\mathbf{A}}<0.7$ in Theorem 1, we have

$$
\begin{aligned}
& P\left(\delta_{k}^{\mathbf{A}}<1-0.7 \sqrt{\tau}\right) \geq 1-2 \exp (k(\log (12 e /(1-0.7 \sqrt{\tau})) \\
& \left.\quad+\log (p / k))-n\left((1-0.7 \sqrt{\tau})^{2} / 16-(1-0.7 \sqrt{\tau})^{3} / 48\right)\right)
\end{aligned}
$$



Fig. 5 Plot of $n(\tau)$ as a function of $\tau$.
and

$$
\begin{array}{r}
P\left(\delta_{2 k}^{\mathbf{A}}<0.7\right) \geq 1-2 \exp (2 k(\log (60 e / 7)+\log (p / k)) \\
-n(49 / 1600-343 / 48000))
\end{array}
$$

Note that for given $k$ and $p, n \geq n_{1}$ with

$$
\begin{aligned}
n_{1}(\tau) & =\frac{1}{\left((1-0.7 \sqrt{\tau})^{2} / 16-(1-0.7 \sqrt{\tau})^{3} / 48\right)} \\
& {[k(\log (k / p)+\log (12 /(1-0.7 \sqrt{\tau}))+1)-\log (\varepsilon / 4)] }
\end{aligned}
$$

guarantees $\delta_{k}^{\mathbf{A}}<1-0.7 \sqrt{\tau}$ with probability at least $1-\varepsilon / 2$, and $n \geq n_{2}$ with

$$
n_{2}=85.2[k(\log (k / p)+3.15)-\log (\varepsilon / 4) / 2]
$$

ensures $\delta_{2 k}^{\mathbf{A}}<0.7$ with probability at least $1-\varepsilon / 2$. Figure 5 plots the function $n(\tau)$. Thus, $\delta_{k}^{\mathbf{A}}+\sqrt{\tau} \delta_{k, k}^{\mathbf{A}}<1$ satisfies with probability at least $1-\varepsilon / 2$ if the number of measurements $n$ satisfies $n \geq \max \left\{n_{1}(\tau), n_{2}\right\}$ with $0.6<\tau \leq 1$. Therefore, for large $k, p$ and $0.6<c \leq 1$, the required number of measurements $n$ holds

$$
n \geq \max \left\{\left((1-0.7 \sqrt{\tau})^{2} / 16-(1-0.7 \sqrt{\tau})^{3} / 48\right), 85.2\right\}
$$

to ensure $\delta_{k}^{\mathbf{A}}+\sqrt{\tau} \delta_{k, k}^{\mathbf{A}}<1$. When $\tau$ is set to $0.6, n \geq$ $\max \{90.1,85.2\}=90.1$. Therefore, compared to 115.4 [1], the required number of measurements to ensure $\delta_{k}^{\mathbf{A}}+$ $\sqrt{\tau} \delta_{k, k}^{\mathbf{A}}<1$ is less than $78.1 \%$ (90.1/115.4).

Based on Corollary 2 , since $\tau=0.6, \sqrt{2}(1-\tau) \approx$ 0.5657 and $\sqrt{\tau} \approx 0.7746$ and $\rho=\sqrt{1+\delta_{k}^{\mathbf{A}}}\left\|\alpha_{-\max (k)}\right\|_{2}$, there has an upper bound for the error of recovery, where

$$
\begin{equation*}
\|\widehat{\mathbf{x}}-\mathbf{x}\|_{2} \leq \frac{0.5657\left(1+\delta_{k}^{\mathbf{A}}\right)}{1-\delta_{k}^{\mathbf{A}}-0.7746 \delta_{k, k}^{\mathbf{A}}}\left\|\alpha_{-\max (k)}\right\|_{2} \tag{22}
\end{equation*}
$$

Based on the Eq. (21) and the condition (16) in Theorem 2 , we have for $t \geq 4 / 3$,

$$
\begin{aligned}
& P\left(\delta_{t k}^{\mathbf{A}}<\left(1+\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}}\right) \geq \\
& \quad 1-2 \exp \left(t k\left(\log \left(\frac{6 e\left(\tau^{2}-1+2 t\right)}{t \sqrt{t(t-1)}}\right)+\log \left(\frac{p}{k}\right)\right)\right. \\
& \left.\quad-n\left(\frac{t(t-1)}{4\left(\tau^{2}-1+2 t\right)^{2}}-\frac{(t(t-1))^{3 / 2}}{6\left(\tau^{2}-1+2 t\right)^{3}}\right)\right)
\end{aligned}
$$



Fig. 6 Plot of $n(\tau, t)$ as a function of $\tau$ and $t$.

It is easy to see when $p, k$, and $p / k \rightarrow \infty$, the lower bound of $n$ to ensure $\delta_{t k}^{\mathbf{A}}<\left(1+\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}}$ to hold with high probability is $n \geq k \log (p / k) n(t, \tau)$, where

$$
n(t, \tau) \triangleq t /\left(\frac{t(t-1)}{4\left(\tau^{2}-1+2 t\right)^{2}}-\frac{(t(t-1))^{3 / 2}}{6\left(\tau^{2}-1+2 t\right)^{3}}\right)
$$

Figure 6 plots the function $n(\tau, t)$. When $t=1.58$ and $\tau=0.6, n(\tau, t)$ has minimum 58.7, which is less than $70.5 \%$ (58.7/83.2) [2].

Based on Corollary 4, we set $\tau=0.6, t=1.58$, $\sqrt{t(t-1)} \approx 0.9573, \sqrt{t(t-1)} \approx 0.9573,(1-\tau) \sqrt{2 t(t-1)} \approx$ 0.5415 and $\left(t+\left(\tau^{2}-1\right) / 2\right) \approx 0.4700$, it has an upper bound for the error of recovery, where

$$
\begin{equation*}
\|\widehat{\mathbf{x}}-\mathbf{x}\|_{2} \leq \frac{0.5415 \sqrt{\left(1+\delta_{1.58 k}^{\mathbf{A}}\right)\left(1+\delta_{k}^{\mathbf{A}}\right)}}{0.9573-0.4700 \delta_{1.58 k}^{\mathbf{A}}}\left\|\alpha_{-\max (k)}\right\|_{2} \tag{23}
\end{equation*}
$$

In addition, our results can also be used for certain theoretical analysis in signal processing. Similar to [1], [11], we consider a finite window of a band-limited signal $h(t)$ as

$$
h(t)=\Phi(\alpha)=\sum_{j=1}^{p} \alpha_{j} \phi_{j}(t)
$$

where $\phi_{j}(t)=e^{i 2 \pi j t}$ ( $j$ is the imaginary unit) are the Fourier basis functions, and $\alpha=\left[\alpha_{1}, \cdots, \alpha_{p}\right]$ is $k$ sparse. Assume that the measurements $y_{1}, \cdots, y_{n}$ can be represented by

$$
y_{i}=\left\langle\varphi_{i}(t), h(t)\right\rangle=\sum_{l=1}^{p} \alpha_{l}\left\langle\varphi_{i}(t), \phi_{l}(t)\right\rangle \triangleq \sum_{l=1}^{p} r_{i l} \alpha_{l} .
$$

Then it can be written as $y=R \alpha$. As discussed above, when $R=\left[r_{i l}\right]$ with $r_{i l}$ i.i.d. Gaussian or Bernoulli, as discussed above, the measurement matrix satisfies the RIP condition of order $k$ or $2 k$ with high probability provided that $n \gtrsim$ $\kappa_{0} k \log (p / k)$, where $\kappa_{0} \geq 90.1$ or 58.7. Although there is a lower number of the measurements, it also has upper bounds for the error of recovery, which are similar to the Eqs. (22)
and (23).

## 4. Conclusion

In this paper, we proposed a factor $\tau$ to scale down $\mathbf{v}_{-\max (k)}$ into $\overline{\mathbf{v}}_{-\max (k)}$. By using this scale factor to transform the distance between $\left\|\mathbf{v}_{\max (k)}\right\|_{1}$ and $\left\|\mathbf{v}_{-\max (k)}\right\|$ into the scale NSP, we established two more relaxed RIP conditions to guarantee the bounded approximation recovery of all $k$-sparse signals in the noiseless and noisy cases. In fact, although the scale factor $\tau$ created an error $(1-\tau) \rho$, we obtained an improvement to breakthrough the upper bound of the previous RIP conditions. Our theoretical results led to more extensive applications when the error is tolerated. In addition, we also explored the distance to expand the sparsity order $k$. An application verified our proposed RIP conditions needed a smaller number of measurements.

## 5. Proofs

Following the popular proof procedure [1], [2], we prove new RIP conditions by extending the NSP to the scale NSP.

### 5.1 Proof of Proposition 1

The proof of Proposition 1 is basically the same to Theorem 2.1 [1] and Theorem 1.1 [2]. In particular, we only need to use the inequality $\left\|\mathbf{v}_{\max (k)}\right\|_{1} \leq \theta\left\|\mathbf{v}_{-\max (k)}\right\|_{1}$ instead of $\left\|\mathbf{v}_{\max (k)}\right\|_{1} \leq\left\|\mathbf{v}_{-\max (k)}\right\|_{1}$ in the Theorem 2.1 [1] and the Theorem 1.1 [2].

### 5.2 Proof of Theorem 1

We set $\mathbf{v}=\widehat{\mathbf{x}}-\mathbf{x}$. We usually use the contradiction method to prove the following well-known inequality [1]: for all $\mathbf{v} \in \operatorname{ker}(\mathbf{A}) \backslash\{0\}$,

$$
\begin{equation*}
\left\|\mathbf{v}_{-\max (k)}\right\|_{1} \leq\left\|\mathbf{v}_{\max (k)}\right\|_{1}+2\left\|\mathbf{x}_{-\max (k)}\right\|_{1} . \tag{24}
\end{equation*}
$$

We introduce the scale factor $\tau$ to describe $\overline{\mathbf{v}}_{-\max (k)}=$ $\tau \mathbf{v}_{-\max (k)}$ with $\theta \leq \tau \leq 1$ in (8), and denote $\overline{\mathbf{v}}=\mathbf{v}_{\max (k)}+$ $\overline{\mathbf{v}}_{-\max (k)}$. In fact $\overline{\mathbf{v}}_{\max (k)}=\mathbf{v}_{\max (k)}$. To replace $\mathbf{v}_{-\max (k)}$ by $\overline{\mathbf{v}}_{-\max (k)}$, the inequality (24) is be equivalent to the following inequality, for all $\overline{\mathbf{v}} \in \overline{\operatorname{ker}}(\mathbf{A}) \backslash\{0\}$,

$$
\begin{equation*}
\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1} \leq \tau\left\|\mathbf{v}_{\max (k)}\right\|_{1}+2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1} \tag{25}
\end{equation*}
$$

Following the proof of Theorem 2.2 [1], thus, we only need to prove (25). By the boundedness of $\mathbf{z}$ and the definition of the feasible set for $\widehat{\mathbf{x}}$, it has

$$
\begin{align*}
\|\mathbf{A} \overline{\mathbf{v}}\|_{2} & =\left\|\mathbf{A}\left(\mathbf{v}_{\max (k)}+\tau \mathbf{v}_{-\max (k)}\right)\right\|_{2} \\
& =\left\|\mathbf{A}\left(\mathbf{v}_{\max (k)}+\mathbf{v}_{-\max (k)}-\mathbf{v}_{-\max (k)}+\tau \mathbf{v}_{-\max (k)}\right)\right\|_{2} \\
& =\left\|\mathbf{A}\left(\mathbf{v}-(1-\tau) \mathbf{v}_{-\max (k)}\right)\right\|_{2} \\
& \leq\left\|\mathbf{A} \mathbf{v}-(1-\tau) \mathbf{A} \mathbf{v}_{-\max (k)}\right\|_{2} \\
& \leq\|\mathbf{A} \mathbf{x}-\mathbf{y}\|_{2}+\|\mathbf{A} \widehat{\mathbf{x}}-\mathbf{y}\|_{2}+(1-\tau)\left\|\mathbf{A} \mathbf{v}_{-\max (k)}\right\|_{2} \\
& \leq \epsilon+\eta+(1-\tau) \rho . \tag{26}
\end{align*}
$$

On the other hand, let $\mathbf{v}=\sum_{i=1}^{p} d_{i} \mathbf{u}_{i}$, where $\left\{d_{i}\right\}_{i=1}^{p}$ is a non-negative and non-increasing sequence and $\left\{\mathbf{u}_{i}\right\}_{i=1}^{p}$ are indicator vectors with different supports in $\mathbb{R}^{p}$. Clearly, $\mathbf{v}_{\max (k)}=\sum_{i=1}^{k} d_{i} \mathbf{u}_{i}$ and $\mathbf{v}_{-\max (k)}=\sum_{i=k+1}^{p} d_{i} \mathbf{u}_{i}$. According to $\overline{\mathbf{v}}_{-\max (k)}=\tau \mathbf{v}_{-\max (k)}$ in (8), we have $\overline{\mathbf{v}}=\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}_{-\max (k)}=$ $\sum_{i=k+1}^{p} d_{i} \mathbf{u}_{i}+\sum_{i=k+1}^{p} \bar{d}_{i} \mathbf{u}_{i}$, where $\bar{d}_{i}=\tau d_{i}$. Then we obtain

$$
\begin{equation*}
\sum_{i=k+1}^{p} \bar{d}_{i} \leq \tau \sum_{i=1}^{k} d_{i}+2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1} \tag{27}
\end{equation*}
$$

Hence, when $1 \leq a \leq k$, we have $\overline{\mathbf{v}}_{\max (a)}=\mathbf{v}_{\max (a)}$,

$$
\begin{align*}
& \left\|\overline{\mathbf{v}}_{-\max (a)}\right\|_{\infty} \\
= & d_{a+1} \leq \frac{\sum_{i=1}^{a} d_{i}}{a}=\frac{\left\|\mathbf{v}_{\max (a)}\right\|_{1}}{a} \\
\leq & \frac{\left\|\mathbf{v}_{\max (a)}\right\|_{1}}{a}+\frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{(1+\tau) k-a}, \tag{28}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\overline{\mathbf{v}}_{-\max (a)}\right\|_{1} \\
= & \sum_{i=a+1}^{k} d_{i}+\sum_{i=k+1}^{p} \bar{d}_{i} \\
\leq & \frac{k-a}{k} \sum_{i=1}^{a} d_{i}+\tau \sum_{i=1}^{k} d_{i}+2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1} \\
\leq & \frac{k-a}{a} \sum_{i=1}^{a} d_{i}+\tau \frac{k}{a} \sum_{i=1}^{a} d_{i}+2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1} \\
= & \frac{(1+\tau) k-a}{a}\left\|\mathbf{v}_{\max (a)}\right\|_{1}+2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1} . \tag{29}
\end{align*}
$$

Then we set $\lambda=\frac{\left\|\mathbf{v}_{\text {max }}(a)\right\|_{1}}{a}+\frac{2 \tau\left\|\mathbf{x}_{-\max }(k)\right\|_{1}}{(1+\tau) k-a}, k_{1}=a$ and $k_{2}=$ $(1+\tau) k-a$. By the Lemma 5.1 in [1], it follows that

$$
\begin{align*}
& \left|\left\langle\mathbf{A}\left(\mathbf{v}_{\max (a)}\right), \mathbf{A}\left(\overline{\mathbf{v}}_{-\max (a)}\right)\right\rangle\right| \\
\leq & \delta_{a,(1+\tau) k-a}^{\mathbf{A}} \sqrt{(1+\tau) k-a}\left\|\mathbf{v}_{\max (a)}\right\|_{2} \\
& \times\left(\frac{\left\|\mathbf{v}_{\max (a)}\right\|_{1}}{a}+\frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{(1+\tau) k-a}\right) . \tag{30}
\end{align*}
$$

Because $\|\mathbf{A}(\overline{\mathbf{v}})\|_{2}<\epsilon+\eta+(1-\tau) \rho$ when considering the noise, we have

$$
\begin{align*}
& \left|\left\langle\mathbf{A}(\overline{\mathbf{v}}), \mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\rangle\right| \\
\leq & \|\mathbf{A}(\overline{\mathbf{v}})\|_{2}\left\|\mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\|_{2} \\
\leq & (\epsilon+\eta+(1-\tau) \rho) \sqrt{1+\delta_{a}^{\mathbf{A}}}\left\|\mathbf{v}_{\max (a)}\right\|_{2} . \tag{31}
\end{align*}
$$

On the other hand, we have

$$
\begin{aligned}
& (\epsilon+\eta+(1-\tau) \rho) \sqrt{1+\delta_{a}^{\mathbf{A}}}\left\|\mathbf{v}_{\max (a)}\right\|_{2} \\
\geq & \left|\left\langle\mathbf{A}(\overline{\mathbf{v}}), \mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\rangle\right| \\
\geq & \left|\left\langle\mathbf{A}\left(\mathbf{v}_{\max (a)}\right), \mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\rangle\right|-
\end{aligned}
$$

$$
\begin{align*}
& \left|\left\langle\mathbf{A}\left(\overline{\mathbf{v}}_{-\max (a)}\right), \mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\rangle\right| \\
\geq & \left\|\mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\|_{2}^{2}-\left|\left\langle\mathbf{A}\left(\overline{\mathbf{v}}_{-\max (a)}\right), \mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\rangle\right| \\
\geq & \left(1-\delta_{a}^{\mathbf{A}}\right)\left\|\mathbf{v}_{\max (a)}\right\|_{2}^{2}- \\
& \delta_{a,(1+\tau) k-a}^{\mathbf{A}} \sqrt{(1+\tau) k-a}\left\|\mathbf{v}_{\max (a)}\right\|_{2} \times \\
& \left(\frac{\left\|\mathbf{v}_{\max (a)}\right\|_{1}}{a}+\frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{(1+\tau) k-a}\right) \\
\geq & \left(1-\delta_{a}^{\mathbf{A}}-\delta_{a,(1+\tau) k-a}^{\mathbf{A}} \sqrt{\frac{(1+\tau) k-a}{a}}\right)\left\|\mathbf{v}_{\max (a)}\right\|_{2}^{2} \\
& -\delta_{a,(1+\tau) k-a}^{\mathbf{A}}\left\|\mathbf{v}_{\max (a)}\right\|_{2} \frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{(1+\tau) k-a}} \tag{32}
\end{align*}
$$

Hence,

$$
\begin{align*}
& \left\|\mathbf{v}_{\max (a)}\right\|_{2} \\
\leq & \frac{(\epsilon+\eta+(1-\tau) \rho) \sqrt{1+\delta_{a}^{\mathbf{A}}}}{1-\delta_{a}^{\mathbf{A}}-\delta_{a,(1+\tau) k-a}^{\mathbf{A}} \sqrt{\frac{(1+\tau) k-a}{a}}}+ \\
& \frac{\delta_{a,(1+\tau) k-a}^{\mathbf{A}}}{1-\delta_{a}^{\mathbf{A}}-\delta_{a,(1+\tau) k-a}^{\mathbf{A}} \sqrt{\frac{(1+\tau) k-a}{a}}} \frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{(1+\tau) k-a}} \tag{33}
\end{align*}
$$

It follows from the Lemma 5.4 in [1] that

$$
\begin{align*}
\delta_{a,(1+\tau) k-a}^{\mathbf{A}} & \left.\leq \sqrt{\frac{(1+\tau) k-a}{\min \{b,(1+\tau) k-a\}}} \delta_{a, \min \{b,(1+\tau) k-a\}}^{\mathbf{A}}, 1\right\} \delta_{a, b}^{\mathbf{A}} \\
& \leq \max \left\{\sqrt{\frac{(1+\tau) k-a}{b}}\right. \\
& =\sqrt{\frac{a}{(1+\tau) k-a} C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}} \tag{34}
\end{align*}
$$

Then

$$
\begin{align*}
\left\|\mathbf{v}_{\max (a)}\right\|_{2} & \leq \frac{(\epsilon+\eta+(1-\tau) \rho) \sqrt{1+\delta_{a}^{\mathbf{A}}}}{1-\delta_{a}^{\mathbf{A}}-C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}} \\
& +\frac{\delta_{a,(1+\tau) k-a}^{\mathbf{A}}}{1-\delta_{a}^{\mathbf{A}}-C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}} \frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{(1+\tau) k-a}} \\
& \leq \frac{y}{1-\delta_{a}^{\mathbf{A}}-C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}} \tag{35}
\end{align*}
$$

where $\boldsymbol{y}=(\epsilon+\eta+(1-\tau) \rho) \sqrt{1+\delta_{a}^{\mathbf{A}}}+\frac{2 \tau \delta_{a,(1+\tau) k-a}^{\mathbf{A}}\left\|\mathbf{x}_{-\max }(k)\right\|_{1}}{\sqrt{(1+\tau) k-a}}$.
Since $0<\theta \leq \tau \leq 1,1 \leq a \leq k,\left\|\mathbf{x}_{-\max (k)}\right\|_{1}>0$, $\rho>0, \epsilon>0, \eta>0, \delta_{a}^{\mathbf{A}} \geq 0$ and $\delta_{a,(1+\tau) k-a}^{\mathbf{A}} \geq 0$, it has $y>0$. If it holds the condition $\delta_{a}^{\mathbf{A}}+C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}<1$, then the inequality (35) implies $\left\|\mathbf{v}_{\max (a)}\right\|_{2}<0$, which contradicts a basic fact that $\left\|\mathbf{v}_{\max (a)}\right\|_{2} \geq 0$. Clearly, the inequality (35) contradicts the condition that $\delta_{a}^{\mathbf{A}}+C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}<1$. Therefore, we obtain this more relaxed RIP condition. Next, we prove the approximation errors.

By applying the Lemma 5.3 [22] with $\alpha=2$ and $\lambda=$ $2\left\|\mathbf{x}_{-\max (k)}\right\|_{1}$, we obtain

$$
\begin{align*}
\|\mathbf{v}\|_{2} & =\sqrt{\sum_{i=1}^{k} d_{i}^{2}+\sum_{i=k+1}^{p} d_{i}^{2}} \\
& \leq \sqrt{\sum_{i=1}^{k} d_{i}^{2}+k\left(\sqrt{\frac{\sum_{i=1}^{k} d_{i}^{2}}{k}}+\frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{k}\right)^{2}} \\
& \leq \sqrt{\sum_{i=1}^{k} d_{i}^{2}+\left(\sqrt{\sum_{i=1}^{k} d_{i}^{2}}+\frac{2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{k}}\right)^{2}} \\
& \leq \sqrt{2 \sum_{i=1}^{k} d_{i}^{2}+\frac{2 \tau\left\|\mathbf{x}_{-\max }(k)\right\|_{1}}{\sqrt{k}}} \\
& \leq \frac{(\epsilon+\eta+(1-\tau) \rho) \sqrt{\frac{2 k}{a}} \sqrt{\sum_{i=1}^{a} d_{i}^{2}}+\frac{2 \tau\left\|\mathbf{x}_{-\max }(k)\right\|_{1}}{\sqrt{k}}}{1-\delta_{a}^{\mathbf{A}}-C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}}+ \\
& 2 c\left(\frac{\sqrt{\frac{2 k}{a} \delta_{a,(1+\tau) k-a}^{\mathbf{A}}}}{1-\delta_{a}^{\mathbf{A}}-C_{a, b, k, \tau} \delta_{a, b}^{\mathbf{A}}} \frac{1}{\sqrt{(1+\tau) k-a}}+\frac{1}{\sqrt{k}}\right) \\
& \| \mathbf{x}_{-\max (k) \|_{1} .}
\end{align*}
$$

Finally, it holds (14). The proof of Theorem 1 is complete.

### 5.3 Proof of Corollary 1

The proof of Corollary 1 is basically the same to Theorem 1. Particularly, we only need to use the inequalities

$$
\begin{align*}
&\left\|\mathbf{A}^{T} \mathbf{A} \overline{\mathbf{v}}\right\|_{\infty} \leq\left\|\mathbf{A}^{T}\left(\mathbf{A} \mathbf{v}+(1-\tau) \mathbf{A} \mathbf{v}_{-\max (k)}\right)\right\|_{\infty} \\
& \leq \leq\left\|\mathbf{A}^{T}(\mathbf{A} \mathbf{x}-\mathbf{y})\right\|_{\infty}+\left\|\mathbf{A}^{T}(\mathbf{A} \widehat{\mathbf{x}}-\mathbf{y})\right\|_{\infty} \\
&+(1-\tau)\left\|\mathbf{A}^{T} \mathbf{A} \mathbf{v}_{-\max (k)}\right\|_{\infty} \\
& \leq \epsilon+\eta+(1-\tau) \rho \tag{37}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\left\langle\mathbf{A}(\overline{\mathbf{v}}), \mathbf{A}\left(\mathbf{v}_{\max (a)}\right)\right\rangle\right| \\
\leq & \left\|\mathbf{v}_{\max (a)}^{T} \mathbf{A}^{T} \mathbf{A}(\overline{\mathbf{v}})\right\|_{\infty} \\
\leq & (\epsilon+\eta+(1-\tau) \rho) \sqrt{a}\left\|\mathbf{v}_{\max (a)}\right\|_{2} \tag{38}
\end{align*}
$$

instead of (26) and (31).

### 5.4 Proof of Corollary 2

The proof of Corollary 2 is almost the same to Theorem 1. Particularly, we only need to use the inequalities $\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1} \leq \tau\left\|\mathbf{v}_{\max (k)}\right\|_{1}$ instead of (25).

### 5.5 Proof of Theorem 2

Based on the proof procedure of the Theorem 1, we also
use the contradiction method to prove the inequality (25), that is, $\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1} \leq \tau\left\|\mathbf{v}_{\max (k)}\right\|_{1}+2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}$, for all $\mathbf{v} \in$ $\overline{\operatorname{ker}}(\mathbf{A}) \backslash\{0\}$.

Similar to the proof method [2], we suppose $t k$ is an integer and set $\mathbf{v}=\widehat{\mathbf{x}}-\mathbf{x}$. By the boundedness of $\mathbf{z}$, it also has (26), that is, $\|\mathbf{A} \overline{\mathbf{v}}\|_{2} \leq \epsilon+\eta+(1-\tau) \rho$.

We set $\alpha=\frac{\left\|\mathbf{v}_{\text {max }}(k)\right\|_{1}+2\left\|\mathbf{x}_{- \text {max }}(k)\right\|_{1}}{k}$, and divide $\overline{\mathbf{v}}_{-\max (k)}$ into two parts, $\overline{\mathbf{v}}_{-\max (k)}=\overline{\mathbf{v}}^{(1)}+\overline{\mathbf{v}}^{(2)}$, where

$$
\begin{align*}
& \overline{\mathbf{v}}^{(1)}=\overline{\mathbf{v}}_{-\max (k)} \cdot \mathbf{1}_{\left\{i| | \overline{\mathbf{v}}_{-\max (k)}(i) \left\lvert\,>\frac{\tau \alpha}{t-1}\right.\right\}}  \tag{39}\\
& \overline{\mathbf{v}}^{(2)}=\overline{\mathbf{v}}_{-\max (k)} \cdot \mathbf{1}_{\left\{i| | \overline{\mathbf{v}}_{-\max (k)}(i) \left\lvert\, \leq \frac{\tau \alpha}{t-1}\right.\right\}} \tag{40}
\end{align*}
$$

Denote $\left|\operatorname{supp}\left(\overline{\mathbf{v}}^{(1)}\right)\right|=\left\|\overline{\mathbf{v}}^{(1)}\right\|_{0}=m$. Since $\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1} \leq$ $\tau \alpha k$ and $\left|\overline{\mathbf{v}}^{(1)}(i)\right| \geq \frac{\tau \alpha}{t-1}$ for any $\overline{\mathbf{v}}^{(1)}(i) \neq 0$, we obtain

$$
\begin{align*}
\tau \alpha k & \geq\left\|\overline{\mathbf{v}}^{(1)}\right\|_{1}=\sum_{i \in \operatorname{Supp}_{\left(\overline{\mathbf{v}}^{(1)}\right)}\left|\overline{\mathbf{v}}^{(1)}(i)\right|} \\
& \geq \sum_{i \in \operatorname{supp}\left(\overline{\mathbf{v}}^{(1)}\right)} \frac{\tau \alpha}{t-1}=\frac{m \tau \alpha}{t-1} \tag{41}
\end{align*}
$$

Then $m \leq k(t-1)$. On the other hand, we have

$$
\begin{align*}
\left\|\overline{\mathbf{v}}^{(2)}\right\|_{1} & =\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1}-\left\|\overline{\mathbf{v}}^{(1)}\right\|_{1} \\
& \leq(k(t-1)-m) \frac{\tau \alpha}{t-1}  \tag{42}\\
\left\|\overline{\mathbf{v}}^{(2)}\right\|_{\infty} & \leq \frac{\tau \alpha}{t-1} \tag{43}
\end{align*}
$$

Besides, $\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{0}=k+m \leq t k$, it has

$$
\begin{align*}
& \mid\left\langle\mathbf{A}\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right), \mathbf{A} \overline{\mathbf{v}}\right\rangle \\
\leq & \left\|\mathbf{A}\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right)\right\|_{2}\|\mathbf{A} \overline{\mathbf{v}}\|_{2} \\
\leq & \sqrt{1+\delta_{k}^{\mathbf{A}}}(\epsilon+\eta+(1-\tau) \rho)\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2} . \tag{44}
\end{align*}
$$

By applying the Lemma 1.1 [2] with $s=k(t-1)-m$, $\overline{\mathbf{v}}^{(2)}$ can be expressed as a convex combination of sparse vectors $\overline{\mathbf{v}}^{(2)}=\sum_{i=1}^{N} \lambda_{i} \overline{\mathbf{u}}_{i}$, where $s$-sparse $\overline{\mathbf{u}}_{i}$ satisfies $\operatorname{supp}\left(\overline{\mathbf{u}}_{i}\right) \subseteq$ $\operatorname{supp}\left(\overline{\mathbf{v}}^{(2)}\right),\left\|\overline{\mathbf{u}}_{i}\right\|_{1}=\left\|\overline{\mathbf{v}}^{(2)}\right\|_{1},\left\|\overline{\mathbf{u}}_{i}\right\|_{\infty} \leq \frac{\tau \alpha}{t-1}$. Set $x=\| \mathbf{v}_{\max (k)}+$ $\overline{\mathbf{v}}^{(1)} \|_{2}$ and $P=\frac{2\|\mathbf{x}-\max (k)\|_{1}}{\sqrt{k}}$. Hence,

$$
\begin{align*}
\left\|\overline{\mathbf{u}}_{i}\right\|_{2} & \leq \sqrt{\left\|\overline{\mathbf{u}}_{i}\right\|_{0} \|} \overline{\mathbf{u}}_{i} \|_{\infty} \leq \sqrt{k(t-1)-m} \frac{\tau \alpha}{t-1} \leq \sqrt{\frac{k}{t-1}} \tau \alpha \\
& \leq \tau\left(\frac{\left\|\mathbf{v}_{\max (k)}\right\|_{2}}{\sqrt{t-1}}+\frac{2\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{k(t-1)}}\right) \\
& \leq \tau\left(\frac{\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2}}{\sqrt{t-1}}+\frac{2\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{k(t-1)}}\right) \\
& =\frac{\tau(x+P)}{\sqrt{t-1}} . \tag{45}
\end{align*}
$$

For some $1 \geq \mu \geq 0, c \geq 0,1 \geq \tau \geq \theta$, we denote that $\beta_{i}=\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}+\mu \overline{\mathbf{u}}_{i}$, and have

$$
\begin{align*}
& \sum_{j=1}^{N} \lambda_{j} \beta_{j}-c \beta_{i}=\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}+\mu \overline{\mathbf{v}}^{(2)}-c \beta_{i} \\
& \quad=(1-\mu-c)\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right)-c \mu \overline{\mathbf{u}}_{i}+\mu \overline{\mathbf{v}} \tag{46}
\end{align*}
$$

Then $\sum_{j=1}^{N} \lambda_{j} \beta_{j}-c \beta_{i}-\mu \overline{\mathbf{v}}$ are are $t k$-sparse vectors as $\mathbf{v}_{\max (k)}, \overline{\mathbf{v}}^{(1)}, \overline{\mathbf{u}}_{i}$ are $k, m,(k(t-1)-m)$-sparse respectively. We check the $\ell_{2}$ identity [2] as follows:

$$
\begin{align*}
& \sum_{i=1}^{N} \lambda_{i}\left\|\mathbf{A}\left(\sum_{j=1}^{N} \lambda_{j} \beta_{j}-c \beta_{i}\right)\right\|_{2}^{2}+ \\
& \quad(1-2 c) \sum_{1 \leq i, j \leq N} \lambda_{i} \lambda_{j}\left\|\mathbf{A}\left(\beta_{i}-\beta_{j}\right)\right\|_{2}^{2} \\
& \quad=\sum_{i=1}^{N} \lambda_{i}(1-c)^{2}\left\|\mathbf{A} \beta_{i}\right\|_{2}^{2} \tag{47}
\end{align*}
$$

We set $c=\frac{1}{2}$ and compute the left hand side of (47) as follow:

$$
\begin{align*}
& \sum_{i=1}^{N} \lambda_{i}\left\|\mathbf{A}\left(\sum_{j=1}^{N} \lambda_{j} \beta_{j}-c \beta_{i}\right)\right\|_{2}^{2} \\
= & \sum_{i=1}^{N} \lambda_{i}\left\|\mathbf{A}\left(\left(\frac{1}{2}-\mu\right)\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right)-\frac{\mu}{2} \overline{\mathbf{u}}_{i}\right)\right\|_{2}^{2}+ \\
& \mu(1-\mu)\left\langle\mathbf{A}\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right), \mathbf{A} \overline{\mathbf{v}}\right\rangle \tag{48}
\end{align*}
$$

It also has that $\beta_{i},\left(\frac{1}{2}-\mu\right)\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right)-\frac{\mu}{2} \mathbf{u}_{i}$ are $t k$ sparse vectors because $\mathbf{v}_{\max (k)}, \overline{\mathbf{v}}^{(1)}, \mathbf{u}_{i}$ are $k, m,(k(t-1)-m)$ sparse vectors, respectively. By substituting (44), (45), and (48) into (47), we set $\Upsilon=\epsilon+\eta+(1-\tau) \rho, \mu=\sqrt{t(t-1)}-$ ( $t-1$ ), and have

$$
\begin{aligned}
0= & \sum_{i=1}^{N} \lambda_{i}\left\|\mathbf{A}\left(\left(\frac{1}{2}-\mu\right)\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right)-\frac{\mu}{2} \overline{\mathbf{u}}_{i}\right)\right\|_{2}^{2}+ \\
& \mu(1-\mu)\left\langle\mathbf{A}\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right), \mathbf{A} \overline{\mathbf{v}}\right\rangle \\
& -\sum_{i=1}^{N} \lambda_{i}(1-p)^{2}\left\|\mathbf{A}\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}+\mu \overline{\mathbf{u}}_{i}\right)\right\|_{2}^{2} \\
\leq & \left(1+\delta_{t k}^{\mathbf{A}}\right) \cdot \sum_{i=1}^{N} \lambda_{i}\left(\left(\frac{1}{2}-\mu\right)\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2}^{2}+\frac{\mu^{2}}{4}\left\|\overline{\mathbf{u}}_{i}\right\|_{2}^{2}\right) \\
& +\mu(1-\mu) \sqrt{1+\delta_{t k}^{\mathbf{A}}} \Upsilon\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2} \\
& -\left(1-\delta_{t k}^{\mathbf{A}}\right) \cdot \sum_{i=1}^{N} \frac{\lambda_{i}}{4}\left(\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2}^{2}+\mu^{2}\left\|\overline{\mathbf{u}}_{i}\right\|_{2}^{2}\right) \\
= & \sum_{i=1}^{N} \lambda_{i}\left[\left(\left(1+\delta_{t k}^{\mathbf{A}}\right)\left(\frac{1}{2}-\mu\right)-\left(1+\delta_{t k}^{\mathbf{A}}\right) \frac{1}{4}\right)\right. \\
& \left.\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2}^{2}+\frac{1}{2} \delta_{t k}^{\mathbf{A}} \mu^{2}\left\|\overline{\mathbf{u}}_{i}\right\|_{2}^{2}\right] \\
& +\mu(1-\mu) \sqrt{1+\delta_{t k}^{\mathbf{A}}} \Upsilon\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2}
\end{aligned}
$$

$$
\begin{aligned}
\leq & {\left[\left(\mu^{2}-\mu\right)+\delta_{t k}^{\mathbf{A}}\left(\frac{1}{2}-\mu+\mu^{2}+\frac{\tau^{2}}{2(t-1)} \mu^{2}\right)\right] x^{2} } \\
& +\left[\mu(1-\mu) \sqrt{1+\delta_{t k}^{\mathbf{A}}} \Upsilon+\frac{\delta_{t k}^{\mathbf{A}} \mu^{2} \tau^{2} P}{t-1}\right] x+\frac{\delta_{t k}^{\mathbf{A}} \mu^{2} \tau^{2} P^{2}}{2(t-1)} \\
= & -t((2 t-1)-2 \sqrt{t(t-1)})\left(\sqrt{\frac{t-1}{t}}-\delta_{t k}^{\mathbf{A}} \frac{2 t+\tau^{2}-1}{2 t}\right) x^{2} \\
& +\left(\mu^{2} \sqrt{\frac{t}{t-1}} \sqrt{1+\delta_{t k}^{\mathbf{A}}} \Upsilon+\frac{\delta_{t k}^{\mathbf{A}} \mu^{2} \tau^{2} P}{t-1}\right) x+\frac{\delta_{t k}^{\mathbf{A}} \mu^{2} \tau^{2} P^{2}}{2(t-1)} \\
= & \frac{\mu^{2}}{t-1}\left[-t\left(\sqrt{\frac{t-1}{t}}-\delta_{t k}^{\mathbf{A}} \frac{2 t+\tau^{2}-1}{2 t}\right) x^{2}+\right. \\
& \left.\left(\sqrt{t(t-1)\left(1+\delta_{t k}^{\mathbf{A}}\right) \Upsilon} \Upsilon+\delta_{t k}^{\mathbf{A}} \tau^{2} P\right) x+\frac{\delta_{t k}^{\mathbf{A}} \tau^{2} P^{2}}{2}\right]
\end{aligned}
$$

Clearly, it is an second-order inequality for $x$. By solving above inequality we denote $\Omega=t\left(\sqrt{\frac{t-1}{t}}-\delta_{t k}^{\mathbf{A} \frac{2 t+\tau^{2}-1}{2 t}}\right)$, and have

$$
\begin{aligned}
x & \leq \frac{1}{2 \Omega}\left\{\left(\sqrt{t(t-1)\left(1+\delta_{t k}^{\mathbf{A}}\right)} \Upsilon+\delta_{t k}^{\mathbf{A}} \tau^{2} P\right)+\right. \\
& {\left.\left[\left(\sqrt{t(t-1)\left(1+\delta_{t k}^{\mathbf{A}}\right)} \Upsilon+\delta_{t k}^{\mathbf{A}} \tau^{2} P\right)^{2}+2 \Omega \delta_{t k}^{\mathbf{A}} \tau^{2} P^{2}\right]^{1 / 2}\right\} } \\
& \leq \frac{\sqrt{t(t-1)\left(1+\delta_{t k}^{\mathbf{A}}\right)}}{\Omega} \Upsilon+\frac{2 \tau^{2} \delta_{t k}^{\mathbf{A}}+\tau \sqrt{2 \Omega \delta_{t k}^{\mathbf{A}}}}{2 \Omega} P
\end{aligned}
$$

This contradicts the following fact that

$$
\begin{aligned}
\delta_{t k}^{\mathbf{A}} & \leq\left(1+\frac{1-\tau^{2}}{\tau^{2}-1+2 t}\right) \sqrt{\frac{t-1}{t}} \\
\left\|\mathbf{u}_{i}\right\|_{2} & \leq \sqrt{\frac{k}{t-1}} \alpha \leq \frac{\left\|\mathbf{v}_{\max (k)}\right\|_{2}}{\sqrt{t-1}} \\
& \leq \frac{\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2}}{\sqrt{t-1}}
\end{aligned}
$$

Finally, based on $\left\|\mathbf{v}_{-\max (k)}\right\|_{1} \leq\left\|\mathbf{v}_{\max (k)}\right\|_{1}+P \sqrt{k}$, we have $\left\|\mathbf{v}_{-\max (k)}\right\|_{2} \leq\left\|\mathbf{v}_{\max (k)}\right\|_{2}+P$. Following the (36), we get

$$
\begin{aligned}
\|\mathbf{v}\|_{2} & =\sqrt{\left\|\mathbf{v}_{\max (k)}\right\|_{2}^{2}+\left\|\mathbf{v}_{-\max (k)}\right\|_{2}^{2}} \\
& \leq \sqrt{\left\|\mathbf{v}_{\max (k)}\right\|_{2}^{2}+\left(\left\|\mathbf{v}_{\max (k)}\right\|_{2}+P\right)^{2}} \\
& \leq \sqrt{2\left\|\mathbf{v}_{\max (k)}\right\|_{2}^{2}}+P \leq \sqrt{2} x+P \\
& \leq \frac{\sqrt{2 t(t-1)\left(1+\delta_{t k}^{\mathbf{A}}\right)}}{\Omega} \Upsilon+\frac{2\left\|\mathbf{x}_{-\max (k)}\right\|_{1}}{\sqrt{k}} \\
& {\left[\frac{\sqrt{2} \tau^{2} \delta_{t k}^{\mathbf{A}}+\tau \sqrt{\Omega \delta_{t k}^{\mathbf{A}}}+\Omega}{\Omega}\right] }
\end{aligned}
$$

When $t k$ is not an integer, note $t^{\prime}=\lceil t k\rceil / k$, then $t^{\prime}>t$, $t^{\prime} k$ is an integer. It can be deduced to the same result.

The proof of Theorem 2 is complete.

### 5.6 Proof of Corollary 3

The proof of Corollary 3 is basically the same to Theorem 2. Particularly, we only need to use the inequalities (37), that is, $\left\|\mathbf{A}^{T} \mathbf{A} \overline{\mathbf{v}}\right\|_{\infty} \leq \epsilon+\eta+(1-\tau) \rho$, and

$$
\begin{aligned}
& \left|\left\langle\mathbf{A}\left(\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right), \mathbf{A} \overline{\mathbf{v}}\right\rangle\right| \\
\leq & \left|\left\langle\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}, \mathbf{A}^{T} \mathbf{A} \overline{\mathbf{v}}\right\rangle\right| \\
\leq & \left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{1}(\epsilon+\eta+(1-\tau) \rho) \\
\leq & \sqrt{t k} \Upsilon\left\|\mathbf{v}_{\max (k)}+\overline{\mathbf{v}}^{(1)}\right\|_{2} .
\end{aligned}
$$

instead of $\|\mathbf{A} \overline{\mathbf{v}}\|_{2} \leq \epsilon+\eta+(1-\tau) \rho$ and (31).

### 5.7 Proof of Corollary 4

The proof of Corollary 4 is almost the same to Theorem 2. In particular, we only need to use the inequalities $\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1} \leq$ $\tau\left\|\mathbf{v}_{\max (k)}\right\|_{1}+2 \tau\left\|\mathbf{x}_{-\max (k)}\right\|_{1}$ and $\alpha=\frac{\left\|\mathbf{v}_{\max }(k)\right\|_{1}+2\left\|\mathbf{x}_{-\max }(k)\right\|_{1}}{k}$ instead of $\left\|\overline{\mathbf{v}}_{-\max (k)}\right\|_{1} \leq \tau\left\|\mathbf{v}_{\max (k)}\right\|_{1}$ and $\alpha=\frac{\left\|\mathbf{v}_{\max (k)}\right\|_{1}}{k}$.

### 5.8 Proof of Lemma 1

If $\left\|\mathbf{v}_{(m)}\right\|_{1} \leq \frac{1-\theta}{1+\theta}\left\|\mathbf{v}_{-\max (k+m)}\right\|_{1}$, then it holds that

$$
\begin{align*}
& \left\|\mathbf{v}_{(m)}\right\|_{1} \leq \frac{1-\theta}{1+\theta}\left\|\mathbf{v}_{-\max (k+m)}\right\|_{1} \\
\Rightarrow & 2\left\|\mathbf{v}_{(m)}\right\|_{1}-(1-\theta)\left\|\mathbf{v}_{(m)}\right\|_{1} \leq(1-\theta)\left\|\mathbf{v}_{-\max (k+m)}\right\|_{1} \\
\Rightarrow & 2\left\|\mathbf{v}_{(m)}\right\|_{1} \leq(1-\theta)\left(\left\|\mathbf{v}_{(m)}\right\|_{1}+\left\|\mathbf{v}_{-\max (k+m)}\right\|_{1}\right) \\
\Rightarrow & \left\|\mathbf{v}_{(m)}\right\|_{1} \leq(1-\theta)\left\|\mathbf{v}_{-\max (k)}\right\|_{1} / 2 \tag{49}
\end{align*}
$$

There is a fact that

$$
\begin{aligned}
&\left\|\mathbf{v}_{\max (k)}\right\|_{1}<\theta\left\|\mathbf{v}_{-\max (k)}\right\|_{1} \leq\left\|\mathbf{v}_{-\max (k)}\right\|_{1} \\
& \Rightarrow\left\|\mathbf{v}_{\max (k)}\right\|_{1}+(1-\theta)\left\|\mathbf{v}_{-\max (k)}\right\|_{1} / 2 \\
& \quad<\left\|\mathbf{v}_{-\max (k)}\right\|_{1}-(1-\theta)\left\|\mathbf{v}_{-\max (k)}\right\|_{1} / 2
\end{aligned}
$$

By using (49)

$$
\Rightarrow\left\|\mathbf{v}_{\max (k)}\right\|_{1}+\left\|\mathbf{v}_{(m)}\right\|_{1}<\left\|\mathbf{v}_{-\max (k)}\right\|_{1}-\left\|\mathbf{v}_{(m)}\right\|_{1}
$$

$$
\Rightarrow\left\|\mathbf{v}_{\max (k+m)}\right\|_{1}<\left\|\mathbf{v}_{-\max (k+m)}\right\|_{1} .
$$
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