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Enumerating Empty and Surrounding Polygons

Shunta TERUI†, Nonmember, Katsuhisa YAMANAKA†a), Takashi HIRAYAMA†b), Takashi HORIYAMA††c),
Kazuhiro KURITA†††d), and Takeaki UNO††††e), Members

SUMMARY We are given a set S of n points in the Euclidean plane.
We assume that S is in general position. A simple polygon P is an empty
polygon of S if each vertex of P is a point in S and every point in S is
either outside P or a vertex of P. In this paper, we consider the problem
of enumerating all the empty polygons of a given point set. To design
an efficient enumeration algorithm, we use a reverse search by Avis and
Fukuda with child lists. We propose an algorithm that enumerates all the
empty polygons of S in O(n2 |E(S) |)-time, where E(S) is the set of empty
polygons of S. Moreover, by applying the same idea to the problem of
enumerating surrounding polygons of a given point set S, we propose an
enumeration algorithm that enumerates them in O(n2)-delay, while the
known algorithm enumerates in O(n2 log n)-delay, where a surrounding
polygon of S is a polygon such that each vertex of the polygon is a point in S
and every point in S is either inside the polygon or a vertex of the polygon.
key words: enumeration algorithm, reverse search, simple polygon, empty
polygon, surrounding polygon

1. Introduction

Enumeration problems are fundamental and important in
computer science and have applications including data min-
ing, bioinformatics, and artificial intelligence. A lot of enu-
meration algorithms for enumeration problems have been
proposed [1]. Among them, enumeration problems for geo-
metric objects have been studied. For example, enumeration
algorithms have been proposed for triangulations [2]–[5],
non-crossing spanning trees [2], [4]–[6], non-crossing span-
ning cycles [5], [6], non-crossing convex partitions [5], non-
crossing perfect matchings [5], non-crossing convex sub-
divisions [5], pseudoline arrangements [7], unfoldings of
Platonic solids [8], Archimedian solids [9], and so on.

In this paper, we focus on the enumeration problem
of generating simple polygons with the following property.
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Fig. 1 (a) A point set S. (b) An empty polygon, (c) an empty convex
polygon, (d) a non-crossing spanning cycle, and (e) a surrounding polygon
of S.

We are given a set S of n points in the Euclidean plane
and in general position. An empty polygon of S is a simple
polygon P such that each vertex of P is a point in S and
every point in S is either outside the polygon or a vertex of
the polygon. Fig. 1(b) is an example of an empty polygon
of the point set in Fig. 1(a). The class of empty polygons
includes two important classes of simple polygons: empty
convex polygons and non-crossing spanning cycles.

An empty polygon of S is an empty convex polygon of
S if the polygon is convex. See Fig. 1(c) for an example. The
empty convex polygons have been studied in the contexts of
counting and enumeration. For counting, Rote et al. [10]
presented an O(nk−2)-time algorithm that counts the number
of the empty convex k-gons of a given point set S for any
k ≥ 4, where a k-gon of S is a simple polygon such that the
polygon consists of k vertices and each vertex is a point in S.
Rote and Woeginger [11] improved the running time of the
algorithm to O(n dk/2e)-time. Moreover, Mitchell et al. [12]
improved the running time. Their algorithm is based on
a dynamic programming and runs in O(kn3)-time. Very
recently, Bae proposed O(kγk(S))-time counting algorithm,
where γk(S) is the number of the empty convex k-gons of S.
For enumeration, Dobkin et al. [13] proposed an enumeration
algorithm that enumerates all the empty convex k-gons of a
given point set S and runs in O(γ3(S) + kγk(S))-time.

An empty polygon of a point set S is called a non-
crossing spanning cycle of S if every point S is a vertex of
the polygon. See Fig. 1(d) for an example. The non-crossing
spanning cycles of a point set are known as appealing ob-
jects in the area of computational geometry and have been
studied in the context of counting [5], [6], [14], random
generation [15]–[18], and enumeration [5], [6].

Recently, Yamanaka et al. [19] proposed surrounding
polygons as a new class of simple polygons. For a point set
S, a surrounding polygon of S is a simple polygon such that
each vertex of the polygon is a point in S and every point
in S is either inside the polygon or a vertex of the polygon.
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See Fig. 1(e) for an example. They showed that one can
enumerate all the surrounding polygons of S in O(n2 log n)-
delay and O(n2)-space, where the delay of an enumeration
algorithm is the worst-case running time between two con-
secutive outputs in the algorithm.

Our contributions are as follows. We first design an
algorithm that enumerates all the empty polygons of a given
set of n points in O(n2 |E(S)|)-time, where E(S) is the set
of empty polygons of S. The algorithm is based on the re-
verse search by Avis and Fukuda [2] with the “child list”
technique, which is often used to design efficient enumer-
ation algorithms ([20]). Moreover, we apply the technique
to the problem of enumerating surrounding polygons of S.
We present an algorithm that enumerates all the surrounding
polygons of S in O(n2)-delay and O(n2)-space, while the
known algorithm enumerates them in O(n2 log n)-delay and
O(n2)-space.

2. Preliminary

2.1 Notations

In this section, we define some notations required in this
paper.

A simple polygon is a closed region of the plane en-
closed by a simple cycle of edges. Here, a simple cycle
means that two adjacent line segments intersect only at their
common endpoint and no two non-adjacent line segments in-
tersect. A line segment connecting two vertices on a simple
polygon P is a diagonal if the line segment is included inside
P. An ear of a simple polygon P is a triangle such that one of
its edges is a diagonal of P and the remaining two edges are
edges of P. We say that two ears in P are non-overlapping if
their inside regions are disjoint. Otherwise, we say that they
are overlapping. The following theorem for ears is known.

Theorem 1 ([21]): Every simple polygon with n ≥ 4 ver-
tices has at least two non-overlapping ears.

Let S be a set of n points in the Euclidean plane.
Throughout this paper, we assume that S is in general posi-
tion, i.e., no three points are collinear. The upper-left point
of S is the point with the minimum x-coordinate. If a tie
exists, we choose the point with the maximum y-coordinate
among them.

A sequence P = 〈p1, p2, . . . , pk〉, (k ≤ n), of points in S
is a simple polygon of S if the alternating sequence of points
and line segments

p1, (p1, p2), p2, (p2, p3), . . . , pk, (pk, p1)

forms a simple polygon. Let P = 〈p1, p2, . . . , pk〉 be a simple
polygon of S. We suppose that the vertices on P appear
in counterclockwise order. We denote by in(P) ⊆ S and
out(P) ⊆ S the sets of the points inside and outside P,
respectively. We denote by pi ≺ pj if i < j holds, and
we say that pj is larger than pi on P. pred(pi) and succ(pi)
denote the predecessor and successor of pi on P, respectively.
Note that the successor of pk is p1. Suppose that P has 4 or

more vertices. A removal of pi on P is to remove two line
segments (pred(pi), pi) and (pi,succ(pi)) and insert the line
segment (pred(pi),succ(pi)). We denote by rem(P, pi) the
simple polygon obtained from P by applying the removal of
pi to P. Intuitively, the remove operation picks out a point
from a simple polygon. Note that rem(P, pi)may or may not
be a simple polygon of S. An insertion of p ∈ in(P) ∪ out(P)
after pi on P is to remove the line segment (pi,succ(pi)) and
insert the two line segments (pi, p) and (p,succ(pi)). We
denote by ins(P, pi, p) the simple polygon obtained from P
by applying the insertion of p after pi on P. Intuitively,
the insertion operation adds a point as a vertex of a simple
polygon.

The convex hull, denoted by CH(S), of S is the simple
polygon with the smallest area that contains all the points
in S. An empty polygon of S is a simple polygon such that
every point in S is either outside the polygon or a vertex of
the polygon. A surrounding polygon of S is a simple polygon
such that every point in S is either inside the polygon or a
vertex of the polygon.

2.2 Reverse Search with Child Lists

The reverse search by Avis and Fukuda [22] is a framework
for designing enumeration algorithms. In this section, we re-
describe the reverse search in the context of our paper. In this
paper, we consider problems of enumerating simple polygons
with the designated properties. Moreover, to design efficient
algorithms, we use “child lists”, which is an idea for speeding
up reverse-search-enumeration algorithms [20].

Let S be a set of n points in the Euclidean plane. Let
C(S,Q) be the set of simple polygons of S with a property
Q. We consider designing an enumeration algorithm for all
the polygons in C(S,Q) by using the reverse search. In the
reverse search, we first define an undirected simple graph
G = (V,EG) such that each node in V corresponds to a sim-
ple polygon in C(S,Q) and each branch in EG corresponds
to a relation between two simple polygons in C(S,Q). The
relation between two simple polygons is defined by using
“basic operations”. For two simple polygons P and P′, the
node corresponding to P is adjacent to that corresponding
to P′ in G if P is obtained from P′ by applying the basic
operation and P′ is obtained from P by applying the inverse
operation of the basic operation. That is, one of P and
P′ is constructed from the other by applying an operation.
(In this paper, we use the removal and insertion as a basic
operation and its inverse operation for the problems of enu-
merating empty and surrounding polygons.) Next, we define
a spanning forest F = (V,EF ) of G with the root node set
VR ⊆ V . Let denote the parent of v ∈ V in F by par(v). A
reverse-search-enumeration algorithm visits every node inV
by traversing F and enumerates all the polygons in C(S,Q).

For a node v ∈ V , NG(v) and CF (v) denote the set of
the neighbour of v in G and the set of the children of v in
F, respectively. To traverse F, we have to generate all the
children of a node v in F. A naïve way to generate all the
children is as follows. First, we check whether v = par(u)
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Algorithm 1: Reverse-Search(S)
1 foreach r ∈ VR do
2 Naïve-Find-Children(r)

Algorithm 2: Naïve-Find-Children(v)
1 Output v
2 foreach u ∈ NG (v) do
3 if v = par(u) then
4 Naïve-Find-Children(u)

Algorithm 3: Find-Children-With-List(v, L(v))
1 /* L(v) and L(u) is the lists of the children of

v and u, respectively. */
2 Output v
3 foreach u ∈ L(v) do
4 Construct L(u) from L(v)
5 Find-Children-With-List(u, L(u))

holds for each u ∈ NG(v). If the condition is true, u is a
child of v. Note that CF (v) ⊆ NG(v) holds, since F is a
spanning forest of G. A pseudo-code of such an algorithm is
shown in Algorithm 1 and Algorithm 2. In the algorithms,
we enumerate all the roots in VR. Let tR be the running time
to enumerate all the roots in VR in Algorithm 1. Let tu be
the running time to perform Algorithm 2 for a node u of G
and let tC(S,Q) be the worst-case running time for tu (thus,
tu ≤ tC(S,Q) for any u ∈ V). Then, we have the following
theorem.

Theorem 2: Algorithm 1 and Algorithm 2 enumerate all
the polygons in C(S,Q) in O(tR + tC(S,Q) |C(S,Q)|) time.

To accelerate the algorithm for generating children, we
maintain the list of the children of the current polygon. The
pseudo-code is shown in Algorithm 3. In Algorithm 3,
before calling Algorithm 3 for a child u of v, we construct
the list of the children of u. Themain routine of Algorithm 3
is almost the same as Algorithm 1 (for each root node, we
construct the child list of the root and call Algorithm 3).
Let t ′R be the running time to enumerate all the roots in VR

and construct their child lists. Let t ′u be the running time
to construct the child list for the polygon corresponding to
the node u and let t ′

C(S,Q)
be the worst-case running time for

t ′u (thus, t ′u ≤ t ′
C(S,Q)

for any u ∈ V).

Theorem 3: One can enumerate all the polygons in C(S,Q)
in O(t ′R + t ′

C(S,Q)
|C(S,Q)|) time.

3. Enumeration of Empty Polygons

Let S be a set of n points in the Euclidean plane, and let
E(S) be the set of empty polygons of S. In this section,
we propose enumeration algorithms of empty polygons of

S. An empty polygon P is an empty triangle† if P has three
vertices. Let T(S) ⊆ E(S) be the set of empty triangles of
S. Our algorithms are based on reverse search, shown in
Sect. 2.2. In Sect. 3.1, we define a forest structure over E(S)
such that each node corresponds to an empty polygon in E(S)
and each root node corresponds to an empty triangle inT(S).
Next, in Sect. 3.2, we design an enumeration algorithm by
using the standard reverse search. The algorithm traverses
the forest structure in depth-first manner and enumerates all
the empty polygons in E(S). Finally, in Sect. 3.3, we design
a more efficient algorithm by using the reverse search with
child lists.

3.1 Family Forest

Now, we introduce some notations. Let P = 〈p1, p2, . . . , pk〉
be an empty polygon in E(S) \ T (S). A vertex pi of P is
ear-central if pred(pi), pi,succ(pi) form an ear of P. We
have the following observation.

Observation 1: Let P = 〈p1, p2, . . . , pk〉 be an empty poly-
gon in E(S) \ T (S). Let pi be an ear-central vertex of P.
Then, rem(P, pi) is an empty polygon with k − 1 vertices.

Proof. Immediate from the definition of an ear-central
vertex. �

Next, we define a parent of P. Since P ∈ E(S) \ T (S), P
has four or more vertices. From Theorem 1, P has two or
more non-overlapping ears. Thus, we have the following
observation.

Observation 2: An empty polygon with four or more ver-
tices has two or more ear-central vertices.

Let l-ear(P) be the largest ear-central vertex on P. We define
rem(P, l-ear(P)) as the parent of P. For convenience, we
denote the parent of P by epar(P) := rem(P, l-ear(P)). We
say that P is a child of epar(P). The following lemma shows
the properties of the parent of P.

Lemma 1: Let S be a point set in the Euclidean plane, and
let P be an empty polygon in E(S) \ T (S). Then,
(1) epar(P) is an empty polygon with one less vertex,
(2) epar(P) always exists, and
(3) epar(P) is unique.

Proof. The properties (1) and (2) are immediate from
Observations 1 and 2. The property (3) holds, since the
largest ear-central of P is defined uniquely. �

By repeatedly finding the parents from P, we obtain a se-
quence of empty polygons. For an empty polygon P ∈ E(S),
the parent sequence EPS(P) = 〈P1,P2, . . . ,P`〉 of P is a
sequence of empty polygons such that the first polygon is P
itself and Pi = epar(Pi−1) for each i = 2,3, . . . , `. See an
example in Fig. 2. Note that the parent sequence of an empty
triangle P is EPS(P) = 〈P〉. As we can see in the following
†Empty triangles of a point set are equivalent to the empty

convex 3-gons of the point set. In this paper, we use the terminology
“empty triangles”.
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Fig. 2 A parent sequence of empty polygon.

Fig. 3 An example of a family forest. An input point is illustrated in the
top-left of the figure. In this figure, only two trees are illustrated in the
family forest.

lemma, the last polygon in a parent sequence is always an
empty triangle in T(S).

Lemma 2: Let S be a set of n points in the Euclidean plane,
and let P be an empty polygon in E(S). The last polygon in
EPS(P) is an empty triangle in T(S).

Proof. If P is an empty triangle, the claim holds clearly.
Hence, we assume that P is not an empty triangle. Let
EPS(P) = 〈P1,P2, . . . ,P`〉 be the parent sequence of P. For
a polygon Pi in EPS(P), we define a function φ(Pi) as the
number of the vertices on Pi . Note that, for any T ∈ T (S),
φ(T) = 3 and φ(T) ≤ φ(Pi) holds. It can be observed that
φ(Pi) = 3 if and only if Pi ∈ T (S) holds. From the condition
(1) in Lemma 1, it can be observed that φ(Pi) = φ(Pi−1) − 1
for each i = 2,3, . . . , `. Moreover, from the condition (2) in
Lemma 1, the parent of an empty polygon in E(S) \ T (S)
always exists. Therefore, P` ∈ T (S) holds. �

FromLemma 2, for any empty polygon, the last polygon
of its parent sequence is an empty triangle. By merging
parent sequences of all the empty polygons in E(S), we
obtain a forest structure, called a family forest of E(S). A
family forest consists of trees, each of which is rooted at
an empty triangle in T(S). Each empty triangle in T(S)
appears as the root of a tree in a family forest. An example
of a family forest is shown in Fig. 3.

3.2 Enumeration by Reverse Search

In this subsection, we present an algorithm that, for a
given set S of n points, enumerates all the empty polygons
in E(S). We use the standard reverse search technique,
shown in Sect. 2.2. We propose an O((n log n) |T (S)| +

(n2 log n) |E(S)|)-time and O(n2)-space enumeration algo-
rithm.

In the previous subsection, we defined the family forest
over E(S). We know that the roots of the family forest are
the empty triangles in T(S). Hence, we obtain the following
enumeration algorithm. We first enumerate the empty trian-
gles in T(S). Then, we traverse the tree rooted at each empty
triangle in depth-first manner by recursively generating chil-
dren from the current empty polygons. This algorithm can
enumerate all the empty polygons in E(S).

Now, we describe how to generate all the children of
an empty polygon. Let P = 〈p1, p2, . . . , pk〉 be an empty
polygon in E(S). An empty polygon P′ is a child of P if
P = epar(P′) holds. Hence, a child of P is obtained by
applying an insertion to P, which is a reverse operation of
removal Thus, any child of P is described as ins(P, pi, p) for
p on P and pi ∈ out(S). It is easy to observe that, for all
possible ins(P, pi, p), if we check whether or not ins(P, pi, p)
is a child, then one can generate all the children of P. We
have the following lemma.

Lemma 3: Let P = 〈p1, p2, . . . , pk〉 be an empty polygon
of a set S of points. For a vertex pi (1 ≤ i ≤ k) on P and a
point p ∈ out(P), ins(P, pi, p) is a child of P if
(1) ins(P, pi, p) is an empty polygon of S and
(2) epar(ins(P, pi, p)) = P holds.

Actually, using the conditions in Lemma 3, we ob-
tain the child-enumeration algorithm. However, we give a
more detailed case analysis for child generation. Clearly, if
ins(P, pi, p) is not an empty polygon, then ins(P, pi, p) is not
a child of P. Hence, in the case analysis below, we only
consider the cases that ins(P, pi, p) is an empty polygon.

Case 1: pi ≺ pred(l-ear(P)).
If we apply an insertion to the vertex pi smaller

than pred(l-ear(P)), in the polygon ins(P, pi, p), the largest
ear-central vertex is still l-ear(P), that is, l-ear(P) =
l-ear(ins(P, pi, p)) holds. Hence, epar(ins(P, pi, p)) , P
holds. Therefore, ins(P, pi, p) is not a child of P. See
Fig. 4(b) for an example.

Case 2: pi = pred(l-ear(P)).
If l-ear(P) is still the largest ear-central vertex in

ins(P, pi, p), then epar(ins(P, pi, p)) , P holds, since
epar(ins(P, pi, p)) is obtained from ins(P, pi, p) by removing
l-ear(P). Hence, ins(P, pi, p) is not a child ofP. See Fig. 4(c).
However, if l-ear(P) is not ear-central in ins(P, pi, p),
l-ear(ins(P, pi, p)) = p. Hence, epar(ins(P, pi, p)) = P holds.
Thus, ins(P, pi, p) is a child of P. See Fig. 4(d).

Case 3: pred(l-ear(P)) ≺ pi
In this case, pi = l-ear(ins(P, pi, p)) always holds.

Hence, P = epar(ins(P, pi, p)) holds. Thus, ins(P, pi, p) is a
child of P. See Fig. 4(e).

From the above case analysis and Lemma 3, we can
generate all the children of P.

Now, we describe our enumeration algorithm in Algo-
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Fig. 4 (a)An empty polygon P, where l-ear(P) = p7. (b) ins(P, p4, p13)
is not a child of P, since p13 , l-ear(ins(P, p4, p13)). (c) ins(P, p6, p12)
is not a child of P. (d) ins(P, p6, p11) is a child of P, since p7 turns to be
a non-ear. (e) ins(P, p6, p10) is a child of P.

rithm 4 and Algorithm 5. In Algorithm 4, we enumerate
all the empty triangles by checking whether or not any three
points p,q,r ∈ S form an empty triangle. Then, from each
empty triangle, we traverse the family forest by recursively
applying Algorithm 5. We have the following theorem.

Theorem 4: Let S be a set of n points in the Euclidean
plane. One can enumerate all the empty polygons of S
in O((n log n) |T (S)| + (n2 log n) |E(S)|)-time and in O(n2)-
space.

Proof. We first show that Algorithm 4 and Algorithm 5
enumerate all the empty polygons in E(S) without dupli-
cates. For any empty polygon in E(S), the parent is always
defined (Lemma 1), and its parent sequence ends up with
an empty triangle (Lemma 2). Hence, every empty poly-
gon is included in the family forest of E(S). Moreover, for
any empty polygon in E(S) \ T (S), the parent is defined
uniquely (Lemma 1). Hence, Algorithm 5 outputs each
empty polygon exactly once. Therefore, the algorithm enu-
merates all the empty polygons in E(S) without duplicates.

Next, we estimate the running time of our enumeration
algorithm. In Algorithm 4, we enumerate all the empty
triangles. This can be done in O((n log n) |T (S)|)-time by
using triangular range query [23], as follows. Three points
p,q,r ∈ S form an empty triangle in T(S) if 4(p,q,r) has
no point in its inside. This can be checked in O(log n)-time
by the triangular range query with O(n2)-preprocessing and
O(n2)-additional space. This preprocessing is performed to
an input point set S. That is, throughout the enumeration
algorithm, the preprocessing for the triangular range query
is performed once. For any three points in S, we check
the above condition and enumerate all the empty triangles
in T(S). We take O(n3 log n)-time for this enumeration.
However, we can have a tighter estimation. Let (p,q) be
a line segment connecting two points in S and let r be the
closest point from (p,q). Then, 4(p,q,r) is an empty triangle
in T(S). Thus, for each line segment connecting two points
in S, there exists an empty triangle in T(S). Moreover, any
empty triangle corresponds to 3 line segments. This implies

Algorithm 4: Enum-Empty-Polygons(S)
1 /* S is a set of n points in the Euclidean

plane. */
2 foreach Three points p, q, r ∈ S do
3 if 4(p, q, r) is an empty triangle then
4 Find-Children(4(p, q, r))

Algorithm 5: Find-Children(P)
1 /* P is an empty polygon of a point set S. */
2 Output P.
3 Set pi = pred(l-ear(P)).
4 foreach p ∈ out(P) do // Case 2
5 if l-ear(P) is not ear in ins(P, pi , p) then
6 if ins(P, pi , p) is an empty polygon then
7 Find-Children(ins(P, pi , p))

8 foreach pi on P with pred(l-ear(P)) ≺ pi do // Case 3
9 foreach p ∈ out(P) do

10 if ins(P, pi , p) is an empty polygon then
11 Find-Children(ins(P, pi , p))

that |T (S)| ∈ Ω(n2) holds. Therefore, we can observe that
the enumeration algorithm for the empty triangles in T(S)
takes O((n log n) |T (S)|)-time.

In Algorithm 5, each recursive call checks whether
ins(P, pi, p) is a child of P for each vertex pi of P and each
point p ∈ out(P). If ins(P, pi, p) is a child ofP, we recursively
call Algorithm 5 to ins(P, pi, p). Here, we estimate the
running time for checking whether ins(P, pi, p) is a child of
P. To do this, we checkwhether the following two conditions
are satisfied: (1) ins(P, pi, p) has no intersection and (2) the
triangle 4(pi, p,succ(pi)) has no point in its inside. The
condition (1) can be checked by using ray-shooting query in
O(log n)-time with O(n log n)-time preprocessing and O(n)-
additional space [24], [25], which is performed for each
empty polygon (thus, each recursive call of Algorithm 5).
The condition (2) can be checked by using triangular range
query. The above two conditions can be checked in O(log n)-
time. Hence, each recursive call takes O(n2 log n)-time.
Algorithm 5 stores the input point set S, the current empty
polygon P and l-ear(P) in global memory. Hence, each
recursive call of Algorithm 5 uses O(n)-space. The height
of the family tree of E(S) is bounded by O(n), the whole of
our algorithm uses O(n2)-space. �

3.3 Improvement: Enumeration by Reverse Search with
Child Lists

In this subsection, we improve the running time bymodifying
Algorithm 5 in Theorem 4. To improve the running time,
we use the reverse search with child lists, shown in Sect. 2.2.
Algorithm 5 checks whether or not ins(P, pi, p) is a child for
every vertex pi on P and every point p ∈ out(P) of an empty
polygon P. On the other hand, the algorithm proposed in this
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subsectionmaintains, for every outside point p, a list of every
vertex pi such that ins(P, pi, p) is a child. In Algorithm 5,
each recursive call takes O(n2 log n)-time. We improve this
running time to O(n2)-time.

Now, we introduce some notations. Let S be a set of n
points in the Euclidean plane. Let P = 〈p1, p2, . . . , pk〉 be
an empty polygon in E(S). A vertex pi on P for p ∈ out(P)
is active if ins(P, pi, p) is a child of P. We define the active
sequence of p ∈ out(P), denoted by eact(P, p), as the cyclic
sequence of the active vertices for p ∈ out(P). In eact(P, p),
the active vertices are arranged in clockwise order around p.

If we have eact(P, p) for every p ∈ out(P), it is easy to
generate all the children of P. Thus, our algorithm main-
tains active sequences for the current empty polygon in the
traversal of a family forest. To achieve this, we update the
active sequences, when a child is generated. Below, we
explain how to update the active sequences. Suppose that
ins(P, pi, p) is a child of P. When ins(P, pi, p) is generated as
a child of P, for each q ∈ out(P) \ {p}, some vertices may be
deleted from eact(P,q) and some vertices may be inserted
into eact(P,q). Then, eact(ins(P, pi, p),q) is obtained. See
Fig. 5 for examples. We consider the deletion and insertion
of vertices for active sequences, respectively.

Deletion

Let q be a point in out(P) \ {p}. Here, we consider finding
and deleting every vertex pj in eact(P,q) such that pj is
non-active in ins(P, pi, p).

Phase 1: Check the largest ear-central vertex.
In ins(P, pi, p), p is the largest ear-central vertex. Hence,

every vertex pj in eact(P,q) with pj ≺ pred(p) is non-
active in ins(P, pi, p) and deleted from eact(P,q). Suppose
that pj = pred(p) holds. In this case, we delete pj from
eact(P,q), since (pj,succ(pj)) in P is removed. (In the in-
sertion process described later, pj may be inserted in active
sequence of q.)

Phase 2: Check intersections.
By inserting p to P, the two line segments (pi, p) and

(succ(pi), p) are inserted. Hence, pj in eact(P, pi) is deleted
if (1) (pj,q) intersects with (pi, p) or (succ(pi), p) or (2)
(succ(pj),q) intersects with (pi, p) or (succ(pi), p).

The above two phases can be done in O(n)-time for updating
the active sequence of out(P) \ {p}. Hence, we take O(n2)-
time for the deletions of all the active sequences.

Insertion

Suppose that a child ins(P, pi, p) of P is generated from P.
For any q ∈ out(P) \ {p}, each of pi and p can be active in
ins(P, pi, p). Hence, we have to insert them into the active
sequence eact(P,q) of q if they are active for q. The details
are as follows. First, we check whether pi is active for q.
Note that the vertex pi is active for q in ins(P, pi, p) if neither
(q, pi) nor (q, p) has an intersection and the triangle4(q, pi, p)

Fig. 5 Illustration for updating the active sequence of q. Each dashed
line connects q and its active vertex. In the empty polygon P on the left side,
the active sequence of q is eact(P, q) = 〈p7, p8, p9 〉. In ins(P, p8, p) on
the right side, the active sequence of q is eact(ins(P, p8, p), q) = 〈p, p9 〉.

Algorithm 6: Find-Children-With-Lists(P)
1 /* P is an empty polygon of a point set S. */
2 Output P.
3 foreach p ∈ out(P) do
4 foreach pi in eact(P, p) do
5 Construct the active sequences of ins(P, pi , p) by

updating the active sequences of P.
6 Find-Children-With-Lists(ins(P, pi , p))

includes no point in its inside. This check can be done
in O(log n)-time using ray-shooting query [24], [25] and
triangular range query [23]. Recall that the preprocessing of
the ray-shooting query takes O(n log n)-time for ins(P, pi, p)
and the preprocessing of the triangular range query takes
O(n2)-time for an input point set. If pi is active for q, we
insert it into eact(q,P(pi, p)). This can be done in O(n)-
time. Next, we do the same process for checking whether p
is active for q and insert into eact(q,P(pi, p)) if p is active.
See an example of an insertion in Fig. 5. Since the active
sequence of each q ∈ out(P) \ {p} takes O(n)-time for the
insertion. Hence, we take O(n2)-time for the insertions of
all the active sequences.

Now, we re-describe our algorithm, which is shown
in Algorithm 6. First, we output the current empty poly-
gon P. Next, for each point pi in the active sequence of
each p ∈ out(P), we generate a child ins(P, pi, p). Once a
child is generated, we update all active sequences and ob-
tain active sequences of ins(P, pi, p). Last, we recursively
call Algorithm 6 to ins(P, pi, p). Note that the main routine
is almost the same as Algorithm 4. We enumerate all the
empty triangles in T(S), construct the active sequences for
each empty triangle, and call Algorithm 6 for each empty
triangle T ∈ T (S).

Below, we estimate the running time and space of our
enumeration algorithm. Suppose that a child ins(P, pi, p) is
generated from an empty polygon P. To generate ins(P, pi, p)
and its active sequences, we take O(n2)-time for the dele-
tion and insertion processes. Next, we estimate the space
complexity of our algorithm. Remember that the main rou-
tine (Algorithm 4) enumerates all the empty polygons in
T(S) in O((n log n) |T (S)|)-time. A call of Algorithm 6 to
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empty polygon P uses O(n2)-space to store child lists for all
the points in out(P). When the algorithm visits a deep recur-
sive call, we have to store the information (including child
lists) for all the ancestor recursive calls. Since the depth of
the family forest is bounded above by O(n), such informa-
tion uses O(n3)-space. However, this can be improved to
O(n2)-space, as follows. In the traversal of a family tree, let
P be the current empty polygon in E(S). We store the active
sequence of each q ∈ out(P) in global memory and update it
while the algorithm traverses the family tree. When a child
P′ of P is generated, we store the difference of the active
sequence for each q. The difference consists of (1) the list of
deleted active vertices, which is stored in the clockwise or-
der, and (2) the list of inserted active vertices. Note that only
at most two active vertices can be inserted into the sequence.
When the algorithm turns back from the recursive call of P′

to the one of P, active sequence of each q ∈ out(P) can be
recovered in O(n)-time. Note that both the active sequence
of q and the list of deleted active vertices are stored in the
clockwise order. The total space for storing differences from
the current recursive call to the recursive call of the root node
is bounded by O(n2), since the size of a list of deleted active
vertices is bounded by O(n). Hence, we have the following
theorem.

Theorem 5: Let S be a set of n points in the Euclidean
plane. One can enumerate all the empty polygons in E(S) in
O((n log n) |T (S)| + n2 |E(S)|)-time and O(n2)-space.

4. Enumeration of Surrounding Polygons

Let S be a set of n points in the Euclidean plane, and let S(S)
be the set of surrounding polygons of S. Yamanaka et al. [19]
proposed an algorithm that enumerates all the surrounding
polygons in S(S) in O(n2 log n)-delay and O(n2)-space. The
enumeration algorithm byYamanaka et al. [19] was designed
using the (standard) reverse search. In this section, we mod-
ify the algorithm such that it uses the reverse search with
child lists. Our algorithm enumerates all the surrounding
polygons in S(S) in O(n2)-delay and O(n2)-space.

We first explain a tree structure overS(S) and the child-
enumeration algorithm proposed by Yamanaka et al. [19]
briefly. Next, we explain an enumeration algorithm by using
the reverse search with child lists. The content of this section
is similar to Sect. 3. However, for self-containment of this
section, we describe an enumeration algorithm in the context
of enumerating surrounding polygons.

4.1 Family Tree

Now, we introduce some notations. Let P = 〈p1, p2, . . . , pk〉
be a surrounding polygon of S. The vertex pi on P is embed-
dable if the triangle consisting of pred(pi), pi , and succ(pi)
does not intersect the interior of P. See examples in Fig. 6(a).
Note that, for an embeddable vertex pi , rem(P, pi) is a sur-
rounding polygon. A surrounding polygon of S exceptCH(S)

Fig. 6 (a) A surrounding polygon, where p10, p13, and p14 are embed-
dable. (b) The surrounding polygon obtained by removing p13. The point
p13 is embedded inside the polygon. (c) The parent of the polygon in (a),
which is obtained by removing p14.

Fig. 7 A parent sequence of surrounding polygon.

always has an embeddable vertex, as mentioned in the fol-
lowing lemma.

Lemma 4 ([19]): Let S be a set of points, and let P be a
surrounding polygon in S(S) \ {CH(S)}. Then, P has at least
one embeddable vertex.

We denote by l-emb(P) the largest embeddable vertex
on P. We define the parent of P, denoted by spar(P), as
rem(P, l-emb(P)). For convenience, we denote spar(P) :=
rem(P, l-emb(P)). Note that spar(P) is also a surrounding
polygon of S. By repeatedly finding the parents from P, we
obtain a sequence of surrounding polygons of S. The parent
sequence SPS(P) = 〈P1,P2, . . . ,P`〉 of P is a sequence of
surrounding polygons such that the first polygon is P itself
and Pi = spar(Pi−1) holds for each i = 2,3, . . . , `. See Fig. 7.
As we can see in the following lemma, the last polygon in a
parent sequence is always CH(S).

Lemma 5 ([19]): Let S be a set of n points in the Euclidean
plane, and let P be a surrounding polygon in S(S). The last
polygon of SPS(P) is CH(S).

From Lemma 5, for any surrounding polygon, the last
polygon of its parent sequence is the convex hull. Bymerging
the parent sequences for all the surrounding polygons in
S(S), we have the tree structure rooted at CH(S). We call
such a tree the family tree of S(S). An example of a family
tree is shown in Fig. 8.

4.2 Enumeration by Reverse Search with Child Lists

In this subsection, we first describe the enumeration algo-
rithm by Yamanaka et al. [19], which uses the reverse search.
Then, we modify the algorithm such that it uses the reverse
search with child lists.

Let P = 〈p1, p2, . . . , pk〉 be a surrounding polygon in
S(S). From the definition of the parent, it can be observed
that any child of P is described as ins(P, pi, p) for pi on P
and p ∈ in(P). However, ins(P, pi, p) may or may not be a
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Fig. 8 An example of a family tree.

child of P. By using the following lemma, one can check
whether ins(P, pi, p) is a child of P.

Lemma 6 ([19]): Let P = 〈p1, p2, . . . , pk〉 be a surrounding
polygon of a set S of points. For a point pi (1 ≤ i ≤ k) on P
and a point p ∈ in(P), ins(P, pi, p) is a child of P if
(1) ins(P, pi, p) is a surrounding polygon of S and
(2) spar(ins(P, pi, p)) = P holds.

Now, we describe the details of the condition (2) using a
case analysis. If ins(P, pi, p) is not a surrounding polygon,
then ins(P, pi, p) is not a child of P. Hence, in the case
analysis below, we only consider the cases that ins(P, pi, p)
is a surrounding polygon.

Case 1: pi ≺ pred(l-emb(P)).
If we apply an insertion to a point pi smaller

than pred(l-emb(P)), in the polygon ins(P, pi, p), the
largest embeddable is still l-emb(P), that is, l-emb(P) =
l-emb(ins(P, pi, p)) holds. Hence, spar(ins(P, pi, p)) , P
holds. Therefore, ins(P, pi, p) is not a child of P. See
Fig. 9(b) for an example.

Case 2: pi = pred(l-emb(P)).
If l-emb(P) is still embeddable in ins(P, pi, p), then

ins(P, pi, p) is not a child of P. See Fig. 9(c). However, if
l-emb(P) is non-embeddable in ins(P, pi, p), then ins(P, pi, p)
is a child. See Fig. 9(d).

Case 3: pred(l-emb(P)) ≺ pi
In this case, p = l-emb(ins(P, pi, p)) always holds.

Hence, P = spar(ins(P, pi, p)) holds. Thus, ins(P, pi, p) is a
child of P. See Fig. 9(e).

From the above case analysis and Lemma 6, we can
generate all the children of P. Since the enumeration algo-
rithm using the child-enumeration above is almost the same
as Algorithm 4 and Algorithm 5, we omit the description
of their pseudo-codes.

Now, we describe an enumeration algorithm with child
lists for surrounding polygons. As for empty polygons, we
maintain the list of every vertex pi on P for a point p ∈ in(P)
such that ins(P, pi, p) is a child of P.

Below, we re-define active vertices and active sequences
in the context of surrounding polygons. A vertex pi on

Fig. 9 (a) A surrounding polygon P, where l-ear(P) = p6. (b)
ins(P, p1, p13) is not a child of P, since p13 is not the largest embed-
dable vertex. (c) ins(P, p5, p15) is not a child of P, since p15 is not the
largest embeddable vertex. (d) ins(P, p5, p14) is a child of P, since p6
turns to be non-embeddable. (e) ins(P, p11, p14) is a child.

P for p ∈ in(P) is active if ins(P, pi, p) is a child of P.
We define the active sequence of p ∈ in(P), denoted by
sact(P, p), as the cyclic sequence of the active vertices for
p ∈ in(P). In sact(P, p), the active vertices are arranged in
counterclockwise order around p.

Next, we explain how to update the active sequences,
when a child is generated. Suppose that ins(P, pi, p) (p ∈
in(P)) is a child of P. We consider the deletion and insertion
of vertices for sact(P, p), respectively.

Deletion

Let q be a point in in(P) \ {p}. Here, we consider finding
and deleting every vertex pj in sact(P,q) such that pj is
non-active in ins(P, pi, p).

Phase 1: Check the largest embeddable vertex.
In ins(P, pi, p), p is the largest embeddable vertex.

Hence, every vertex pj in sact(P,q) with pj ≺ pred(pi) is
non-active in ins(P, pi, p) and deleted from sact(P,q). Sup-
pose that pj = pred(pi) holds. In this case, we delete pj

from sact(P,q), since (pj,succ(pj)) in P is removed. (In the
insertion process described later, pj may be inserted in the
active sequence of q.)

Phase 2: Check intersections.
By inserting pi to P, the two line segments (pi, p) and

(succ(pi), p) are inserted. Hence, pj in sact(P, pi) is deleted
if (1) (pj,q) intersects with (pi, p) or (succ(pi), p) or (2)
(succ(pj),q) intersects with (pi, p) or (succ(pi), p).

The above two phases can be done in O(n2)-time for
updating all the active sequences of P.

Insertion

For any q ∈ in(P) \ {p}, each of pi and p can be active for q
in ins(P, pi, p). Hence, we have to insert them into the active
sequence sact(P,q) of q if they are active. The details are as
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Fig. 10 Illustration for updating the active sequence of q. Each
dashed line connects q and its active vertex. In the surrounding poly-
gon P on the left side, the active sequence of q is sact(P, q) =
〈p2, p3, p5, p6, p7, p8 〉. In ins(P, p6, p) on the right side, the active
sequence of q is sact(ins(P, p6, p), q) = 〈p, p7, p8 〉.

follows.
First, we check whether pi is active for q. Note that

the vertex pi is active for q in ins(P, pi, p) if neither (q, pi)
nor (q, p) has an intersection and the triangle 4(q, pi, p) in-
cludes no point in its inside. This check can be done in
O(log n)-time using ray-shooting query [24], [25] and trian-
gular range query [23]. If pi is active for q, we insert it into
sact(ins(P, pi, p),q). This can be done in O(n)-time. Next,
we do the same process to check whether p is active for q.
See Fig. 10 for an example.

From the deletion and insertion above, we can design
a child-enumeration algorithm with child lists. The pseudo-
code of the algorithm is almost the same as Algorithm 6.
Hence, we omit the description of the pseudo-code. Note
that the root of the family tree of S(S) is CH(S)which can be
computed by a standard algorithm for finding convex hulls
in O(n log n)-time.

Now, we estimate the running time and space of our
enumeration algorithm. Suppose that a child ins(P, pi, p)
is generated from a surrounding polygon P. We estimate
the running time for generating ins(P, pi, p) and its active
sequences. To generate ins(P, pi, p) and its active sequences,
we take O(n2)-time for the insertion and deletion processes.
Next, we estimate the space complexity of our algorithm.
Similar to Theorem 5, we store only differences of active
sequences when a child is generated. This attains O(n2)-
space. Hence, we have the following theorem.

Theorem 6: Let S be a set of n points in the Euclidean
plane. One can enumerate all the surrounding polygons in
S(S) in O(n log n + n2 |S(S)|)-time and O(n2)-space.

From the theorem above, one can see that the running
time of our algorithm is output-polynomial†. Using the
alternative output method by Nakano and Uno [26], we have
a polynomial-delay enumeration algorithm. In the traversal,
the algorithm outputs polygons with even depth when we
go down a family tree and outputs polygons with odd depth
when we go up. More precisely, we modify our algorithm so
that the algorithm outputs the current surrounding polygon
P before the children of P in even depth and outputs P after

†A running time is output-polynomial if the running time is a
polynomial of an input size and an output size.

the children of P in odd depth. It is easy to see that the
modified algorithm outputs a surrounding polygon once at
most three edge traversals in a family. See [26] for further
details.

Corollary 1: Let S be a set of n points in the Euclidean
plane. One can enumerate all the surrounding polygons in
E(S) in O(n2)-delay and O(n2)-space.
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