## LETTER

# Constructions of Optimal Single-Parity Locally Repairable Codes with Multiple Repair Sets* 

Yang DING ${ }^{\dagger \text { a) }}$, Member, Qingye $\mathbf{L I}^{\dagger}$, and Yuting QIU $^{\dagger}$, Nonmembers

SUMMARY Locally repairable codes have attracted lots of interest in Distributed Storage Systems. If a symbol of a code can be repaired respectively by $t$ disjoint groups of other symbols, each groups has size at most $r$, we say that the code symbol has $(r, t)$-locality. In this paper, we employ parity-check matrix to construct information single-parity $(r, t)$-locality LRCs. All our codes attain the Singleton-like bound of LRCs where each repair group contains a single parity symbol and thus are optimal.
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## 1. Introduction

Distributed storage systems are developing quickly in recent years. The traditional way of introducing redundancy in distributed storage systems is replication, which caused large storage overhead. An alternative solution is using erasure codes to ensure high data reliability. However, the repair cost of erasure codes is much higher than replication. Recently, Locally repairable codes (LRCs for short) have been proposed to reduce the repair cost [2]. When we using LRCs in distributed storage system, it can apparently reduce the cost and make the repair process more efficiently [7].

For a code $C$ of length $n$, dimension $k$ and minimum distance $d$ is called an [ $n, k, d$ ] code [13]. A symbol with locality $r$ means it can be repaired by at most $r$ other symbols. When the $k$ information symbols have locality $r$, Gopalan et al. [2] proved that the minimum distance $d$ satisfies

$$
\begin{equation*}
d \leq n-k-\left\lceil\frac{k}{r}\right\rceil+2 \tag{1}
\end{equation*}
$$

Some LRCs attaining the bound (1) are proposed in [1], [4], [10], [11], [14], [17], [21]. However, when a node fails and some nodes in repair group also fails, the failed node could not be repaired locally. Therefore, many researchers have studied the code with more than one repair groups [3], [8], [12], [15], [16], [19]. A symbol of a code is said to have $(r, t)$-locality if there exist $t$ disjoint groups of other symbols to repair this symbol and each group has size at most $r$. For a systematic [ $n, k$ ]-linear code, namely the first $k$ symbols are

[^0]Table 1 Parameters of optimal single-parity LRCs.

| $(n, k, r, t)_{q}$ | Constraints | Ref. |
| :---: | :--- | :---: |
| $\left(2 t^{2}-2, t^{2}-1, t, t\right)_{2}$ | $t=2^{s}, s>0$ | $[5]$ |
| $\left(2 t^{2}-1, t^{2}-1, t, t\right)_{2}$ | $t=2^{s}, s>0$ | $[6]$ |
| $\left(r^{2}+r t+1, r^{2}, r, t\right)_{2}$ | $2 \mid t, 2 \nmid r$ | $[6]$ |
| $\left(N+\frac{k t}{r}, k, r, t\right)_{q}$ | $r \mid k, k \leq N+t \leq q$ | $[16]$ |
| $\left(N+t r, r^{2}, r, t\right)_{q}$ | $r^{2}<N+t \leq q$ | $[20]$ |
| $\left(k+\frac{k t}{r}+s, k, r, t\right)_{q}$ | $q=l^{e}, e \geq k \geq$ | Thm 3.1 |
|  | $s \geq 0, r \leq k$ |  |
| $\left(\frac{t(t+1)}{2}+t+3, t+1,2, t\right)_{q}$ | $q \geq t+1>4,2 \nmid q$ | Thm 3.5 |

its information symbols. When the $k$ information symbols have $(r, t)$-locality, the code is called $(n, k, r, t)$-LRC. Tamo et al. [17] and Wang et al. [19] have gave two bounds for the minimum distance of such codes respectively. If each repair group contains only one parity symbol, the codes are called single-parity ( $n, k, r, t)$-LRCs. Rawat et al. [16] proved that the minimum distances of such codes satisfy

$$
\begin{equation*}
d \leq n-k-\left\lceil\frac{k t}{r}\right\rceil+t+1 \tag{2}
\end{equation*}
$$

A single-parity $(n, k, r, t)$-LRC achieving this bound is called optimal. Rawat et al. [16] have presented the generator matrix of a kind of optimal single-parity LRCs through MDS codes. Zhang et al. [20] proposed several types of single-parity LRCs from combinatorial designs. Other constructions of single-parity $(n, k, r, t)$-LRCs were proposed in [5], [6]. Inspired by the works of [5], [6], [20], we construct two classes of optimal single-parity $(n, k, r, t)$-LRCs through parity-check matrix with large minimum distance. Table 1 shows the parameters of our codes and their's.

The rest of the paper is organized as follows. In Sect. 2, we introduce some definitions and results on LRCs. We present two classes optimal single-parity $(r, t)$-locality LRCs through parity-check matrix in Sect. 3.

## 2. Preliminary

Let $C$ be an $[n, k, d]$ systematic code, the generator matrix of $C$ be $G=\left[I_{k}, P\right]$, then the parity-check matrix is $H=$ [ $-P^{T},-I_{n-k}$ ], where $P$ is an $k \times(n-k)$ matrix. Let [ $n$ ] denote the set of $\{1,2, \cdots, n\}$ and $\mathbf{c}=\left(c_{1}, c_{2}, \cdots, c_{n}\right)$ denote a codeword. Now we give the formal definition of the $(r, t)$ locality of $C$ ([16]).

Definition 2.1. Let $C$ be an $[n, k, d]$ linear code, a symbol of a code $c_{i}$ is said to have ( $r, t$ )-locality if it satisfies the
following three properties:

1) There exist t subsets $\Phi_{1}(i), \Phi_{2}(i), \ldots, \Phi_{t}(i) \subseteq[n] \backslash\{i\}$ such that $\Phi_{j}(i) \cap \Phi_{l}(i)=\emptyset$ and $c_{i}$ can be recovered from the code symbols indexed by $\Phi_{j}(i), j \neq l \in[t]$.
2) $\left|\Phi_{j}(i)\right| \leq r$, for all $j \in[t]$.

When the $k$ information symbols of a code have $(r, t)$ locality, then the code is called an $(n, k, r, t)-L R C$.

If all repair groups for information symbol only have one parity symbol, the resulting code is called a singleparity ( $n, k, r, t$ )-LRC. In this paper, we are all discussing about information symbol single-parity $(n, k, r, t)$-LRCs.

Next, we interpret the above definition by a group of desirable codewords in $C^{\perp}$.

Lemma 2.2. [6] A code symbol $c_{i}$ is said to have $(r, t)$ locality if there exist at least $t$ codewords $\mathbf{c}^{\perp}(j) \in C^{\perp}, 1 \leq$ $j \leq t$, such that:

1) $i \in \operatorname{Supp}\left(\mathbf{c}^{\perp}(j)\right)$, for all $j \in[t]$
2) $w t\left(\mathbf{c}^{\perp}(j)\right) \leq r+1$, for all $j \in[t]$,
3) $\operatorname{Supp}\left(\mathbf{c}^{\perp}(j)\right) \cap \operatorname{Supp}\left(\mathbf{c}^{\perp}(l)\right)=\{i\}$, for all $j \neq l \in[t]$

In [5], the authors give an explicit construction of optimal single-parity $(n, k, r, t)$-LRC with minimum distance $d=t+1$ by using $(r, t)$-regular matrix, namely each row has uniform weight $r$ and each column has uniform weight $t$.

Lemma 2.3. [5] Let $H=\left[P_{(n-k) \times k}, I_{n-k}\right]$, where $P$ is an $(r, t)$-regular matrix and the supports of any two row vectors of $P$ share at most one common coordinate, $I_{n-k}$ is an identity matrix. Then the linear code $C$ with parity-check matrix $H$ is a single-parity ( $n, k, r, t)-L R C$ with minimum distance $d=t+1$.

From Lemma 2.3, $P$ should be a regular matrix satisfying the intersection set of support set of any two row vectors has at most one element. In the following, we introduce a way to construct such matrix $P$.

Definition 2.4. [9] A pair $(\mathcal{X}, \mathcal{B})$, where $\mathcal{X}=\left(x_{1}, \cdots, x_{m}\right)$ is a m-element set and $\mathcal{B}=\left(B_{1}, \cdots, B_{k}\right)$ is a family of subsets(blocks) of $\mathcal{X}$, is called a $2-(m, k, r, t, \lambda)$-resolvable design if it satisfies the following three properties:
i) $\left|B_{i}\right|=t$, for all $i \in[k]$.
2) Every pair $(x, y) \subset \mathcal{X}$ is present in exactly $\lambda$ subset(blocks) in $\mathcal{B}$ e 3) $\mathcal{B}$ comprises $t$ parallel class partitions $\mathcal{E}_{1}, \cdots, \mathcal{E}_{r} \in \mathcal{B}$ such that

$$
\left|\left\{\left(i, j, i_{a}\right) \mid x_{j} \in B_{i_{a}}, B_{i_{a}} \in \mathcal{E}_{i}\right\}\right|=1
$$

We can define the incidence matrix $J_{(X, \mathcal{B})}$ of a 2resolvable design $(\mathcal{X}, \mathcal{B})$ as

$$
J_{(X, \mathcal{B})}(i, j)=\left\{\begin{array}{lc}
1, & \text { if } x_{i} \in B_{j} \\
0, & \text { otherwise }
\end{array}\right.
$$

It is clearly that the incident matrix of a 2-resolvable design for $\lambda=1$ is the matrix that we are looking for. We now present an example of 2-( $m, k, r, t, 1$ )-resolvable design. Some explicit 2-resolvable design were presented in [9].

Table 2 2-(4,6,3,2,1)-resolvable design.

| $\mathcal{E}_{1}$ | $\mathcal{E}_{2}$ | $\mathcal{E}_{3}$ |
| :---: | :---: | :---: |
| $\{1,2\}$ | $\{1,3\}$ | $\{1,4\}$ |
| $\{3,4\}$ | $\{2,4\}$ | $\{2,3\}$ |

Example 2.5. Let $\mathcal{X}=\{1,2,3,4\}, \mathcal{B}=\{\{1,2\},\{3,4\},\{1,3\}$, $\{2,4\},\{1,4\},\{2,3\}\}$. The following Table 2 represents $a$ 2-(4, 6, 3, 2, 1)- resolvable design with 3 parallel classes partitions $\mathcal{E}_{1}, \mathcal{E}_{2}, \mathcal{E}_{3}$ the set $\mathcal{X}$.
then the incidence matrix of 2-(4,6,3,2,1)-resolvable design is

$$
J_{(X, \mathcal{B})}=\left[\begin{array}{llllll}
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 & 0
\end{array}\right]
$$

At the end of this section, we presented some known results of linear codes and the Moore matrix.
Lemma 2.6. [18] Let $G \in F_{q}^{k \times n}$ be a generator matrix of an $[n, k]_{q}$-linear code $C$. Then
i) $d(C) \leq w$ iff there exists a set of $n-w$ columns of $G$ that forms a submatrix of rank less than $k$.
ii) $d(C) \geq w$ iff any $n-w+1$ columns of $G$ forms $a$ submatrix of rank $k$.

Definition 2.7. Let $l$ be a power of $q$. For elements $\alpha_{1}, \ldots, \alpha_{h} \in F_{\ell}$, the Moore matrix is defined by

$$
M=\left(\begin{array}{cccc}
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{h} \\
\alpha_{1}^{q} & \alpha_{2}^{q} & \cdots & \alpha_{h}^{q} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{q^{h-1}} & \alpha_{2}^{q^{h-1}} & \cdots & \alpha_{h}^{q^{h-1}}
\end{array}\right) \in F_{l}^{h \times h}
$$

It is well-known that $\operatorname{det}(M) \neq 0$ if and only if $\alpha_{1}, \ldots, \alpha_{h}$ are $F_{q}$-linearly independent.

## 3. Our Constructions

In this section, we focus on the constructions of single-parity ( $n, k, r, t$ )-LRCs. We present two classes of optimal singleparity $(n, k, r, t)$-LRCs based on the work in [5], [6], [20].

As we know, when LRCs attains the bound (2), then

$$
\begin{equation*}
n-k-\left\lceil\frac{k t}{r}\right\rceil=d-t-1 \tag{3}
\end{equation*}
$$

From Eq. (3), if $n=k+\left\lceil\frac{k t}{r}\right\rceil$, then $d=t+1$. Hao et al. constructed optimal single-parity $\left(2 t^{2}-2, t^{2}-1, t, t\right)$-LRCs through the parity-check matrix $H=[P I]$, where $P$ is an $(t, t)$-regular. If $n=k+\left\lceil\frac{k t}{r}\right\rceil+1$, then $d=t+2$. Hao et al. constructed two classes optimal single-parity LRCs through parity check matrix [6]. Therefore, it is interesting to construct optimal LRCs with minimal distance $d \geq t+3$.

Now, we give our first construction.
Theorem 3.1. Let $Q=q^{e}, q$ be a prime power, and $s, k, r, t$
be positive integers with $e \geq k \geq s$. Let $m=\left\lceil\frac{k t}{r}\right\rceil$. Suppose that

$$
H=\left[\begin{array}{ccc}
P & I_{m} & 0  \tag{4}\\
V_{s \times k} & 0 & I_{s}
\end{array}\right]_{(m+s) \times(k+s+m)}
$$

where $P$ is an incidence matrix of a $2-(m, k, r, t, 1)$-resolvable design, $I_{m}$ is an $m \times m$ identity matrix, $I_{s}$ is an $s \times s$ identity matrix, and $V_{s \times k} \in F_{Q}^{s \times k}$ is a Moore matrix with the elements in the first row are linearly independent over $F_{q}$. Then $C$ with parity-check matrix $H$ is an optimal single-parity $(k+m+s, k, r, t)$-LRC with minimum distance $d=t+s+1$.

Proof. The length and the dimension of $C$ are clearly. Now we want to show that $C$ has information $(r, t)$-locality. Recall that the first $k$ columns correspond to the information symbols, and the reminder correspond to the parity check symbols. Since $P$ is an incidence matrix of a $2-(m, k, r, t, 1)$ resolvable design, which implies every information symbol has $t$ repair groups and the supports of any two row vectors of $P$ share at most one common coordinate, namely, the repair groups for a fixed information symbols are disjoint. Since [ $P I_{m}$ ] has uniform row weight $r+1$, the code $C$ has locality $r$ and each repair group contains exactly one parity-check symbol. Therefore, $C$ has information ( $r, t$ )-locality.

Next we want to prove that the minimum distance $d$ of $C$ satisfies $d \geq t+s+1$. It is easy to see that the generator matrix of $C$ is $G=\left[I_{k},-P_{k \times m}^{\top},-V_{k \times s}^{\top}\right]$, we just need to prove the rank of any $k+m-t$ columns in $G$ is equal to $k$ by Lemma 2.6. Let $G^{\prime}$ be a submatrix of $G$ with $k+m-t$ columns, we divide it into two cases:
i) The columns of $G^{\prime}$ are all from $\left[I_{k},-P_{k \times m}^{\top}\right]$. Note that [ $I_{k},-P_{k \times m}^{\top}$ ] is same as the generator matrix in Lemma 2.3. Since the minimum distance $d$ of code in Lemma 2.3 is equal to $t+1$, so any $k+m-t$ columns from $\left[I_{k},-P_{k \times m}^{\top}\right]$ consists a matrix with rank $k$.
ii) $k+m-t-l$ columns of $G^{\prime}$ are from $\left[I_{k},-P_{k \times m}^{\top}\right]$, where $1 \leq l \leq s$. From case (i), the rank of these $k+m-t-l$ columns $\geq k-l$. Assume that the rank of these $k+m-t-l$ columns is equal to $k-a$, WLOG, by elementary column transformation, we can get

$$
G^{\prime} \sim\left[\begin{array}{ccc}
I_{k-a} & & -V_{k \times l}^{\top}  \tag{5}\\
S_{a} & \underline{0} &
\end{array}\right]
$$

where $I_{k-a}$ is an $(k-a) \times(k-a)$ identity matrix, and $\underline{0}$ is a null matrix, $S_{a}=\left(s_{i, j}\right)_{1 \leq i \leq a, 1 \leq j \leq k-a}$ For every $v_{i}^{q^{j}}$ in $-V_{k \times l}^{\top}$, add $v_{i}^{q^{j}}$ times of the $i$ th column in $I_{k-l}$ to $V_{i}^{q^{j}}$, $1 \leq i \leq k-a, 1 \leq j \leq l$. The elements of the first $k-a$ row of $-V_{k \times s}^{\top}$ become 0 and the elements of the last $a$ row of $-V_{k \times l}^{\top}$ become

$$
\left[\begin{array}{ccc}
v_{k-a+1}+\sum_{i=1}^{k-a} s_{1, i} v_{i}, & \cdots, & v_{k-a+1}^{q^{l-1}}+\sum_{i=1}^{k-a} s_{1, i} v_{i}^{q^{l-1}}  \tag{6}\\
\vdots & \cdots, & v_{k}^{q^{l-1}}+\sum_{i=1}^{k-a} s_{l, i} v_{i}^{q^{l-1}}
\end{array}\right]
$$

The matrix in above is also a Moore matrix. Since $v_{1}, v_{2}, \cdots, v_{k}$ are $F_{q}$-linearly independent, $v_{k-a+1}+$ $\sum_{i=1}^{k-a} s_{1, i} v_{i}, \cdots, v_{k}+\sum_{i=1}^{k-a} s_{l, i} v_{i}$ are also $F_{q}$-linearly independent, the determinant of the any $a$ columns of (6) is nonzero. Thus the rank of the $G^{\prime}$ is $k$.

Therefore, we have prove $d \geq t+s+1$. On the other hand, from (2), we have

$$
\begin{aligned}
d & \leq n-k-\left\lceil\frac{k t}{r}\right\rceil+t+1 \\
& =t+s+1
\end{aligned}
$$

then $C$ is an optimal single-parity $(k+m+s, k, r, t)$-LRC with minimum distance $d=t+s+1$.

Remark 3.2. Note that the coordinates of submatix $P$ in parity-check matrix is 0 or 1 , which menns that the recovery function in our construction is more simple.

Example 3.3. Let $q=2^{4}, \alpha$ is a primitive element of $F_{q}$ satisfying $\alpha^{4}+\alpha^{3}+\alpha^{2}+\alpha+1=0$. Take $r=2, t=3, s=$ $4, k=4$, let $P$ be the transpose matrix of the matrix in Example 2.5, let

$$
V=\left[\begin{array}{cccc}
\alpha & \alpha^{2} & \alpha^{3} & \alpha^{4} \\
\alpha^{2} & \alpha^{4} & \alpha^{8} & \alpha^{12} \\
\alpha^{4} & \alpha^{8} & \alpha^{12} & \alpha^{1} \\
\alpha^{8} & \alpha^{1} & \alpha^{9} & \alpha^{2}
\end{array}\right]
$$

Then the code $C$ with parity-check matrix $H$ in Thm 3.1 is an optimal single-parity $(14,4,2,3)$-LRC with minimum distance $d=8$.

In Distributed Storage Systems, peoples are interesting in the case for $r=2$. Therefore, in the rest of the paper, we give an explicit construction of optimal single-parity LRCs with $(2, t)$-locality, and minimum distance $d=t+3$. For an positive integer $k$, let $T_{k}$ be the incidence matrix of a $2-\left(\frac{k(k-1)}{2}, k, 2, k-1,1\right)$-resolvable design. Since each row of $T_{k}$ correspond of 2-subsets of [ $k$ ], we can arrange these 2 -subsets in a partial order, i.e. $\left(i_{1}, i_{j}\right) \leq\left(i_{2}, j_{2}\right)$ if and only if $i_{1} \leq i_{2}$ or $i_{1}=i_{2}, j_{1} \leq j_{2}$, then

$$
T_{k}=\left[\begin{array}{cccccc}
1 & 1 & & & & \\
\vdots & & \ddots & & & \\
1 & & & & & 1 \\
& & \vdots & & & \\
& & & 1 & 1 & \\
& & & & 1 & 1
\end{array}\right]_{\frac{k(k-1)}{2} \times k}
$$

Lemma 3.4. Let $k$ be a positive integer, for any integer $j$ with $2 \leq j \leq k$, let $w t(j)$ denote the minimum weight of the vector which is the linear combination of any $j$ columns in $T_{k}$. Then we have

$$
w t(j) \geq j \cdot(k-1)-\sum_{x=1}^{j-1} 2 x
$$

Proof. It is easy to see that each column of $T_{k}$ with weight $k-1$ and each row of $T_{k}$ with weight 2 . Note that every rows of $T_{k}$ correspond of 2-subsets of $[k]$ and every numbers have been used $k-1$ times, and any two row vectors of $T_{k}$ share at most one common coordinate. We can get the weight of the combination of any $j$ columns in $P$ should minus at most $2+4+\cdots+2(j-1)=\sum_{x=1}^{j-1} 2 x$ by induction. Therefore, we have

$$
w t(j) \geq j(k-1)-\sum_{x=1}^{j-1} 2 x
$$

Now we give the construction of optimal single-parity ( $n, k, 2, t$ )-LRCs.

Theorem 3.5. Let $q \geq k>3,2 \nmid q$, let $\alpha_{1}, \cdots, \alpha_{k}$ be different elements in $F_{q}, \boldsymbol{\alpha}=\left[\alpha_{1}, \cdots, \alpha_{k}\right]$. Let

$$
H=\left[\begin{array}{c|c}
T_{k} & \\
\boldsymbol{1} & I \\
\boldsymbol{\alpha} &
\end{array}\right]
$$

where 1 be all 1 vector with length $k$, I be an $\left(\frac{k(k-1)}{2}+2\right) \times$ $\left(\frac{k(k-1)}{2}+2\right)$ identity matrix. Then $C$ with parity-check matrix $H$ is an $q$-ary optimal single-parity $\left(\frac{k(k-1)}{2}+k+2, k, 2, k-1\right)$ $L R C$ with minimum distance $d=k+2$.
Proof. The length and the dimension of $C$ are clearly. From the expression of $T_{k}$, it is easy to see that $C$ has information symbol $(2, k-1)$-locality. Next we want to prove that the minimum distance $d$ of $C$ satisfies $d \geq k+2$. Namely, we need to show that any $k+1=t+2$ columns of $H$ are linearly independent. Let $H_{1}=\left(\mathbf{h}_{1}, \cdots, \mathbf{h}_{t+2}\right)$ be any submatrix of $H$ with $t+2$ columns, suppose that there exist $\lambda_{j} \in F_{q}$ such that $\sum_{j=1}^{t+2} \lambda_{j} \mathbf{h}_{j}=0$, we want to show that $\lambda_{1}=\cdots=\lambda_{t+2}=0$. We divide it into three cases:
i) If $t+2$ columns are all from $I$, clearly.
ii) If only $t+1$ columns are from $I$. WLOG, we may assume that $\mathbf{h}_{2}, \cdots, \mathbf{h}_{(t+2)}$ are from $I$. If $\lambda_{1}=0$, we have $\lambda_{2}=\cdots=\lambda_{t+2}=0$. Now assume that $\lambda_{1} \neq 0$, then $\lambda_{1} \mathbf{h}_{i_{1}}=-\sum_{j=2}^{t+2} \lambda_{j} \mathbf{h}_{i_{j}}$. Note that $w t\left(\lambda_{1} \mathbf{h}_{1}\right)=k+1=t+2$ and $\omega t\left(\sum_{j=2}^{t+2} \lambda_{j} \mathbf{h}_{i_{j}}\right) \leq(t+1)$, we get contradiction.
iii) If $t+2-l$ columns are from $I$, where $2 \leq l \leq$ t. WLOG, we may assume $\mathbf{h}_{l+1}, \cdots, \mathbf{h}_{t+2} \in I$. We have $\sum_{j=1}^{l} \lambda_{j} \mathbf{h}_{j}=\sum_{j=l+1}^{t+2} \lambda_{j} \mathbf{h}_{j}$. If $\lambda_{1}=\cdots=\lambda_{l}=0$, we have $\lambda_{l+1}=\cdots=\lambda_{t+2}=0$. This is because $\mathbf{h}_{(l+1)}, \cdots, \mathbf{h}_{(t+2)}$ are linearly independent. Now suppose that $\lambda_{1}, \cdots, \lambda_{l}$ are not all zero. Then from Lemma 3.3, we have $w t\left(\sum_{j=1}^{l} \lambda_{j} \mathbf{h}_{j}\right) \geq$ $l(k-1)-\sum_{j=1}^{l-1} 2 j \geq l(t+1-l)>t+2-l$, where the last inequality is because $t>2$. On the other hand, we have $w t\left(\sum_{j=l+1}^{t+2} \lambda_{j} \mathbf{h}_{j}\right) \leq t+2-l$. This is contradiction.
iv) If only one column comes from $I$, which means that we choose all columns of $T_{k}$. WLOG, we may assume that $\mathbf{h}_{t+2} \in I$. Then $H_{1}=\left[\begin{array}{c|c}A & \\ B & \mathbf{h}_{t+2} \\ C & \end{array}\right]$ where
$A=\left[\begin{array}{ccccc}1 & 1 & & & \\ \vdots & & & \ddots & \\ 1 & & \cdots & & 1 \\ & 1 & 1 & & \end{array}\right], B=\left[\begin{array}{cccccc}0 & \cdots & 0 & 1 & 1 & 0 \\ 0 & \cdots & 0 & 1 & 0 & 1 \\ 0 & \cdots & 0 & 0 & 1 & 1\end{array}\right]$.

1) If the support of $\mathbf{h}_{t+2}$ belongs to the rows of $A$. We can see $\lambda_{t-1}=\lambda_{t}=\lambda_{t+1}=0$, cause

$$
\left|\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right| \neq 0
$$

If there exist $\lambda_{j} \neq 0,1 \leq j \leq t-2$, then the weight of the remaining $t-2$ columns satisfies $w t\left(\sum_{j=1}^{t-2} \lambda_{j} \mathbf{h}_{j}\right) \geq t(t-2)$ -$\sum_{j=1}^{t-3} 2 j>1$, which is a contradiction.
2) If the support of $\mathbf{h}_{t+2}$ belongs to the rows of $B$ or $C$. We can see $\lambda_{1}=\cdots=\lambda_{t+1}=0$, cause $|A| \neq 0$, thus $\lambda_{t+2}=0$.

Therefore, any $k+1$ columns of $H$ are linearly independent. Thus we have the minimum distance $d \geq k+2$. On the other hand, from (1.2), we have

$$
d \leq n-k-\left\lceil\frac{k t}{r}\right\rceil+t+1=k+2
$$

Therefore, an $q$-ary optimal single-parity $\left(\frac{k(k-1)}{2}+k+\right.$ $2, k, 2, k-1$ )-LRC with minimum distance $d=k+2$.
Example 3.6. Let $q=5, k=4$, and $H=\left[\begin{array}{c|c}T_{4} & I_{8} \\ M & \end{array}\right]$, where $M=\left(\begin{array}{llll}1 & 1 & 1 & 1 \\ 1 & 2 & 3 & 4\end{array}\right)$. Then the resulting code $C$ with parity-check matrix $H$ is an optimal single-parity (12, 4, 2, 3)$L R C$ with minimum distance $d=6$.
Example 3.7. Let $q=7, k=5$, and $H=\left[\begin{array}{c|c}T_{5} & I_{12} \\ M & \end{array}\right]$, where $M=\left(\begin{array}{lllll}1 & 1 & 1 & 1 & 1 \\ 1 & 2 & 3 & 4 & 5\end{array}\right)$. Then the resulting code $C$ with parity check matric $H$ is an optimal single-parity $(17,5,2,4)$-LRC with minimum distance $d=7$.

## References

[1] B. Chen, W. Fang, S. Xia, J. Hao, and F. Fu, "Improved bounds and singleton-optimal constructions of locally repairable codes with minimum distance 5 and 6," IEEE Trans. Inf. Theory, vol.67, no.1, pp.217-231, 2021.
[2] P. Gopalan, C. Huang, H. Simitci, and S. Yekhanin, "On the locality of codeword symbols," IEEE Trans. Inf. Theory, vol.58, no.11, pp.6925-6934, 2012.
[3] G. Wang, M, Niu, and F. Fu, "Constructions of ( $r, t$ )-LRC based on totally isotropic subspaces in symplectic space over finite fields," International Journal of Foundations of Computer Science, vol.31, no.3, pp.327-339, 2020.
[4] C. Huang, M. Chen, and J. Li, "Pyramid codes: Flexible schemes to trade space for access efficiency in reliable data storage systems," IEEE Int. Symp. Netw. Comput., pp.79-86, 2007.
[5] J. Hao and S. Xia, "Constructions of optimal binary locally repairable codes with multiple repair groups," IEEE Commun. Lett., vol.20,
no.6, pp.1060-1063, 2016.
[6] J. Hao, S. Xia, and B. Chen, "On the single-parity locally repairable codes with availability," 2016 IEEE/CIC International Conference on Communications in China, pp.1-4, 2016.
[7] C. Huang, H. Simitci, Y. Xu, A. Ogus, B. Calder, P. Gopalan, J. Li , and S. Yekhanin, "Erasure coding in windows azure storage," Proc. 2012 USENIX Conference on Annual Technical Conference, USENIX Association, Berkeley, 2012.
[8] P. Huang, E. Yaakobi, U. Hironori, and P.H. Siegel, "Linear locally repairable codes with availability," Proc. Int. Symp. Inf. Theory, Hong Kong, China, New York, pp.1871-1875, 2015.
[9] Y.J. Ionin and M.S. Shrikhande, Combinatorics of Symmetric Designs, Cambridge Univ. Press, Cambridge, 2006.
[10] L. Jin, "Explicit construction of optimal locally recoverable codes of distance 5 and 6 via binary constant weight codes," IEEE Trans. Inf. Theory, vol.65, no.8, pp.4658-4663, 2019.
[11] L. Jin, L. Ma, and C. Xing, "Construction of optimal locally repairable codes via automorphism groups of rational function fields," IEEE Trans. Inf. Theory, vol.66, no.1, pp.210-221, 2020.
[12] G. Luo and X. Cao, "Constructions of optimal binary locally recoverable codes via a general construction of linear codes," IEEE Trans. Commun., vol.69, no.8, pp.4987-4997, 2021.
[13] F.J. MacWilliams and N.J.A. Sloane, The Theory of Error-Correcting

Codes, North-Holland Publishing Company, Amsterdam, 1981.
[14] L. Ma and C. Xing, "Constructive asymptotic bounds of locally repairable codes via function fields," IEEE Trans. Inf. Theory, vol.66, no.9, pp.5395-5403, 2020.
[15] L. Pamies-Juarez, H.D.L. Hollmann, and F. Oggier, "Locally repairable codes with multiple repair alternatives," Proc. Int. Symp. Inf. Theory, Istanbul, Turkey, pp.892-896, 2013.
[16] A.S. Rawat, D.S. Papailiopoulos, A.G. Dimakis, and S. Vishwanath, "Locality and availability in distributed storage," IEEE Trans. Inf. Theory, vol.62, no.8, pp.4481-4493, 2016.
[17] I. Tamo and A. Barg, "A family of optimal locally recoverable codes," IEEE Trans. Inf. Theory, vol.60, no.8, pp.4661-4676, 2014.
[18] C. Xing and S.L. Yeo, "Construction of global function fields from linear codes and vice versa," Trans. Am. Math. Soc., vol.361, no.3, pp.1333-1349, 2009.
[19] A. Wang and Z. Zhang, "Repair locality with multiple erasure tolerance," IEEE Trans. Inf. Theory, vol.60, no.11, pp.6979-6987, 2014.
[20] Y. Zhang and H. Kan, "Locally repairable codes from combinatorial designs," Sci. China Inf. Sci., vol.63, 122304, 2020.
[21] Z. Zhang, J. Xu, and M. Liu, "Construction of optimal locally repairable codes over small fields," Sci. China Math., vol.47, no.11, pp.1607-1614, 2017 (in Chinese).


[^0]:    Manuscript received March 4, 2022.
    Manuscript revised June 26, 2022.
    Manuscript publicized August 3, 2022.
    ${ }^{\dagger}$ The authors are with the Department of Mathematics, Shanghai University, China.
    *This work was supported in part by the National Natural Science Foundation of China under Grant 12171309.
    a) E-mail: dingyang@t.shu.edu.cn

    DOI: 10.1587/transfun.2022EAL2020

