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LETTER
Constructions of Optimal Single-Parity Locally Repairable Codes
with Multiple Repair Sets∗

Yang DING†a), Member, Qingye LI†, and Yuting QIU†, Nonmembers

SUMMARY Locally repairable codes have attracted lots of interest in
Distributed Storage Systems. If a symbol of a code can be repaired respec-
tively by t disjoint groups of other symbols, each groups has size at most
r , we say that the code symbol has (r , t)-locality. In this paper, we employ
parity-check matrix to construct information single-parity (r , t)-locality
LRCs. All our codes attain the Singleton-like bound of LRCs where each
repair group contains a single parity symbol and thus are optimal.
key words: locally repairable codes, availability, distributed storage sys-
tems, linear codes

1. Introduction

Distributed storage systems are developing quickly in recent
years. The traditional way of introducing redundancy in dis-
tributed storage systems is replication, which caused large
storage overhead. An alternative solution is using erasure
codes to ensure high data reliability. However, the repair
cost of erasure codes is much higher than replication. Re-
cently, Locally repairable codes (LRCs for short) have been
proposed to reduce the repair cost [2]. When we using LRCs
in distributed storage system, it can apparently reduce the
cost and make the repair process more efficiently [7].

For a code C of length n, dimension k and minimum
distance d is called an [n, k, d] code [13]. A symbol with
locality r means it can be repaired by atmost r other symbols.
When the k information symbols have locality r , Gopalan et
al. [2] proved that the minimum distance d satisfies

d ≤ n − k −
⌈

k
r

⌉
+ 2. (1)

Some LRCs attaining the bound (1) are proposed in
[1], [4], [10], [11], [14], [17], [21]. However, when a node
fails and some nodes in repair group also fails, the failed node
could not be repaired locally. Therefore, many researchers
have studied the code with more than one repair groups [3],
[8], [12], [15], [16], [19]. A symbol of a code is said to have
(r, t)-locality if there exist t disjoint groups of other symbols
to repair this symbol and each group has size at most r . For a
systematic [n, k]-linear code, namely the first k symbols are
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Table 1 Parameters of optimal single-parity LRCs.
(n, k , r , t)q Constraints Ref.

(2t2 − 2, t2 − 1, t , t)2 t = 2s , s > 0 [5]
(2t2 − 1, t2 − 1, t , t)2 t = 2s , s > 0 [6]
(r2 + rt + 1, r2, r , t)2 2 | t, 2 - r [6]
(N + kt

r , k , r , t)q r |k , k ≤ N + t ≤ q [16]
(N + tr , r2, r , t)q r2 < N + t ≤ q [20]
(k + kt

r + s, k , r , t)q q = le , e ≥ k ≥
s ≥ 0, r ≤ k

Thm 3.1

(
t (t+1)

2 + t + 3, t + 1, 2, t)q q ≥ t + 1 > 4, 2 - q Thm 3.5

its information symbols. When the k information symbols
have (r, t)-locality, the code is called (n, k,r, t)-LRC. Tamo
et al. [17] and Wang et al. [19] have gave two bounds for the
minimum distance of such codes respectively. If each repair
group contains only one parity symbol, the codes are called
single-parity (n, k,r, t)-LRCs. Rawat et al. [16] proved that
the minimum distances of such codes satisfy

d ≤ n − k −
⌈

kt
r

⌉
+ t + 1, (2)

A single-parity (n, k,r, t)-LRC achieving this bound is called
optimal. Rawat et al. [16] have presented the generator
matrix of a kind of optimal single-parity LRCs through
MDS codes. Zhang et al. [20] proposed several types of
single-parity LRCs from combinatorial designs. Other con-
structions of single-parity (n, k,r, t)-LRCs were proposed in
[5], [6]. Inspired by the works of [5], [6], [20], we construct
two classes of optimal single-parity (n, k,r, t)-LRCs through
parity-check matrix with large minimum distance. Table 1
shows the parameters of our codes and their’s.

The rest of the paper is organized as follows. In Sect. 2,
we introduce some definitions and results on LRCs. We
present two classes optimal single-parity (r, t)-locality LRCs
through parity-check matrix in Sect. 3.

2. Preliminary

Let C be an [n, k, d] systematic code, the generator matrix
of C be G = [Ik,P], then the parity-check matrix is H =
[−PT ,−In−k], where P is an k × (n − k) matrix. Let [n]
denote the set of {1,2, · · · ,n} and c = (c1, c2, · · · , cn) denote
a codeword. Now we give the formal definition of the (r, t)-
locality of C ([16]).

Definition 2.1. Let C be an [n, k, d] linear code, a symbol
of a code ci is said to have (r, t)-locality if it satisfies the
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following three properties:
1) There exist t subsets Φ1(i),Φ2(i), ...,Φt (i) ⊆ [n]\{i}

such that Φj(i) ∩Φl(i) = ∅ and ci can be recovered from the
code symbols indexed by Φj(i), j , l ∈ [t].

2) |Φj(i)| ≤ r , for all j ∈ [t].
When the k information symbols of a code have (r, t)-

locality, then the code is called an (n, k,r, t)-LRC.

If all repair groups for information symbol only have
one parity symbol, the resulting code is called a single-
parity (n, k,r, t)-LRC. In this paper, we are all discussing
about information symbol single-parity (n, k,r, t)-LRCs.

Next, we interpret the above definition by a group of
desirable codewords in C⊥.

Lemma 2.2. [6] A code symbol ci is said to have (r, t)-
locality if there exist at least t codewords c⊥( j) ∈ C⊥,1 ≤
j ≤ t, such that:

1) i ∈ Supp(c⊥( j)), for all j ∈ [t]
2) wt(c⊥( j)) ≤ r + 1, for all j ∈ [t],
3) Supp(c⊥( j)) ∩ Supp(c⊥(l)) = {i}, for all j , l ∈ [t]

In [5], the authors give an explicit construction of op-
timal single-parity (n, k,r, t)-LRC with minimum distance
d = t + 1 by using (r, t)-regular matrix, namely each row has
uniform weight r and each column has uniform weight t.

Lemma 2.3. [5] Let H = [P(n−k)×k, In−k], where P is an
(r, t)−regular matrix and the supports of any two row vectors
of P share atmost one common coordinate, In−k is an identity
matrix. Then the linear code C with parity-check matrix
H is a single-parity (n, k,r, t)−LRC with minimum distance
d = t + 1.

From Lemma 2.3, P should be a regular matrix satisfy-
ing the intersection set of support set of any two row vectors
has at most one element. In the following, we introduce a
way to construct such matrix P.

Definition 2.4. [9] A pair (X,B), where X = (x1, · · · , xm)
is a m−element set and B = (B1, · · · ,Bk) is a family of
subsets(blocks) of X, is called a 2 − (m, k,r, t, λ)-resolvable
design if it satisfies the following three properties:

i) |Bi | = t, for all i ∈ [k].
2) Every pair (x, y) ⊂ X is present in exactly λ sub-

set(blocks) in B e 3) B comprises t parallel class partitions
E1, · · · ,Er ∈ B such that

|{(i, j, ia)|xj ∈ Bia ,Bia ∈ Ei}| = 1.

We can define the incidence matrix J(X,B) of a 2-
resolvable design (X,B) as

J(X,B)(i, j) =
{

1, i f xi ∈ Bj

0, otherwise.

It is clearly that the incident matrix of a 2-resolvable
design for λ = 1 is the matrix that we are looking for. We
now present an example of 2-(m, k,r, t,1)-resolvable design.
Some explicit 2-resolvable design were presented in [9].

Table 2 2-(4,6,3,2,1)-resolvable design.
E1 E2 E3

{1,2} {1,3} {1,4}
{3,4} {2,4} {2,3}

Example 2.5. LetX = {1,2,3,4}, B = {{1,2}, {3,4}, {1,3},
{2,4}, {1,4}, {2,3}}. The following Table 2 represents a
2-(4,6,3,2,1)- resolvable design with 3 parallel classes par-
titions E1,E2,E3 the set X.

then the incidencematrix of 2-(4,6,3,2,1)-resolvable de-
sign is

J(X,B) =


1 0 1 0 1 0
1 0 0 1 0 1
0 1 1 0 0 1
0 1 0 1 1 0

 .
At the end of this section, we presented some known

results of linear codes and the Moore matrix.

Lemma 2.6. [18] Let G ∈ Fk×n
q be a generator matrix of an

[n, k]q-linear code C. Then
i) d(C) ≤ w iff there exists a set of n − w columns of G

that forms a submatrix of rank less than k.
ii) d(C) ≥ w iff any n − w + 1 columns of G forms a

submatrix of rank k.

Definition 2.7. Let l be a power of q. For elements
α1, . . . , αh ∈ F` , the Moore matrix is defined by

M =
©­­­­«

α1 α2 · · · αh
α
q
1 α

q
2 · · · α

q
h

...
...

. . .
...

α
qh−1

1 α
qh−1

2 · · · α
qh−1

h

ª®®®®¬
∈ Fh×h

l .

It is well-known that det(M) , 0 if and only if
α1, . . . , αh are Fq-linearly independent.

3. Our Constructions

In this section, we focus on the constructions of single-parity
(n, k,r, t)-LRCs. We present two classes of optimal single-
parity (n, k,r, t)-LRCs based on the work in [5], [6], [20].

As we know, when LRCs attains the bound (2), then

n − k −
⌈

kt
r

⌉
= d − t − 1 (3)

From Eq. (3), if n = k + d ktr e, then d = t + 1. Hao et al.
constructed optimal single-parity (2t2 − 2, t2 − 1, t, t)-LRCs
through the parity-check matrix H = [P I], where P is an
(t, t)-regular. If n = k + d ktr e + 1, then d = t + 2. Hao
et al. constructed two classes optimal single-parity LRCs
through parity check matrix [6]. Therefore, it is interesting
to construct optimal LRCs with minimal distance d ≥ t + 3.

Now, we give our first construction.

Theorem 3.1. Let Q = qe, q be a prime power, and s, k, r, t
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be positive integers with e ≥ k ≥ s. Let m = d ktr e. Suppose
that

H =
[

P Im 0
Vs×k 0 Is

]
(m+s)×(k+s+m)

(4)

whereP is an incidencematrix of a 2−(m, k,r, t,1)-resolvable
design, Im is an m ×m identity matrix, Is is an s × s identity
matrix, andVs×k ∈ Fs×k

Q
is a Moore matrix with the elements

in the first row are linearly independent over Fq . Then
C with parity-check matrix H is an optimal single-parity
(k +m + s, k,r, t)-LRC with minimum distance d = t + s + 1.

Proof. The length and the dimension of C are clearly. Now
we want to show that C has information (r, t)-locality. Re-
call that the first k columns correspond to the information
symbols, and the reminder correspond to the parity check
symbols. Since P is an incidence matrix of a 2-(m, k,r, t,1)-
resolvable design, which implies every information symbol
has t repair groups and the supports of any two row vectors of
P share at most one common coordinate, namely, the repair
groups for a fixed information symbols are disjoint. Since
[P Im] has uniform row weight r + 1, the code C has locality
r and each repair group contains exactly one parity-check
symbol. Therefore, C has information (r, t)-locality.

Next we want to prove that the minimum distance d of
C satisfies d ≥ t + s + 1. It is easy to see that the generator
matrix of C is G = [Ik,−P>

k×m
,−V>

k×s
], we just need to prove

the rank of any k+m−t columns inG is equal to k by Lemma
2.6. Let G′ be a submatrix of G with k +m − t columns, we
divide it into two cases:

i) The columns ofG′ are all from [Ik,−P>
k×m
]. Note that

[Ik,−P>
k×m
] is same as the generator matrix in Lemma 2.3.

Since the minimum distance d of code in Lemma 2.3 is equal
to t + 1, so any k +m − t columns from [Ik,−P>

k×m
] consists

a matrix with rank k.
ii) k + m − t − l columns of G′ are from [Ik,−P>

k×m
],

where 1 ≤ l ≤ s. From case (i), the rank of these k+m− t− l
columns ≥ k − l. Assume that the rank of these k +m− t − l
columns is equal to k − a, WLOG, by elementary column
transformation, we can get

G′ ∼
[

Ik−a
Sa

0
¯
−V>

k×l

]
, (5)

where Ik−a is an (k − a) × (k − a) identity matrix, and 0
¯

is a null matrix, Sa = (si, j)1≤i≤a,1≤ j≤k−a For every v
q j

i

in −V>
k×l

, add vq
j

i times of the ith column in Ik−l to Vq j

i ,
1 ≤ i ≤ k − a, 1 ≤ j ≤ l. The elements of the first k − a
row of −V>

k×s
become 0 and the elements of the last a row of

−V>
k×l

become


vk−a+1 +

k−a∑
i=1

s1,ivi, · · · , v
ql−1

k−a+1 +
k−a∑
i=1

s1,iv
ql−1

i

...
...

vk +
k−a∑
i=1

sl,ivi, · · · , v
ql−1

k
+

k−a∑
i=1

sl,iv
ql−1

i


(6)

The matrix in above is also a Moore matrix. Since
v1, v2, · · · , vk are Fq-linearly independent, vk−a+1 +∑k−a

i=1 s1,ivi, · · · , vk +
∑k−a

i=1 sl,ivi are also Fq-linearly inde-
pendent, the determinant of the any a columns of (6) is
nonzero. Thus the rank of the G′ is k.

Therefore, we have prove d ≥ t + s + 1. On the other
hand, from (2), we have

d ≤ n − k −
⌈

kt
r

⌉
+ t + 1

= t + s + 1

thenC is an optimal single-parity (k+m+s, k,r, t)-LRCwith
minimum distance d = t + s + 1. �

Remark 3.2. Note that the coordinates of submatix P in
parity-check matrix is 0 or 1, which menns that the recovery
function in our construction is more simple.

Example 3.3. Let q = 24, α is a primitive element of Fq

satisfying α4 + α3 + α2 + α + 1 = 0. Take r = 2, t = 3, s =
4, k = 4, let P be the transpose matrix of the matrix in
Example 2.5, let

V =


α α2 α3 α4

α2 α4 α8 α12

α4 α8 α12 α1

α8 α1 α9 α2

 .
Then the code C with parity-check matrix H in Thm 3.1
is an optimal single-parity (14,4,2,3)-LRC with minimum
distance d = 8.

In Distributed Storage Systems, peoples are interesting
in the case for r = 2. Therefore, in the rest of the paper, we
give an explicit construction of optimal single-parity LRCs
with (2, t)-locality, and minimum distance d = t + 3. For
an positive integer k, let Tk be the incidence matrix of a
2-( k(k−1)

2 , k,2, k − 1,1)-resolvable design. Since each row
of Tk correspond of 2-subsets of [k], we can arrange these
2-subsets in a partial order, i.e. (i1, ij) ≤ (i2, j2) if and only
if i1 ≤ i2 or i1 = i2, j1 ≤ j2, then

Tk =



1 1
...

. . .

1 1
...

1 1
1 1

1 1

 k(k−1)
2 ×k

.

Lemma 3.4. Let k be a positive integer, for any integer j
with 2 ≤ j ≤ k, let wt( j) denote the minimum weight of the
vector which is the linear combination of any j columns in
Tk . Then we have

wt( j) ≥ j · (k − 1) −
j−1∑
x=1

2x.
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Proof. It is easy to see that each column of Tk with weight
k −1 and each row of Tk with weight 2. Note that every rows
of Tk correspond of 2-subsets of [k] and every numbers have
been used k − 1 times, and any two row vectors of Tk share
at most one common coordinate. We can get the weight of
the combination of any j columns in P should minus at most
2+ 4+ · · ·+ 2( j − 1) =

∑j−1
x=1 2x by induction. Therefore, we

have

wt( j) ≥ j(k − 1) −
j−1∑
x=1

2x.

�

Now we give the construction of optimal single-parity
(n, k,2, t)-LRCs.

Theorem 3.5. Let q ≥ k > 3, 2 - q, let α1, · · · , αk be
different elements in Fq , α = [α1, · · · , αk]. Let

H =


Tk

1
α

I
 ,

where 1 be all 1 vector with length k, I be an ( k(k−1)
2 + 2) ×

(
k(k−1)

2 +2) identity matrix. Then C with parity-check matrix
H is an q-ary optimal single-parity ( k(k−1)

2 +k+2, k,2, k−1)-
LRC with minimum distance d = k + 2.

Proof. The length and the dimension of C are clearly. From
the expression of Tk , it is easy to see that C has information
symbol (2, k − 1)-locality. Next we want to prove that the
minimum distance d of C satisfies d ≥ k + 2. Namely, we
need to show that any k +1 = t+2 columns of H are linearly
independent. Let H1 = (h1, · · · ,ht+2) be any submatrix of H
with t+2 columns, suppose that there exist λj ∈ Fq such that∑t+2

j=1 λjhj = 0, we want to show that λ1 = · · · = λt+2 = 0.
We divide it into three cases:

i) If t + 2 columns are all from I, clearly.
ii) If only t + 1 columns are from I. WLOG, we may

assume that h2, · · · ,h(t+2) are from I. If λ1 = 0, we have
λ2 = · · · = λt+2 = 0. Now assume that λ1 , 0, then
λ1hi1 = −

∑t+2
j=2 λjhi j . Note that wt(λ1h1) = k + 1 = t + 2

and wt(
∑t+2

j=2 λjhi j ) ≤ (t + 1), we get contradiction.
iii) If t + 2 − l columns are from I, where 2 ≤ l ≤

t. WLOG, we may assume hl+1, · · · ,ht+2 ∈ I. We have∑l
j=1 λjhj =

∑t+2
j=l+1 λjhj . If λ1 = · · · = λl = 0, we have

λl+1 = · · · = λt+2 = 0. This is because h(l+1), · · · ,h(t+2) are
linearly independent. Now suppose that λ1, · · · , λl are not
all zero. Then from Lemma 3.3, we have wt(

∑l
j=1 λjhj) ≥

l(k − 1) −
∑l−1

j=1 2 j ≥ l(t + 1 − l) > t + 2 − l, where the last
inequality is because t > 2. On the other hand, we have
wt(

∑t+2
j=l+1 λjhj) ≤ t + 2 − l. This is contradiction.
iv) If only one column comes from I, which means that

we choose all columns of Tk . WLOG, we may assume that

ht+2 ∈ I. Then H1 =


A
B
C

ht+2

 where

A =


1 1
...

. . .

1 · · · 1
1 1


,B =


0 · · · 0 1 1 0
0 · · · 0 1 0 1
0 · · · 0 0 1 1

 .
1) If the support of ht+2 belongs to the rows of A. We

can see λt−1 = λt = λt+1 = 0, cause������ 1 1 0
1 0 1
0 1 1

������ , 0,

If there exist λj , 0,1 ≤ j ≤ t − 2, then the weight of the
remaining t − 2 columns satisfies wt(

∑t−2
j=1 λjhj) ≥ t(t − 2) −∑t−3

j=1 2 j > 1, which is a contradiction.
2) If the support of ht+2 belongs to the rows of B or

C. We can see λ1 = · · · = λt+1 = 0, cause |A| , 0, thus
λt+2 = 0.

Therefore, any k+1 columns of H are linearly indepen-
dent. Thus we have the minimum distance d ≥ k + 2. On
the other hand, from (1.2), we have

d ≤ n − k −
⌈

kt
r

⌉
+ t + 1 = k + 2.

Therefore, an q-ary optimal single-parity ( k(k−1)
2 + k +

2, k,2, k − 1)-LRC with minimum distance d = k + 2. �

Example 3.6. Let q = 5, k = 4, and H =
[

T4
M I8

]
,where

M =

(
1 1 1 1
1 2 3 4

)
. Then the resulting code C with

parity-checkmatrix H is an optimal single-parity (12,4,2,3)-
LRC with minimum distance d = 6.

Example 3.7. Let q = 7, k = 5, and H =
[

T5
M I12

]
,

where M =
(

1 1 1 1 1
1 2 3 4 5

)
. Then the resulting code

C with parity check matric H is an optimal single-parity
(17,5,2,4)-LRC with minimum distance d = 7.
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