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Information-Theoretic Perspectives for Simulation-Based Security
in Multi-Party Computation
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SUMMARY Information-theoretic security and computational security
are fundamental paradigms of security in the theory of cryptography. The
two paradigms interact with each other but have shown different progress,
which motivates us to explore the intersection between them. In this paper,
we focus onMulti-Party Computation (MPC) because the security of MPC
is formulated by simulation-based security, which originates from com-
putational security, even if it requires information-theoretic security. We
provide several equivalent formalizations of the security of MPC under a
semi-honest model from the viewpoints of information theory and statis-
tics. The interpretations of these variants are so natural that they support the
other aspects of simulation-based security. Specifically, the variants based
on conditional mutual information and sufficient statistics are interesting
because security proofs for those variants can be given by information
measures and factorization theorem, respectively. To exemplify this, we
show several security proofs of BGW (Ben-Or, Goldwasser, Wigderson)
protocols, which are basically proved by constructing a simulator.
key words: information-theoretic security, information measures, sufficient
statistics, secure multi-party computation, security formalization, security
proofs, BGW protocols

1. Introduction

1.1 Background

In cryptography, security formalization and security proofs
are important because they provide a theoretical basis for en-
suring the security of cryptographic primitives and protocols
rigorously. Roughly speaking, there are two types of security
criteria— information-theoretic security and computational
security.

Information-theoretic security was introduced by Shan-
non [1] in 1948. One of the ground-breaking ideas of [1]
is to regard the statistical independence between plaintext
and ciphertext as the security against an attacker with un-
bounded computing power. This type of security notion is
called unconditional security or information-theoretic secu-
rity. Unconditional security is the strongest security among
all security criteria. It is a natural and interesting fact that
such the strongest security notion could be proposed because
the computer was not available at that time.

Computational security was initiated by seminal pa-
pers such as Diffie and Hellman [2] and Rivest, Shamir, and
Adleman [3]. Computational security is also revolutionary
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because it assumes that the attacker’s ability is limited to
a probabilistic polynomial-time Turing machine. This idea
offers us many cryptographic functionalities. The first ex-
ample of such functionality is public-key cryptography and
digital signatures [3], and since then, tremendous varieties
of cryptographic functionalities have been proposed.

1.2 Motivation

From the history shown above, both security criteria depend
on different theoretical foundations; information-theoretic
security is based on information theory, whereas computa-
tional security is based on computational complexity theory.

Since information-theoretic security is based on infor-
mation theory, information measures such as Shannon en-
tropy and mutual information can be used to measure the
key length, amount of leakage, etc. For example, the mu-
tual information between plaintext and the corresponding
ciphertext implies the amount of leakage from the ciphertext
because the mutual information is a measure of the statisti-
cal dependence of two random variables. While it has the
advantage of being able to measure information in terms of
quantity, information-theoretic cryptography can onlymodel
the behavior of an attacker probabilistically. Hence, for in-
stance, it is generally not easy to measure the leakage of
secret information against malicious adversaries.

On the other hand, computational security has its basis
in computational complexity theory because the computa-
tional complexity of a specific computationally hard prob-
lem is used to guarantee the security of cryptosystems. In
addition, computational security can utilize the techniques of
computational complexity theory, and it succeeds in model-
ing the behavior of attackers. For example, semantic security
is the first example of such security formalization [4]. In se-
mantic security, an attacker simulates the one-bit guess of the
plaintext using ciphertext. If the advantage of guessing the
plaintext using the ciphertext without the plaintext is negligi-
ble, then the cryptosystem is considered secure. This type of
formalization is called simulation-based security, which is
very useful in defining the security of public-key cryptosys-
tems. For details of simulation-based security, the reference
is [5] is comprehensive.

Attempts are being made to introduce semantic secu-
rity into information-theoretic security. For instance, en-
tropic security [6] is one such attempt, showing that the
information-theoretic security could be realized if plaintext
is limited bymin-entropy and semantic security is employed.
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It was pointed out that [7], in symmetric-key cryptography
and authentication, there is a case where the formalization
of information-theoretic security is strictly stronger than that
of the computational one, even if the attacker’s computing
power is unlimited.

Motivated by the intersection of information-theoretic
security and the computational one discussed above, we re-
visit the security of secure Multi-Party Computation (MPC)
because it is formalized by simulation-based security even
when information-theoretic security should be guaranteed.

An MPC is a cryptographic protocol that computes a
function without disclosing inputs. Since the output is the
result of computation, leakage of input information from the
output is inevitable. For example, consider the case where
three students take a 100-point test, and the average score
is 80. The output (average score) suggests that no student
scores less than 40 (= 80 × 3 − 100 × 2). Thus, MPC wants
to ensure that nothing about the input is disclosed except
for information leaked from the output. In this sense, MPC
requires more delicate treatment in its definition of security
than simple confidentiality, such as one-time pad [8], [9] and
secret-sharing [10], [11]. Simulation-based security is one
of the fundamental techniques to formalize such delicate se-
curity. Furthermore, simulation-based security is also useful
to capture the behavior of malicious adversaries.

Unfortunately, however, as is mentioned in [5, Ab-
stract], simulation-based security is not easy for beginners
due to such a sensitive requirement. Therefore, discussing
simulation-based security from multiple perspectives, such
as information theory and statistics, should be meaningful
to find the implications of what we observe from the discus-
sion. For instance, we want to know the interpretation of
simulation-based security from information theory to con-
vince that 0 bit leaks in an MPC protocol. As far as the au-
thor knows, such discussions on simulation-based security
have never been made. Revisiting simulation-based security
from multiple viewpoints would deepen our understanding
of simulation-based security and yield interesting results for
security proofs.

1.3 Contributions

This paper revisits simulation-based security for MPC un-
der a semi-honest model and discusses it from information
theory and statistics. The application of our approach to ma-
licious adversaries is important, but it is outside the scope of
this paper and is one of the most important future works of
this study.

We will present four formulations that are equivalent to
simulation-based security. These formulations are based on
conditional probabilities, Markov chains, conditional mutual
information, and sufficient statistics. While some of these
were previously known, we will explicitly highlight their
equivalence.

As far as the author knows, the security of MPC has
been proved in most cases by a simulation, i.e., constructing
a simulator, even under a semi-honest model. For instance,

the security of BGW (Ben-Or, Goldwasser, and Widgerson)
protocol [12], which is one of the fundamental protocols
of MPC, is proved by a simulation. Actually, we can see
such proofs based on a simulator in [13], [14]. On the other
hand, in this paper, we will provide security proofs by two
approaches: One is based on information measures, and the
other uses the existence of sufficient statistics.

Since the BGW protocols are based on secret-sharing
schemes [11], the security proof of BGW in this approach is
quite similar to the security proof of secret-sharing schemes
[15]. As a result, the proofs by information measures enable
us to see that 0 bit leaks out except for the inputs and outputs
in BGW. Fisher’s factorization theorem proves the existence
of sufficient statistics [16], which could be linked to the
field of statistics, such as estimation theory. In both types
of security proofs, a simulator is not explicitly constructed,
which is an intriguing observation.

1.4 Organization

The rest of this paper is organized as follows. Section 2 intro-
duces several notations and definitions of information mea-
sures with their properties used in this paper. For readers’
convenience and to clarify our claims, the security criteria
of secret sharing, Shamir’s secret-sharing scheme [11], and
its security proof are explained in Sect. 3. We also review
the BGW protocols in Sect. 4.

Following the above preparations, we discuss the
simulation-based security for MPC in Sect. 5 under a semi-
honest model. We first provide the original simulation-based
security in Sect. 5.2, followed by its variants in Sect. 5.3.
Based on the discussion in Sect. 5, we explain alternative
security proofs for BGW protocols. One is based on infor-
mation measures, and the other is based on sufficient statis-
tics, which will be provided in Sects. 6 and 7, respectively.
Section 8 summarizes the conclusion and future work.

2. Preliminaries

2.1 Notations and Definitions

Let N be the set of natural numbers. For an integer n ∈ N,
define [n] B {1,2, . . . ,n}. For a vector x B (x1, x2, . . . , xn)
and a set A B {i1, i2, . . . , it } ⊆ [n] (i1 < i2 < · · · < it ), the
vector induced by A is defined as xA B (xi1, xi2, . . . , xit ).
Analogously, given an n × m matrix [xi, j]1≤i≤n,1≤ j≤m,

xA,B B


xi1 , j1 xi1 , j2 · · · xi1 , ju
xi2 , j1 xi2 , j2 · · · xi2 , ju
...

...
. . .

...
xit , j1 xit , j2 · · · xit , ju


,

for two sets A B {i1, i2, . . . , it } ⊆ [n] (i1 < i2 < · · · < it )
and B B { j1, j2, . . . , ju} ⊆ [m] ( j1 < j2 < · · · < ju).

Throughout the paper, random variables and their in-
stances are represented by uppercase and lowercase letters,
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respectively. For a random variable A, the probability dis-
tribution associated with A is given by PA(·). Calligraphic
fonts are used to denote sets. For instance, a probability of
a random variable A taking a value a over a set A is given
by PA(a). The complement set of a set A is denoted by A,
and the cardinality of A is denoted by |A|. A finite field is
denoted by F.

Shannon entropy [1] of PA(·) is defined as

H(A) B −
∑
a∈A

PA(a) log PA(a). (1)

Throughout this paper, the base of logarithms is 2.
For two random variables A and B, joint entropy with

respect to PA,B(·, ·) is defined in a similar manner with (1),
and the conditional entropy of A given B is defined by
H(A|B) B

∑
b∈B PB(b)H(A|B = b), where H(A|B = b)

is the Shannon entropy associated with the conditional prob-
ability of A given B = b, i.e., PA |B(· | b).

Mutual information between random variables A and B
is defined by

I(A ∧ B) B
∑
a∈A
b∈B

PA,B(a, b) log
PA,B(a, b)

PA(a)PB(b)
.

It is well-known that I(A ∧ B) is symmetric with respect to
A and B because of the relation

I(A ∧ B) = H(A) + H(B) − H(A,B). (2)

2.2 Properties of Information Measures

For readers’ convenience, we summarize several fundamen-
tal results of informationmeasures used in this paper without
proof. See [17] for the proofs if necessary.

Proposition 2.1. Let A and B be random variables taking
values over the sets A and B, respectively. Then, the fol-
lowing properties hold.

1. Cardinality bound: Shannon entropy is upper-bounded
by the logarithm of the cardinality of the domain.

H(A) ≤ log |A|.

The equality holds if and only if A is uniformly dis-
tributed over A.

2. Subadditivity: It generally holds that

H(A,B) ≤ H(A) + H(B).

Equality holds if and only if A and B are statistically
independent. Note that H(A,B) = H(A) + H(B) is
equivalent to H(B | A) = H(B) (or H(A | B) = H(A)).

The following proposition implies the properties of
information measures by an information processing repre-
sented by a function f .

Proposition 2.2. Let f : A → B be a (deterministic) map.

Assume that the probability distribution PB(·) is induced
from PA(·) and f by b = f (a), a ∈ A, b ∈ B. Then, the
following properties hold:

1. H(A,B) = H(A), i.e., H(B | A) = 0. Conversely,
H(A,B) = H(A) suggests the existence of a map f :
A → B such that B = f (A) with probability 1.

2. If f is surjective, it holds that H(A,X) = H(B,X) for
arbitrary random variable X (possibly correlated with
A and B).

Remark 2.3. Regarding Prop. 2.2–2., H(A,X) = H(B,X)
for arbitrary X implies that f is surjective if the domain of
f is restricted to the support of PA. This relation suggests
that we can replace A in H(A,X) with B if such a surjection
exists. We write about this relationship as

A
in
←→ B, (3)

which will be useful in the later discussion.

3. Shamir’s Secret-Sharing Scheme

This paper will discuss the security proofs ofMPCs based on
secret sharing. Hence, we give a detailed review of secret-
sharing schemes in this section for readers’ convenience.

3.1 Protocol of Shamir’s Secret-Sharing Scheme

Overview: A secret-sharing scheme was independently pro-
posed by Blakley [10] and Shamir [11]. A secret-sharing
scheme consists of a dealer and n parties. In the protocol,
a dealer encodes a secret into several pieces called shares,
sent to parties via secure and authenticated channels. The
secret can be recovered from a specified set of shares called
qualified set. On the other hand, we call a share set a set of
shares that forbidden if it is not allowed to recover the secret.
The pair of families of qualified and forbidden sets is called
an access structure [18]–[20].

In this paper, we consider a simple case called (k,n)-
threshold secret-sharing scheme (or simply (k,n)-threshold
scheme), where all share sets with cardinality more than or
equal to k are qualified. In contrast, the secret cannot be
recovered from the share sets with cardinality less than k in
the sense of information-theoretic security. Computational
secret-sharing is outside the scope of this paper, but see [21]
if the readers are interested.

Syntax: Let n be the number of parties participating in a
secret-sharing scheme, and let s be a secret that takes a value
in a set S. Denote by vi (i = 1,2, . . . ,n) a share held by i-th
party, where vi takes a value in a setVi .

Definition 3.1. A secret-sharing scheme consists of the fol-
lowing two algorithms:

• ShareGen : S × R → V1 × · · · × Vn, where R is the
set of random numbers used in the algorithm.

• RecovA : VA → S, where A ⊆ [n] satisfies |A| ≥ k.
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The (k,n)-threshold secret-sharing schemes must sat-
isfy the following requirements:

Definition 3.2. Let S be a random variable corresponding to
the secret, and let V1,V2, . . . ,Vn be a set of n shares gen-
erated by ShareGen and S. (ShareGen,Recov) forms a
(k,n)-threshold secret-sharing scheme, or simply called a
(k,n)-threshold scheme, if the following conditions are met:

1. The secret is recovered correctly, which can be defined
as follows (See Prop. 2.2–1.):

∀A ⊆ [n], H(S | VA) = 0, if |A| ≥ k .

2. No information of the secret can be obtained from less
than k shares, which can be defined as follows (See
Prop. 2.1–2.):

∀C ⊆ [n], H(S | VC) = H(S), if |C| ≤ k − 1.

Shamir’s secret-sharing Scheme: It is well-known that poly-
nomial interpolation is available for secret-sharing schemes,
which was proposed by Shamir [11]. Share generation
ShareGen(s; r1, . . . ,rk−1) is realized by the following ran-
dom polynomial with degree k − 1 with s as a constant term.

f k−1
s (x) B s + r1x1 + · · · + rk−1xk−1. (4)

Then, ShareGen is represented as

ShareGen(s; r1, . . . ,rk−1)

= ( f k−1
s (1), f k−1

s (2), . . . , f k−1
s (n))

C (v1, v2, . . . , vn)

The recovery algorithm for a set of parties A ⊆ [n],
|A| = k†, with the tuple of shares vA is obtained by using
Lagrange’s interpolation. That is, f k−1

s (·) in (4) is recovered
by the following formula.

f k−1
s (x) =

∑
α∈A

vα
∏

β∈A\{α}

x − β
α − β

.

Since s = f k−1
s (0), the secret s can be computed as

s = f k−1
s (0) =

∑
α∈A

vα
∏

β∈A\{α}

−β

α − β

C
∑
u∈A

vαρα, (5)

where ρα B −
∏
β∈A\{α} β/(α − β). For a set of indices

A = {i1, i2, . . . , ik}, let ρA B (vi1, vi2, . . . , vik ). Then, (5) is
written as

s = 〈vA, ρA〉, (6)

where 〈·, ·〉 stands for the inner product. Hence, the recovery
function is given by RecovA(·) B 〈·, ρA〉. Equation (6) is
useful in the BGW protocol for multiplication, as we will see
†If |A| ≥ k + 1, we select arbitrary k shares from A.

in Sect. 4.2. It is worth noting that the recovery vector ρA
only depends on A, and hence, we can compute ρA before
receiving vA .

In closing this section, we introduce one more useful
property of linear secret sharing. This property holds most
of the linear secret-sharing schemes.

Proposition 3.3. In Shamir’s secret-sharing scheme for a
secret s, let vC be a tuple of shares for the set C ⊆ [n] of
parties with cardinality k − 1. Then, for any i < C, vi can be
computed from (vC, s). Specifically, there exists a map such
that

µk−1
C,i : (vC, s) 7→ vi, for all i ∈ [n]. (7)

Proof. Let A = C ∪ {i}. Then, given (vC, s), we can solve
a linear equation (6) with respect to vi , and it is obvious that
the solution vi is determined uniquely. �

3.2 Security Proof of Secret Sharing

It is well known that Shamir’s secret-sharing schemes guar-
antee information-theoretic security. The following is a se-
curity proof of Shamir’s secret-sharing based on information
measures.

Proposition 3.4 ([11], [15]). Shamir’s secret-sharing
scheme achieves information-theoretic security in the sense
that it satisfies Definition 3.2–2.

Proof. For arbitrary set of parties C = {i1, i2, . . . , ik−1} ⊆
[n], it holds that

s
vi1
vi2
...

vik−1


=



1 0 0 · · · 0
1 i11 i21 · · · ik−1

1
1 i2 i22 · · · ik−1

2
...

...
...

. . .
...

1 ik−1 i2
k−1 · · · ik−1

k−1





s
r1
r2
...

rk−1


. (8)

It is easy to see that the matrix in (8) is regular. Hence, there
exists a surjection associated with C such that

ψC : (s, vi1, vi2, . . . , vik−1 ) 7→ (s,r1,r2, . . . ,rk−1).

Using the notation given by (3), we can write

(S,VC)
in
←→ (S,R[k−1]). (9)

Then, we have

I(VC ∧ S)
= H(S) + H(VC) − H(SVC)
= H(S) + H(VC) − H(SR[k−1])

= H(S) + H(VC) − (H(S) + H(R[k−1])

= H(VC) − H(R[k−1]))

≤ 0, (10)
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where R[k−1] B (R1,R2, . . . ,Rk−1). The first and the third
equalities are due to (2), and the second equality holds be-
cause of Prop. 2.2–2. by considering (9). The inequality is
valid since VC distributes over Fk−1 in conjunction with the
cardinality bound in Prop. 2.1–1.

Since I(VC ∧ S) ≥ 0 generally holds, we can conclude
that I(VC ∧ S) = 0, i.e., share set VC and the secret S are
statistically independent. �

We can see the following proposition as a byproduct
of the above proof. This is useful in proving information-
theoretic security, including simulation-based security.

Proposition 3.5. In Shamir’s secret-sharing schemes, the
tuple of shares VC is uniformly distributed overF |C | if |C| ≤
k − 1.

Proof. The result I(VC ∧ S) = 0 in Prop. 3.4 implies that
the inequality in (10) is actually the equality. Noticing that
vC,r[k−1] ∈ Fk−1, it turns out that the set of shares VC is
uniformly distributed over Fk−1. �

4. BGW Protocols

SecureMulti-PartyComputation (MPC)was initiated by sev-
eral seminal papers, Rivest, Shamir, and Adleman [22], Yao
[23], and Goldwasser, Micali, and Wigderson [24]. These
results proposed MPC protocols computing specific func-
tions, such as the comparison of two numbers.

MPCs computing general functions were initiated later
by Goldreich, Micali, and Wigderson [24] and Ben-Or,
Goldwasser, and Wigderson [12] under computational and
information-theoretic settings, respectively. The protocol
proposed by [24] consists of garbled circuits [25] and obliv-
ious transfer [26] for computing Boolean arithmetic circuits,
and that by [12] was based on secret-sharing schemes for
arithmetic computations. These protocols are secure under
the semi-honest model, and we do not consider the malicious
setting. See [27] for readers interested in MPC in general,
including malicious settings.

Since this paper is concerned with information-
theoretic security of MPCs under a semi-honest model, we
review hereafter the classical result called BGW protocols
[12] (see also [28], [29]). We subsequently use Shamir’s
(t + 1,n)–threshold secret-sharing schemes underlying the
BGW protocol because we want to construct the MPC se-
cure against collusion of at most t parties. The purpose of
the protocols is to transform the shares of inputs into those
of outputs without disclosing the inputs.

Specifically, we assume the following scenarios. The
first and the second party, i.e., party 1 and party 2, input two
inputs s(1) ∈ F and s(2) ∈ F, respectively. Then, they gener-
ate the tuples of shares associated with s(1) and s(2). Finally,
from these shares, all n parties obtain the outputs s(1) + s(2)

and s(1)s(2) in addition protocol πadd and multiplication pro-
tocol πmult, respectively.

Before going into details, we introduce a useful notation

of MPC. For a secret-sharing scheme with a secret s ∈ F, we
denote the set of all shares of the (t + 1,n)–threshold scheme
by

[s; r1,r2, . . . ,rt ] C (v1, v2, . . . , vn)

where vi = f ts (i). If the random numbers are clear from
the context, we omit them and use an abbreviation [s] to
represent [s; r1,r2, . . . ,rt ].

4.1 πadd: Addition Protocol

We review the addition protocol πadd and its properties,
where we want to compute the addition of two inputs s(1) and
s(2) over F. The protocol consists of two phases: the share
generation and distribution phase and the recovery phase.

4.1.1 Share Generation and Distribution Phase

Suppose that the first and the second party input the secrets
s(1) ∈ F and s(2) ∈ F, respectively. Then, they generate the
following sets of n shares using different random polynomi-
als f t

s(i)
of degree t for i = 1,2.

(v
(i)
1 , v

(i)
2 , . . . , v

(i)
n ) B [s

(i); r (i)
[t]
], (11)

where

r (i)
[t]
B (r (i)1 ,r (i)2 , . . . ,r (i)t ).

Then, party i ∈ {1,2} sends v(i)j to the j-th party via
secure and authenticated channels.

From (9) in Prop. 2.1–2., we note that

(S(i),V (i)
C
)

in
←→ (S(i),R(i)

C
), for i = 1,2. (12)

4.1.2 Recovery Phase

Party i ∈ [n], generates the new share by

wi B v
(1)
i + v

(2)
i , i = 1,2, . . . ,n. (13)

Note that this addition of shares can be performed locally,
i.e., without additional communication.

From the linearity, it is easy to see that w[n] is a tuple
of shares with the secret s(1) + s(2). Concretely, it holds that

[s(1) + s(2); r (1)
[t]
+ r (2)
[t]
] = (w1, w2, . . . , wn),

which is a tuple of shares of (t +1,n)–threshold scheme with
the secret s(1) + s(2). Recalling (6), for any set of parties
A ⊆ [n] with |A| = t + 1, the output s B s(1) + s(2) can be
computed as

s = 〈wA, ρA〉.

Note that, in this protocol, each input s(1) and s(2) is not
revealed before generating the output s = s(1) + s(2).
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Recalling (7) in Prop. 3.3, we observe that there exists
a map

µt
C,i : (wC, s) 7→ wi, for all i ∈ [n], (14)

for an arbitrary set C with |C| = t and any i < C.

4.2 Multiplication Protocol

We review the multiplication protocol πmult and its proper-
ties, where we want to compute the multiplication of two
inputs s(1) and s(2) over F. The protocol consists of three
phases: the share generation and distribution phase, the
threshold reduction phase, and the recovery phase.

As described later, the protocol πmult works only when
n ≥ 2t + 1. Hence, for simplicity, we assume that n =
2t + 1 although πmult works in the case where n > 2t + 1
analogously.

4.2.1 Share Generation and Distribution Phase

The strategy of computing the multiplication of two secrets
is the same as the addition protocol. Concretely, generate

wi B v
(1)
i v
(2)
i , for i = 1,2, . . . ,n, (15)

where (v(1)i )
n
i=1 and (v(2)i )

n
i=1 are the tuples of (t + 1,n)–

threshold schemes defined by (11).
Then, (w1, w2, . . . , wn) is the tuple of shares for the se-

cret s B s(1)s(2) because it the constant term of v(1)i v
(2)
i =

f t
s(1)
(x) f t

s(2)
(x). However, the threshold of the shares is no

longer t + 1 but is τ + 1 B 2t + 1(= n) due to the multipli-
cation of random polynomials of degree t.

Recalling (6) in the discussion of Sect. 3, the secret s
can be recovered by:

s = 〈ρ[n], w[n]〉. (16)

4.2.2 Threshold Reduction Phase

Our goal is to generate the shares with threshold t + 1 with
secret s = s(1)s(2) without revealing s(1) nor s(2). Hence, the
reduction of the threshold from τ + 1 to t + 1 is necessary,
which is realized by re-sharing the shares w[n]. This is the
central idea of the BGW protocol for multiplication.

The re-sharing technique is described as follows. We
share each wi using (t+1,n)–threshold scheme and the shares
are denoted by

(wi,1, wi,2, . . . , wi,n) B [wi; ri,[t]], for i ∈ [n], (17)

where we define

ri,[t] B (ri,1,ri,2, . . . ,ri,t ).

Note that ri,[t] is a tuple of random numbers uniformly gen-
erated by player i from the set Ft .

Now, recalling the discussion in Sect. 3 again, it holds

from (6) that

wi = 〈wi,A, ρA〉, for all i ∈ [n], (18)

for arbitrary setA ⊆ [n] such that |A| = t+1. Furthermore,
from (9), we also have

(Wi,Ri,[t])
in
←→ (Wi,Wi,C), for all i ∈ [n], (19)

for arbitrary set C ⊆ [n] such that |C| = t.
The value of wi, j is transmitted from party i to party j

using secure and authenticated channels. As a result, party
j holds the corresponding shares:

w[n], j B (w1, j, w2, j, . . . , wn, j). (20)

Hence, the set C = { j1, j2, . . . , jt } ⊆ [n] receives the
shares w[n]\C,C .

4.2.3 Recovery Phase

The key observation in BGW’s degree reduction is the fol-
lowing relation, obtained by combining (16) and (18). For
A = { j1, j2, . . . , jt+1}, substituting (18) into (16), we have

s = s(1)s(2)

(a)
= 〈ρ[n], w[n]〉

= 〈ρ[n], (w1, w2, . . . , wn)〉

(b)
= ρ[n]


w1, j1 w1, j2 · · · w1, jt+1
w2, j1 w2, j2 · · · w2, jt+1
...

wn, j1 wn, j2 · · · wn, jt+1


ρ>A

= ρ[n]
(
w[n],A

)
ρ>A, (21)

where the marked equalities (a) and (b) follow from (16) and
(18), respectively.

Here, observe the v-th column of the n × (t + 1) matrix
w[n],A in (21) is (20) for j = jv , which is the tuple of shares
held by the party jv . Therefore, the computation

vjv B 〈ρ[n], w[n], jv 〉, (22)

can be executed locally by each party jv ∈ A. Furthermore,
it turns out from (21) for vA = (vj1, vj2, . . . , vjt+1 ) that

s = 〈ρA, vA〉,

hold, which implies that vA computed by (22) is the tuple
of t + 1 shares of (t + 1,n)–threshold scheme with secret
s = s(1)s(2). Therefore, in a similar manner with (14), there
exists a map

µt
C,i : (vC, s) 7→ vi, (23)

for an arbitrary set C with |C| = t and any i < C.

5. Simulation-Based Security forMPC and Its Variants

So far, we described BGW protocols for addition and mul-
tiplication, which rely on Shamir’s secret-sharing schemes.



366
IEICE TRANS. FUNDAMENTALS, VOL.E107–A, NO.3 MARCH 2024

We have established that both of these protocols are correct.
This section discusses the simulation-based security ofMPC
in a semi-honest model under information-theoretic security
in order to provide alternative security proofs for BGW pro-
tocols in the later sections. We first introduce a view for
defining the security.

5.1 Views

In formalizing the security of MPC, views play a crucial
role. Views for a set of players C ⊆ [n] are a set of random
variables that consist of inputs, randomnumbersC generates,
and the transcripts C receives from C. Specifically, the view
of the i-th player is defined as

Φi B (Xi,Ri;T (1)i ,T (2)i , . . . ,T (`)i ),

where Xi , Ri , andT (u)i are random variables corresponding to
the i-th party’s input, randomnumbers for the i-th party, and a
transcript that the i-th party receives at the u-th transmission
(1 ≤ u ≤ `), respectively. For example, in the case of
addition and multiplication protocols explained in Sects. 4.1
and 4.2, the views for the set of parties C such that |C| = t
are

Φadd
C
B

(
XC ; V (1)

C
,V (2)
C
,Wi

)
,

Φmult
C
B

(
XC,RC,[t]; V (1)

C
,V (2)
C
,W[n]\C,C,Vi

)
,

respectively, where the party i is selected outside the set C
for recovering the secret s in a recovery phase.

Remark 5.1. Generally, a view consists of randomvariables,
sometimes depending on the situation. We clarify whether
the views are actual values or random variables by lower and
upper cases, respectively. In particular, the random variable
corresponding to the view Φi given the input xi is denoted
by Φi(xi). Note that the probability distribution of Φi(xi)
follows the conditional probability distribution PΦi |Xi

(·|xi).

5.2 Simulation-Based Security

In defining the security of MPC, we have to guarantee that
no information beyond the inputs and outputs leaks to a
set of corrupted parties. To formulate this notion, so-
called simulation-based security is useful. The definition
of simulation-based security follows [5], [13], [14].

Let xi and yi be the input and output of the i-th player.
We also define ωi B (xi, yi). Simulation-based security
states that there exists a probabilistic algorithm Sim(·) that
simulates the tuple of random variablesΦC by using the C’s
inputs and outputs view ωC B (xC, yC). Note that the views
actually depend on all inputs and outputs ω[n] = (x[n], y[n]).

Definition 5.2 ([5], [13], [14]). AnMPC protocol π is called
t-private if a set of C ⊆ [n] of corrupted parties satisfies the
following: If |C| ≤ t, there exists a probabilistic algorithm
Sim(·) that simulates the view with respect to w[n]. Con-
cretely, it holds that

∀w[n],Sim(ωC) ≡ΦC(ω[n]), (24)

where for two random variables A and B, A ≡ B means that
random variables A and B are equivalent, i.e., A and B are
perfectly indistinguishable.

The computing power of the simulator Sim(·) will be
discussed in the next section (Remark 5.3).

5.3 Variants of Simulation-Based Security

The simulation-based security introduced in the previous
section is traditional, and we can see the same definitions in
[5], [13], [14], for instance. In this section, we show several
variants of simulation-based security from the information
theory perspective.

5.3.1 Formalization via Conditional Probability

The conditional probability distribution associated with the
random variable ΦC(ω[n]) in the left hand side of (24) is
PΦC |Ω[n] (· | ω[n]). Hence, the existence of the simulator
Sim(·) is equivalent to the existence of conditional probabil-
ity distribution PΦC |ΩC (· | ωC) such that

∀ϕC,∀ω[n],PΦC |Ω[n] (ϕC |ω[n]) = PΦC |ΩC (ϕC |ωC). (25)

Note that PΦC |Ω[n] (· | ω[n]) can be determined from the
protocol. Therefore, if the designed protocol π satisfies (25),
the simulator Sim(·) that satisfies (24) does exist.

Remark 5.3 (Comparable Security). The computing power
of the corrupted parties is essential to define security. Usu-
ally, a simulator should be a probabilistic polynomial-time
algorithm for simulating random variables. However, in the
case of MPC, the computing power of the corrupted parties
depends on that of the simulator.

Formally, this is called comparable security [30]. Since
we are now considering the information-theoretic MPC, the
computing power of corrupted parties is also unlimited.
Hence, the computational power of the simulator Sim(·) is
unlimited, which validates that a conditional probability can
characterize the simulator.

On the other hand, if the computing power of Sim(·) is
limited, then the equivalence between (24) and (25) does not
hold in general. Therefore, exploring the condition where
(24) and (25) are equivalent for the computationally-bounded
simulator is interesting.

5.3.2 Formalization via Markov Chain

Considering the fact that (ωC,ωC) is identical withω[n], (25)
implies that Ω

C
andΦC are conditionally independent given

ΩC . In other words, Ω
C
, ΩC , andΦC form a Markov chain

in this order, which is specifically written as

Ω
C
−◦− ΩC −◦−ΦC . (26)
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5.3.3 Formalization via Conditional Mutual Information

It is well known that the Markov chain given by (26) has the
equivalent form such that

I(Ω
C
∧ΦC | ΩC) = 0. (27)

For instance, see [17] for details.
The implication of (27) is that the corrupted parties’

view ΦC contains no information about the honest parties’
inputs and outputs Ω

C
except C’s inputs and outputs ΩC ,

which seems intuitively understandable.
Note that the representation of information measures

was presented, for instance, in [31] for defining t-private
computation†, which is essentially the same as (27), al-
though the relation to the simulation-based security is not
mentioned.

5.3.4 Formalization via Sufficient Statistics

The Markov chain given by (26) also offers an important sta-
tistical observation uponMPC in terms of sufficient statistics.
The definition of sufficient statistics is as follows [16], [17]:

Definition 5.4 (Sufficient statistics [16], [17]). Suppose
we have a family of parametrized probability distributions
{PXθ }θ . Then, for a random variable X , a statistic σ(X) is
sufficient for θ if it contains all the information in X about θ.

The intuitivemeaning of sufficient statistics is thatσ(X)
is sufficient for guessing the parameter θ instead of using X
since σ(X) contains all the information in X about θ.

There are several equivalent definitions of sufficient
statistics. This paper introduces information-theoretic char-
acterization of sufficient statistics as follows [17].

Definition 5.5 ([17]). For a random variable X , a statistic
σ(X) is sufficient for θ if it holds for arbitrary distribution of
θ that

θ −◦− σ(X) −◦− X . (28)

Note that the order of data processing is θ, X , andσ(X),
i.e., it holds that, for arbitrary distribution of θ,

θ −◦− X −◦− σ(X). (29)

Hence, sufficient statistic σ(X) satisfies (28) and (29) simul-
taneously.

Returning to the protocols ofMPC, observe thatΦC can
be computed from ΩC without using ΩC . Hence, we have a
Markov chain such that

Ω
C
−◦−ΦC −◦− ΩC . (30)

†A t-private computation is a kind of MPC, where n party
computes a function with n inputs and an output secure against at
most t collusion of the parties. BGW protocols are also t-private
computation.

Combining (30) with (26), we can conclude that ΩC is
a sufficient statistic with respect to ω

C
by regarding ΩC =

σ(ΦC) as a statistics ofΦC .
The intuitive meaning of this observation is that the

inputs and outputs ΩC for the corrupted party C is sufficient
for guessing the honest parties inputs and outputsω

C
instead

of using C’s viewΦC , i.e.,ΦC is useless for guessing ωC .

5.4 Toward the Security Proofs on BGW Protocols

In the following sections, we will prove the security of the
protocols πadd and πmult using the variants of simulation-
based security presented in the previous section. For this
purpose, we summarize the previous Sects. 5.2 and 5.3 as
the following theorem.

We note that we construct the simulator in order to
prove (i), which is the standard manner in proving the secu-
rity of MPCs. These simulators are presented, for instance,
in [13], [14]; hence, we omit such proof. Rather, we are
interested in (iv) and (v), i.e., the security proofs based on
information measures and sufficient statistics since they are
outside the scope of the standard discussion of simulation-
based security.

Theorem5.6. For allC ⊆ [n] corrupted partieswith |C| = t,
the following (i)–(v) are equivalent.
(i) Simulation-based Security defined by (24) in Definition

5.2.
(ii) ∀ϕC,∀ω[n], PΦC |Ω[n] (ϕC | ω[n]) = PΦC |ΩC (ϕC | ωC) as

defined in (25).
(iii) Ω

C
−◦− ΩC −◦−ΦC as defined in (26).

(iv) I(Ω
C
∧ΦC |ΩC) = 0 as defined in (27).

(v) ΩC is a sufficient statistic with respect to ω
C
by regard-

ing ΩC = σ(ΦC) as a statistics ofΦC .

Without loss of generality, we assume in the following
proofs that the first and the second players input s(1) and
s(2), respectively. We also assume that C ∈ {3,4, . . . ,n} and
i < C.

6. Security Proofs of MPC by Information Measures

This section is devoted to proving the t-privacy on the ad-
dition and multiplication protocols of BGW in the sense of
Theorem 5.6–(iv), i.e., from the view of information mea-
sures.

Theorem 6.1. The addition protocol πadd and the multi-
plication protocol πmult are t-private in the sense of (iv) in
Theorem 5.6.

Hereafter, we prove Theorem 6.1 on πadd and πmult.
Through these proofs, we can see that the security of BGW
protocols can be shown by exploiting the same techniques to
prove the security of secret-sharing schemes.

6.1 Security Proofs on πadd

Proof of Theorem 6.1 on πadd. To prove t-privacy of πadd,
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we will show for a set of parties C with cardinality t that

I(Ω
C
∧Φadd

C
| ΩC) = 0, (31)

where, for S B S(1) + S(2) and i < C, we set†

ΩC B (⊥,S) ,

Ω
C
B

(
(S(1),S(2)),S

)
,

Φadd
C
B

(
⊥; V (1)

C
,V (2)
C
,Wi

)
.

To prove (31), we will show that the conditional mutual
information is not positive. For this purpose, we decompose
the conditional mutual information such that

I(Ω
C
∧Φadd

C
| ΩC)

= I
(
((S(1),S(2)),S) ∧ (V (1)

C
,V (2)
C
,Wi) | S

)
= H

(
V (1)
C
,V (2)
C
,Wi | S

)
− H

(
V (1)
C
,V (2)
C
,Wi | S(1),S(2),S

)
. (32)

The first term of (32) is upper-bounded as

H
(
V (1)
C
,V (2)
C
,Wi,S

)
(a)
= H

(
V (1)
C
,V (2)
C
,WC,Wi,S

)
(b)
= H

(
V (1)
C
,V (2)
C
,WC,S

)
(c)
= H

(
V (1)
C
,V (2)
C
,S

)
≤ H(V (1)

C
) + H(V (2)

C
) + H(S), (33)

where the last inequality holds due to the subadditivity of the
entropy function (Prop. 2.1–2.), and themarked equalities are
due to the following facts in conjunction with Prop. 2.2–1.:

(a) From (13), we can compute WC from (V (1)
C
,V (2)
C
).

Hence, WC can be included without changing Shannon
entropy.

(b) From (14), we can compute Wi from (WC,S). Hence,
we can exclude Wi without changing Shannon entropy.

(c) The same reason as (a).

Recalling that t = |C|, it is easy to see that the following
cardinality bounds (Prop. 2.1–1.) hold because V (1)

C
and V (2)

C

distribute over Ft .

H(V (1)
C
) ≤ t log |F|,

H(V (2)
C
) ≤ t log |F|.

Hence, (33) is upper-bounded as

H
(
V (1)
C
,V (2)
C
,Wi,S

)
≤ 2t log |F| + H(S),

which yields
†The symbol ⊥ means no input is given.

H
(
V (1)
C
,V (2)
C
,Wi | S

)
≤ 2t log |F|. (34)

Next, we evaluate the second term of (32).

H
(
V (1)
C
,V (2)
C
,Wi,S(1),S(2),S

)
(d)
= H

(
V (1)
C
,V (2)
C
,S(1),S(2),S

)
(e)
= H

(
R(1)
[t]
,R(2)
[t]
,S(1),S(2),S

)
(f)
= H(R(1)

[t]
) + H(R(2)

[t]
) + H(S,S(1),S(2))

= 2t log |F| + H(S,S(1),S(2)),

where the marked equalities hold because of the following
reasons:

(d) The same reason with (a) and (b) in (33).
(e) From (12), we can replace V (i)

C
with R(i)

[t]
for i = 1,2.

(f) The random variables R(1)
[t]
, R(2)
[t]
, and (S,S(1),S(2)) are

statistically independent.

Therefore, the second term of (32) is calculated as:

H
(
V (1)
C
,V (2)
C
,Wi | S(1),S(2),S

)
= 2t log |F| (35)

Combining (34) and (35), we obtain

I(Ω
C
∧Φadd

C
| ΩC) ≤ 0.

From the non-negativity of the conditional mutual in-
formation, we obtain (31). �

6.2 Security Proofs on πmult

Proof of Theorem 6.1 on πmult. In the case of multiplication
protocol, recall that n = τ + 1.

To prove that the t-privacy of πmult, we will show that

I(Ω
C
∧Φmult

C
| ΩC) = 0, (36)

where, for S B S(1)S(2) and i < C, we set

ΩC B (⊥,S) ,

Ω
C
B

(
(S(1),S(2)),S

)
,

Φmult
C
B

(
⊥,RC,[t]; V (1)

C
,V (2)
C
,W[n]\C,C,Vi

)
.

To prove (36), we will show that the conditional mutual
information is not positive, which is a similar strategy in
proving Prop. 3.4.

First, we decompose the conditionalmutual information
as follows:

I(Ω
C
∧Φmult

C
| ΩC)

= I
(
(S(1),S(2),S)

∧(RC,[t],V
(1)
C
,V (2)
C
,W[n]\C,C,Vi) | S

)
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= H(RC,[t],V
(1)
C
,V (2)
C
,W[n]\C,C,Vi | S)

− H(RC,[t],V
(1)
C
,V (2)
C
,W[n]\C,C,Vi | S(1),S(2),S).

(37)

The evaluation of the first term of (37) is as follows:

H(RC,[t],V
(1)
C
,V (2)
C
,W[n]\C,C,Vi,S)

(a)
= H(RC,[t],V

(1)
C
,V (2)
C
,WC,C,W[n]\C,C,Vi,S)

= H(RC,[t],V
(1)
C
,V (2)
C
,W[n],C,Vi,S)

(b)
= H(RC,[t],V

(1)
C
,V (2)
C
,W[n],C,VC,Vi,S)

(c)
= H(RC,[t],V

(1)
C
,V (2)
C
,W[n],C,VC,S)

(d)
= H(RC,[t],V

(1)
C
,V (2)
C
,W[n]\C,C,S)

≤ H(RC,[t]) + H(V (1)
C
) + H(V (2)

C
)

+ H(W[n]\C,C) + H(S), (38)

where the last inequality holds from the subadditivity of the
entropy (Prop. 2.1–2.), and themarked equalities follow from
the following observations with Prop. 2.1–1.

(a) From (15) and (17), Wi,C can be uniquely determined
from V (1)i ,V (2)i and Ri,[t] for all i ∈ C. Hence we can
include WC,C .

(b) From (22), Vi can be uniquely computed fromW[n],i for
all i ∈ C. Hence, we can include VC .

(c) Using Prop. 3.3 for the relation (23), VC and S deter-
mines Vi uniquely. Hence, we can exclude Vi .

(d) We can exclude WC,C and VC due to the observations
(a) and (b) above, respectively.

Noticing that |C| = t, we have the following cardinality
bounds:

H(RC,[t]) = t2 log |F|,

H(V (1)
C
) ≤ t log |F|,

H(V (2)
C
) ≤ t log |F|,

H(W[n]\C,C) ≤ t(n − t) log |F|.

From these (in)equalities, (38) can be bounded as

H(RC,[t],V
(1)
C
,V (2)
C
,W[n]\C,C,Vi,S)

≤ t(n + 2) log |F| + H(S).

Hence, we obtain

H(RC,[t],V
(1)
C
,V (2)
C
,W[n],C,Vi | S)

≤ t(n + 2) log |F|. (39)

To evaluate the second term in (37), we compute:

H(RC,[t],V
(1)
C
,V (2)
C
,W[n]\C,C,Vi,S(1),S(2),S)

(e)
= H(RC,[t],V

(1)
C
,V (2)
C
,W[n]\C,C,S(1),S(2),S)

= H(RC,[t],V
(1)
C
,S(1),V (2)

C
,S(2),W[n]\C,C,S)

(f)
= H(RC,[t],R

(1)
[t]
,S(1),R(2)

[t]
,S(2),W[n]\C,C,S)

(g)
= H(RC,[t],R

(1)
[t]
,S(1),R(2)

[t]
,S(2),W[n]\C,W[n]\C,C,S)

(h)
= H(RC,[t],R

(1)
[t]
,S(1),R(2)

[t]
,S(2),W[n]\C,R[n]\C,[t],S)

= H(R(1)
[t]
,S(1),R(2)

[t]
,S(2),R[n],[t],W[n]\C,S)

(i)
= H(R(1)

[t]
,S(1),R(2)

[t]
,S(2),R[n],[t],S)

(j)
= H(R(1)

[t]
) + H(R(2)

[t]
) + H(R[n],[t]) + H(S(1),S(2),S)

(k)
= t(n + 2) log |F| + H(S(1),S(2),S), (40)

where the marked equalities follow from the following rea-
sons:

(e) Vi can be excluded due to the same reasons as (a)–(d)
in (38).

(f) Since (12) holds in πmult, we can replace V (i)
C

with R(i)
[t]

for i = 1,2.
(g) Recall that we compute V (i)

[n]
from (R(i)

[t]
,S(i)) for i =

1,2. Then, from (15), we have W[n] from V (1)
[n]

and V (2)
[n]

,
which involves W[n]\C . Hence, we can add W[n]\C by
considering Prop. 2.1–1.

(h) From (19), we can replace W[n]\C,C with R[n]\C,[t].
(i) Since S(1), S(2), R(1)

[t]
, R(2)
[t]
, and R[n],[t], are all inputs

and randomness used in πmult, W[n]\C can be computed
from them. Hence, considering Prop. 2.1–1., W[n]\C
can be excluded.

(j) Random variables R(1)
[t]
, R(2)
[t]
, R[n],[t], and (S(1),S(2),S)

are mutually independent from the protocol πmult.
(k) It is easy to check that H(R(1)

[t]
) = t log |F|, H(R(2)

[t]
) =

t log |F|, and H(R[n],[t]) = nt log |F|.

Hence, we have

H(RC,[t],V
(1)
C
,V (2)
C
,W(C),Vi | S(1),S(2),S)

= t(n + 2) log |F|, (41)

Combining (39) and (41), (37) is upper-bounded as follows:

I(Ω
C
∧Φmult

C
| ΩC) ≤ 0.

Since the conditional mutual entropy is non-negative, we
obtain (36). �

7. Security Proofs via Sufficient Statistics

In the previous section, we proved that the addition and
multiplication protocols are t-private in the sense of Theo-
rem 5.6–(iv), i.e., from the view of information measures. In
this section, we prove (v) in Theorem 5.6 for these protocols.

To prove (v) in Theorem 5.6, we review Fisher’s factor-
ization theorem. We omit the proof, but the readers can refer
to [16].
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Proposition 7.1 (Fisher’s Factorization Theorem, [16]). A
statistic σ(X) is sufficient with respect to θ if and only if
PX |Θ(x |θ) = gθ (σ(x))h(x) holds where the functions gθ (·)
and h(·) satisfy

• gθ (·) is a function that depends on θ, and
• h(·) is a function that does not depend on θ. �

Applying Proposition 7.1 to (v) in Theorem 5.6, we
immediately obtain the following corollary:

Corollary 7.2 (Factorization in MPC). An MPC is t-secure
if ΩC is a sufficient statistic with respect to ω

C
, which holds

if and only if

PΦC |ΩC (ϕC |ωC) = gωC (ωC)h(ϕC), (42)

holds where gω
C
(·) and h(·) satisfy:

• gω
C
(·) is a function that depends on ω

C
.

• h(·) is a function that does not depend on ω
C
.

Utilizing Corollary 7.2, we can prove the following
theorem:

Theorem 7.3. The addition protocol πadd and the multi-
plication protocol πmult are t-private in the sense of (v) in
Theorem 5.6.

In the following, we verify (42) for πadd and πmult.

7.1 Security Proofs on πadd

Proof of Theorem 7.3 on πadd. Recall the following actual
values of inputs, outputs, and views.

ωC B (⊥, s)

ω
C
B

(
(s(1), s(2)), s

)
ϕadd
C
B

(
⊥; v(1)

C
, v
(2)
C
, wi

)
.

In order to check the factorization theorem, we calcu-
late†

PΦadd
C
Ω
C
(ϕadd
C
,ω
C
) = P(v(1)

C
, v
(2)
C
, wi, s(1), s(2), s).

We observe that s and wi are uniquely determined by
(s(1), s(2)) and (v(1)

C
, v
(2)
C
, s), respectively, in the followingman-

ners.

• s = s(1) + s(2).
• From (13), we can compute wC = v

(1)
C
+ v
(2)
C
. Then,

recalling that (14), we can compute wi from (wC, s).
Namely, we have a map

µt
C,i : (v(1)

C
+ v
(2)
C
, s) 7→ wi .

Hence, we have
†The random variables in the suffix, i.e., X of PX (·), are some-

times omitted due to the space limitation hereafter.

P(v(1)
C
, v
(2)
C
, wi, s(1), s(2), s)

= P(v(1)
C
, v
(2)
C
, s(1), s(2))

× 1
(
µt
C,i(v

(1)
C
+ v
(2)
C
, s) = wi

)
1(s = s(1) + s(2)),

where 1(·) is an indicator function that takes 1 when the
relation in the parenthesis holds; otherwise, it takes 0.

The probability P(v(1)
C
, v
(2)
C
, s(1), s(2)) above can be trans-

formed into

P(v(1)
C
, s(1), v(2)

C
, s(2)) = P(r (1)∗

[t]
, s(1),r (2)∗

[t]
, s(2))

=
P(s(1), s(2))
|F|2t

,

Summarizing the above, we have

PΦadd
C
,Ω
C
(ϕadd
C
,ω
C
) =

P(s(1), s(2))
|F|2t

× 1
(
µt
C,i(v

(1)
C
+ v
(2)
C
, s) = wi

)
1(s = s(1) + s(2)),

which yield††

PΦadd
C
|Ω
C
(ϕadd
C
| ω
C
)

=
1
|F|2t

1
(
µt
C,i(v

(1)
C
+ v
(2)
C
, s) = wi

)
1(s = s(1) + s(2)).

(43)

Therefore, we have the following decomposition such that

gω
C
(ωC) = 1(s = s(1) + s(2)),

h(ϕadd
C
) =

1
|F|2t

1
(
µt
C,i(v

(1)
C
+ v
(2)
C
, s) = wi

)
.

Recalling the protocol πadd, s is recovered from wC =

v
(1)
C
+ v
(2)
C

and wi . Hence, we can see that h(ϕadd
C
) depends

neither s(1) nor s(2), which completes the proof. �

7.2 Security Proofs on πadd

Proof of Theorem 7.3 on πmult. Recall the following actual
values of inputs, outputs, and views.

ωC B (⊥, s)

ω
C
B ((s(1), s(2)), s)

ϕmult
C
B (⊥,r t

C
; v(1)
C
, v
(2)
C
, w[n]\C,[n], vi).

In a similar way with the proof on πadd, we compute

PΦmult
C

Ω
C
(ϕmult
C

,ω
C
)

††Note that PΦadd
C
|Ω
C

(ϕadd
C
| ω
C
) can take an arbitrary value

when s is not consistent with s(1) and s(2). Hence, to avoid such
arbitrariness, we define it to be 0 when s , s(1) + s(2) in (43) to
indicate that the conditional probability is meaningless. The same
discussion will apply to the case of πmult when s , s(1)s(2) in (44).
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= P(v(1)
C
, s(1), v(2)

C
, s(2),rC,[t], w[n]\C,C, vi, s)

We first point out that vi is uniquely determined by
v
(1)
i , v

(2)
i ,ri,[t] and s for all i ∈ C with the same reason with

(a) and (b) in (38). Hence, we define the map µC such that

µC : (v(1)
C
, v
(2)
C
,rC,[t], s) 7→ vi .

We also observe that s is determined uniquely by s(1) and
s(2). Hence, we have

P(v(1)
C
, s(1), v(2)

C
, s(2),rC,[t], w[n]\C,C, vi, s)

= P(v(1)
C
, s(1), v(2)

C
, s(2),rC,[t], w[n]\C,C)

× 1(s = s(1)s(2))1
(
µ(v
(1)
C
, v
(2)
C
,rC,[t], s) = vi

)
.

The probability P(v(1)
C
, s(1), v(2)

C
, s(2),rC,[t], w[n]\C,C) can

be transformed as

P(v(1)
C
, s(1), v(2)

C
, s(2),rC,[t], w[n]\C,C)

(a)
= P(r (1)∗

[t]
, s(1),r (2)∗

[t]
, s(2),rC,[t], w[n]\C,C)

(b)
= P(r (1)∗

[t]
, s(1),r (2)∗

[t]
, s(2),rC,[t], w[n]\C, w[n]\C,C)

(c)
= P(r (1)∗

[t]
, s(1),r (2)∗

[t]
, s(2),rC,[t], w[n]\C,r∗[n]\C,[t])

= P(r (1)∗
[t]

,r (2)∗
[t]

,rC,[t],r∗[n]\C,[t])P(s
(1), s(2))

=
P(s(1), s(2))
|F|t(n+2) ,

where the marked equalities (a), (b), and (c) hold with the
same reason with (f), (g), and (h) in (40), respectively. The
values r (1)∗

[t]
, r (2)∗
[t]

, and r∗
[n]\C,[t]

are the random numbers
uniquely determined in each transformation.

Summarizing, we have

PΦmult
C

,Ω
C
(ϕmult
C

,ω
C
) =

P(s(1), s(2))
|F|t(n+2)

× 1(s = s(1)s(2))1
(
µ(v
(1)
C
, v
(2)
C
,rC,[t], s) = vi

)
.

Hence, It holds that

PΦmult
C
|Ω
C
(ϕmult
C
| ω
C
) =

1
|F|t(n+2)

× 1(s = s(1)s(2))1
(
µ(v
(1)
C
, v
(2)
C
,rC,[t], s) = vi

)
, (44)

which is decomposed as

gω
C
(ωC) = 1(s = s(1)s(2)),

h(ϕmult
C
) =

1
|F|t(n+2)1

(
µ(v
(1)
C
, v
(2)
C
,rC,[t], s) = vi

)
.

Recalling the protocol πmult, s is recovered from ϕmult
C

,
which contains neither s(1) nor s(2), which completes the
proof. �

8. Concluding Remarks

This paper explored the simulation-based security of MPC
under a semi-honest setting through a lens of information
theory and statistics. For this purpose, we reviewed secret
sharing with Shamir’s scheme, the addition and multiplica-
tion protocols of BGW protocols, denoted by πadd and πmult,
respectively.

In order to understand the simulation-based security of
MPC from information theory and statistics, we introduced
simulation-based security for information-theoretic MPC in
a standardmanner [13], [14], andwe discussed several equiv-
alent formalizations of simulation-based security for MPC
protocols. We obtained four equivalent formalizations of
simulation-based security based on conditional probabili-
ties, Markov chains, conditional mutual information, and
sufficient statistics.

Instead of omitting the proof of simulation-based secu-
rity, i.e., constructions of simulators [13], [14], we showed
two types of security proofs for BGW protocols for addi-
tion and multiplication in a semi-honest model. One proof
is based on information measures, and the other on suffi-
cient statistics. The proofs based on information measures
exploited the same techniques as the security proof of secret-
sharing schemes, i.e., random variables’ inclusion, deletion,
and replacement. The key in the proofs based on sufficient
statistics was the factorization theorem, which suggested cal-
culating the conditional probability distributions of views
given the pair of inputs and outputs. This was achieved by
the observations in the proofs based on information mea-
sures. Both proofs seemed not to use simulation explicitly.

For future work, we list the problems not investigated
in this paper.

• There are a lot of security proofs based on simulations,
e.g., in [5]. Applying the techniques in this paper to
these security proofs is worth investigating. In partic-
ular, it would be interesting if we could capture the
security formalization of malicious security by our ap-
proaches. Note that [13] proved the malicious security
of BGW protocols when t < n/3 with the aid of verifi-
able secret-sharing schemes [32].

• By using the formalization by information measures,
there is a possibility that we can allow information leak-
age for MPC like ramp secret sharing [33], [34].

• From the computational security side, informationmea-
sures in computational complexity theory are also dis-
cussed in, for instance, [8], [35], [36]. Can we prove the
security of computationally secure MPCs using these
information measures? Furthermore, it would be in-
teresting if we could define a computational-theoretic
version of sufficient statistics.
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