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2-SAT Based Linear Time Optimum Two-Domain Clock Skew
Scheduling in General-Synchronous Framework∗

Yukihide KOHIRA†a), Member and Atsushi TAKAHASHI††, Senior Member

SUMMARY Multi-domain clock skew scheduling in general-synchro-
nous framework is an effective technique to improve the performance of
sequential circuits by using practical clock distribution network. Although
the upper bound of performance of a circuit increases as the number of
clock domains increases in multi-domain clock skew scheduling, the im-
provement of the performance becomes smaller while the cost of clock dis-
tribution network increases much. In this paper, a linear time algorithm that
finds an optimum two-domain clock skew schedule in general-synchronous
framework is proposed. Experimental results on ISCAS89 benchmark cir-
cuits and artificial data show that optimum circuits are efficiently obtained
by our method in short time.
key words: general-synchronous framework, multi-domain clock skew
scheduling, two-domain clock skew scheduling, 2-SAT

1. Introduction

The semiconductor manufacturing process technology has
improved the scale, speed and power consumption of LSI
circuits. However, increasing the ratio of the routing de-
lay in the propagation delay bounds the amount of im-
provements in the conventional clock synchronous frame-
work in which the simultaneous clock distribution to every
register is assumed. We call the conventional clock syn-
chronous framework complete-synchronous framework (c-
frame). The increases of the size and power consumption
of a clock distribution circuit have become serious issues
in c-frame. While, a clock synchronous framework [2]–
[4], in which the clock is assumed to be distributed peri-
odically to each register though not necessarily to all the
registers simultaneously, is expected to give an essential
solution. The clock synchronous framework without re-
striction of simultaneity has been discussed in the context
of clock skew scheduling (CSS) [2], [3], useful-skew [5],
semi-synchronous [6] and so on. In this paper, we call the
clock synchronous framework general-synchronous frame-
work (g-frame). In g-frame, the quality of circuit such as the
clock frequency, area, power consumption and peak power
consumption is expected to be improved.

However, an unconstrained clock schedule with a large
number of arbitrary clock delays cannot be realized reliably.
Due to process variations, it is difficult to implement a clock
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schedule with a large number of arbitrary clock delays. In
practice, it is desirable that clock scheduling in g-frame is
constrained to a limited number of clock delays. Multi-
domain clock skew scheduling (MDCSS) has been proposed
to meet this practical design requirement in [7]. Instead
of assigning arbitrary number of clock delays, MDCSS re-
stricts the number of feasible clock delays to a small num-
ber, called clock domains.

Many methods have been proposed to solve MDCSS
problem. An algorithm based on simulated annealing has
been proposed in [8], [9]. In [7], the authors formulated
MDCSS problem as a mixed integer programming prob-
lem and solved it by a SAT-based algorithm. Although this
method guarantees the optimality, its computational time is
long because it takes long time to solve a SAT problem. In
[10], a multi-level clustering algorithm has been proposed.
The algorithm recursively merges half of the registers at
each level until the total number of clusters is small enough.
Compared to the work of [7], this algorithm is much faster.
However, the algorithm is heuristic and it does not guaran-
tee the optimality. An exact algorithm based on branch-and-
bound search framework with greedy speeding up heuristics
has been proposed in [11]. In [12], it is proved that MDCSS
problem is NP-complete when the number of clock domains
is |V |/2, where |V | is the number of registers. Moreover, in
[12], the algorithm has been proposed to obtain an optimum
clock schedule in MDCSS problem. The time complex-
ity of the algorithm proposed in [12] is O((k − 1)!|V ||E|k),
where k is the number of clock domains, |V | is the num-
ber of registers, and |E| is the number of register pairs with
signal propagations. It means that MDCSS problem can be
solved in polynomial time if the number of clock domains
is restricted to a small constant. Of course, the amount of
improvement becomes smaller if the number of clock do-
mains is restricted in g-frame. However, the performance of
a circuit in g-frame is usually improved much compared to
that in c-frame even if the number of clock domains is two.
For example, in [13], it is shown that the power consump-
tion of the clock tree in two-domain clock skew scheduling
(2DCSS) is smaller than that in MDCSS and the clock period
in 2DCSS is reduced by 10% compared with that in c-frame.
Therefore, the fast 2DCSS algorithm is desired in practical
circuit design to improve the circuit performance by a prac-
tical clock distribution network. However, the algorithm in
[12] takes to much time since the time complexity of the
algorithm in [12] is O(|V ||E|2) when k = 2.

In this paper, we propose an optimum linear time algo-
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rithm that maximizes the performance under the constraint
that the number of clock domains is restricted to two in g-
frame. In our method, MDCSS problem is translated into 2-
SAT problem. In our 2-SAT problem formulation, each vari-
able corresponds to clock timing of each register and each
set of four clauses corresponds to timing constraints for a
register pair. Since 2-SAT problem formulation is obtained
from MDCSS problem in O(|V | + |E|) time in our proposed
method and 2-SAT problem can be solved in O(|V | + |E|)
time [14], our proposed method is a linear time algorithm.

The contribution of this paper includes:

• We improve the time complexity of the algorithm for
MDCSS problem where the number of clock domains
is restricted to two in g-frame. The time complexity
of our proposed method is O(|V | + |E|) and it is faster
than the existing method proposed in [12] whose time
complexity is O(|V ||E|2).
• Experimental results on ISCAS89 benchmarks and ar-

tificial data show the optimality and efficiency of our
method.

The rest of the paper is organized as follows: in Sect. 2,
we discuss g-frame and the formulation of MDCSS prob-
lem. We propose a linear time algorithm for MDCSS prob-
lem where the number of clock domains is restricted to two
in Sect. 3. In Sect. 4, an improvement of the algorithm pro-
posed in [12] is discussed to make a fair experimental com-
parison with the proposed method. Experimental results are
presented and discussed in Sect. 5. The paper is concluded
in Sect. 6.

2. Preliminaries

2.1 General-Synchronous Framework

A circuit in a clock synchronous framework works correctly
with a clock period T if the following two types of con-
straints are satisfied for every register pair with signal prop-
agations [2].

Setup (No-zero-clocking) constraints

S (a) − S (b) ≤ T − Dmax(a, b)

Hold (No-double-clocking) constraints

S (b) − S (a) ≤ Dmin(a, b),

where S (a) (S (b)) is clock timing of a register a (b), which
is defined as the difference in clock arrival time between a
(b) and an arbitrarily chosen reference register, Dmax(a, b)
(Dmin(a, b)) is the maximum (minimum) delay from a to b
(Fig. 1).

Since a clock ticks all registers simultaneously in c-
frame, the clock period must be larger than or equal to the
maximum of delays between register pairs. Let TC(G) be
the minimum clock period of a circuit G in c-frame, which
is equal to the maximum of delays between register pairs.
On the other hand, in g-frame, circuits can work correctly

Fig. 1 Timing chart.

Fig. 2 An example of circuit and constraint graph.

with the clock period which is smaller than the maximum of
delays between register pairs, if all register pairs with signal
propagations satisfy two types of constraints.

Let TG(G) be the minimum clock period of a circuit G
in g-frame under the assumption that the clock can be fed to
each register at an arbitrarily designated timing. Hereafter,
we simply call TG(G) the minimum clock period of G in g-
frame. Note that TG(G) ≤ TC(G) since the clock timing of
each register can also be set to the same in g-frame. TG(G)
is determined by the constraint graph H(G) = (Vr, Er) for
G, where vertex set Vr corresponds to registers in G and di-
rected edge set Er corresponds to two types of constraints
[3], [4]. An edge in Er from a register a to a register b
with weight Dmin(a, b), called the D-edge, corresponds to
the hold constraint, and an edge from a register b to a reg-
ister a with weight T − Dmax(a, b), called the Z-edge, corre-
sponds to the setup constraint. Let H(G, t) be the constraint
graph in which the clock period T of Z-edges in H(G) is
set to t. Let the weight of a directed cycle in H(G, t) be the
sum of edge weights on the directed cycle. It is known that
the minimum clock period TG(G) is the minimum t such that
there is no cycle with negative weight in the constraint graph
H(G, t) [3], [4].

For example, the constraint graph H(G, 9) of the cir-
cuit G shown in Fig. 2(a) is shown in Fig. 2(b). In Fig. 2(b),
solid (dashed) lines correspond to Z-edges (D-edges). The
constraint graph H(G, T ) has no cycle with negative weight
when T ≥ 9 and the weight of cycle (a, c, b, a) represented
by bold lines in Fig. 2(b) is negative when T < 9. Therefore,
the minimum clock period TG(G) = 9.

2.2 Problem Definition

Given the number k of clock domains, the objective of MD-
CSS is to decide the k domain values {s1, s2, . . . , sk} as well
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as to assign each register one domain value such that the
clock period T is minimized while the setup and hold con-
straints are satisfied. Since the clock timing is defined by
the difference from that of an arbitrarily chosen reference
register, without loss of generality, we assume that s1 = 0
and si ≤ si+1(1 ≤ i ≤ k − 1) in the rest of the paper. MDCSS
problem is formally formulated as follows:� �

MDCSS

Input: maximum and minimum delays between regis-
ter pairs Dmax(a, b) and Dmin(a, b) for ∀(a, b) ∈ Er

Output: minimum clock period Tk and a clock sched-
ule S : ∀a→ {s1(= 0), s2, . . . , sk}

Constraint: Satisfy hold and setup constraints.
� �

We focus on 2DCSS problem, in which the number of
clock domains is restricted to two in g-frame. 2DCSS prob-
lem is defined as follows:� �

2DCSS

Input: maximum and minimum delays between regis-
ter pairs Dmax(a, b) and Dmin(a, b) for ∀(a, b) ∈ Er

Output: minimum clock period T2 and a clock sched-
ule S : ∀a→ {s1(= 0), s2(≥ 0)}

Constraint: Satisfy hold and setup constraints.
� �

Moreover, the decision version of 2DCSS problem is
defined as follows:� �

Decision problem of 2DCSS

Input: maximum and minimum delays between regis-
ter pairs Dmax(a, b) and Dmin(a, b) for ∀(a, b) ∈ Er,
clock period T and clock timing s2(≥ 0)

Question: Does a clock schedule S : ∀a → {s1(=
0), s2(≥ 0)} exist?

Constraint: Satisfy hold and setup constraints.
� �
2.3 2-SAT

In our method, the decision problem of 2DCSS problem is
translated into 2-SAT problem. 2-SAT problem is the prob-
lem of determining whether a collection of clauses with two-
valued variables can be assigned values satisfying all the
clauses. 2-SAT problem is often described using a Boolean
expression with a conjunction of disjunctions, where each
disjunction has two literals that are either variables or the
negations of variables. Hereinafter, we also use Boolean ex-
pressions. 2-SAT problem and value assignment of 2-SAT
problem are defined as follows:

Step1 TU = TC , TL = max{max(a,a)∈Er {Dmax(a, a)},max(a,b)∈Er

{(Dmax(a, b) − Dmin(a, b))}}.
Step2 while (TU − TL > ΔT ) do

Solve the decision problem of 2DCSS problem
with T = TU+TL

2 and s2 = max{0,D−min,TC−T }
by corresponding 2-SAT problem.
if “yes” then TU =

TU+TL
2 .

else TL =
TU+TL

2 .

end while
Step3 Determine the clock timing of each register with T = TU

and s2 = max{0,D−min, T − TC} by corresponding value as-
signment of 2-SAT problem.

Fig. 3 Outline of the proposed method.

� �
2-SAT

Input: a set of Boolean variables X = {x1, x2, . . . , xn}
and a collection of clauses C(X) =

∧m
i=1 ci(X)

(Each clause ci(X) has two literals.)
Question: Does a satisfying value assignment t : X →
{0, 1} exist?

� �� �
Value assignment of 2-SAT

Input: a set of Boolean variables X = {x1, x2, . . . , xn}
and a collection of clauses C(X) =

∧m
i=1 ci(X)

(Each clause ci(X) has two literals.)
Output: a satisfying value assignment t : X → {0, 1}

if exists
� �

It is known that 2-SAT problem and value assignment
of 2-SAT problem can be solved in O(n + m) time, where n
is the number of variables and m is the number of clauses
[14].

3. Proposed Method

3.1 Outline of Our Method

The outline of the proposed method is shown in Fig. 3.
The proposed method determines the minimum clock

period by a binary search on the clock period. The upper
bound of the minimum clock period is given by the mini-
mum clock period in c-frame and it corresponds to the max-
imum of delays between register pairs. The lower bound
of the minimum clock period is given by the delay from a
register to the same register and the difference of the max-
imum and minimum delays between a register pair. They
are derived from setup and hold constraints and they are ob-
tained in O(|Er |) time. In Fig. 3, the precision for the clock
period is denoted by ΔT . If the decision problem of 2DCSS
problem can be solved in O(X) time, 2DCSS problem can
be solved in O(X · log T

ΔT ) by a binary search on the clock
period T . Since the range of clock period can be regarded as
a constant, 2DCSS problem can be solved in O(X). In our
method, the decision problem of 2DCSS problem is trans-
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lated into 2-SAT problem in O(|Vr | + |Er |) time and 2-SAT
problem can be solved in O(|Vr | + |Er |) time. Therefore, our
method solves 2DCSS problem in O(|Vr | + |Er |) time.

In the proposed method, s2 is set to max{0,D−min, TC −
T }, where D−min = −min(a,b)∈Er {0,Dmin(a, b)}. If there are
D-edges with negative weights, D−min > 0. Otherwise,
D−min = 0. Domain values {s1, s2, . . . , sk} in MDCSS prob-
lem can be determined by the shortest path in the constraint
graph for k clock domains [12]. In this paper, the number
of clock domains is restricted to two. In this case, the short-
est path in the constraint graph for two clock domains de-
pends on the minimum negative edge in the constraint graph.
In the constraint graph, weights of D-edges with negative
weights and those of Z-edges whose maximum delays Dmax

are larger than T are negative. Therefore, the shortest path
in the constraint graph for two clock domains is determined
by min{0,−D−min, T − TC}. Since we assume that s2 ≥ 0, we
have s2 = max{0,D−min, TC − T }.
Theorem 1: If a feasible clock schedule exists at the
clock period T , there is a feasible clock schedule with
s2 = max{0,D−min, TC − T } in 2DCSS, where D−min =−min(a,b)∈Er {0,Dmin(a, b)}.

3.2 Translation from 2DCSS to 2-SAT

In this sub-section, we discuss the translation from the deci-
sion problem of 2DCSS problem to 2-SAT problem.

A Boolean variable xa in 2-SAT problem corresponds
to clock timing S (a) of a register a. xa = 0 (xa = 1), if and
only if S (a) = 0 (S (a) = s2).

Each set of four clauses corresponds to timing con-
straints of a register pair. A collection of clauses C(X) is
defined as follows:

C(X) =
∧

(a,b)∈Er

(c(a,b)
0 ∧ c(a,b)

1 ∧ c(a,b)
2 ∧ c(a,b)

3 ).

The definition of each clause is shown in Table 1. Each
clause is defined by the timing constraints of a register pair.
For example, if hold and setup constraints of a register pair
(a, b) are satisfied when (S (a), S (b)) = (0, 0), c(a,b)

0 = 1.

Otherwise, c(a,b)
0 = xa ∨ xb.

If (xa, xb) = (0, 0) and if hold and/or setup constraints
of a register pair (a, b) are violated when (S (a), S (b)) =
(0, 0), c(a,b)

0 = xa ∨ xb = 0. It means that (xa, xb) = (0, 0)
is not a solution of value assignment of 2-SAT problem
when hold and/or setup constraints of a register pair (a, b)
are violated and when (S (a), S (b)) = (0, 0). On the other
hand, c(a,b)

0 = xa ∨ xb = 1 when (xa, xb) = (0, 1), (1, 0) and
(1, 1). It means that even if hold and/or setup constraints of
a register pair (a, b) are violated when (S (a), S (b)) = (0, 0),
(xa, xb) = (0, 1), (1, 0) and (1, 1) are allowed as solutions of
value assignment of 2-SAT problem.

If a satisfying value assignment exists, a clock schedule
can be obtained by the satisfying value assignment. From
the definition of 2-SAT problem, if the value assignment sat-
isfies all clauses, the corresponding clock schedule satisfies

Table 1 Definition of clause.
timing constraint for (a, b)

xa xb S (a) S (b) satisfied violated

0 0 0 0 c(a,b)
0 = 1 c(a,b)

0 = xa ∨ xb

0 1 0 s2 c(a,b)
1 = 1 c(a,b)

1 = xa ∨ xb

1 0 s2 0 c(a,b)
2 = 1 c(a,b)

2 = xa ∨ xb

1 1 s2 s2 c(a,b)
3 = 1 c(a,b)

3 = xa ∨ xb

Fig. 4 An example which has a feasible clock schedule (S (a), S (b)) =
(0, 2).

the timing constraints.
For example, suppose the circuit such that Dmin(a, b) =

3, Dmax(a, b) = 10, s2 = 2 and clock period T = 9 as shown
in Fig. 4. In this case, setup constraints are violated when
(S (a), S (b)) = (0, 0), (2, 0) and (2, 2). Consequently, we
have

C(X) = c(a,b)
0 ∧ c(a,b)

1 ∧ c(a,b)
2 ∧ c(a,b)

3

= (xa ∨ xb) ∧ (xa ∨ xb) ∧ (xa ∨ xb).

Since this collection is satisfied only if (xa, xb) = (0, 1), the
feasible clock schedule (S (a), S (b)) = (0, 2) is obtained by
solving the value assignment of 2-SAT.

The number of Boolean variables |X| in 2-SAT prob-
lem is equal to the number of registers |Vr |. The number of
clauses in 2-SAT problem is at most 4 · |Er|. Moreover, since
the time complexity of check of the timing constraint for a
register pair is constant, 2DCSS problem can be translated
into 2-SAT problem in O(|Vr | + |Er |) time and 2-SAT prob-
lem can be solved in O(|Vr | + |Er |) time. Therefore, 2DCSS
problem can be solved in O(|Vr | + |Er |) time. The algorithm
for 2-SAT problem proposed in [14] and examples are de-
scribed in Appendix.

Here, the difference of the SAT formulation of our
method and that proposed in [7] is discussed. In our pro-
posed method, a Boolean variable corresponds to the clock
timing for each register. Therefore, the number of Boolean
variables |X| in 2-SAT problem is equal to the number of
registers |Vr |. On the other hand, in the SAT formulation
proposed in [7], a Boolean variable is defined for each pair
between a clock domain and a register and it represents an
assignment of the clock domain for each register. Therefore,
the number of Boolean variables |X| in the SAT formulation
proposed in [7] is equal to k ∗ |Vr |, where k is the number of
clock domains. In the SAT formulation, since a disjunction
has more than two literals, the formulation is SAT problem
but not 2-SAT problem. Since SAT problem is NP-hard, its
computational time cannot be expected to be short.

3.3 Enhancement of Our Method

The proposed method can be enhanced for the following
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generalized 2DCSS problem easily by changing 0 in S (a),
s2 in S (a), 0 in S (b) and s2 in S (b) to sa

1, sa
2, sb

1 and sb
2 in Ta-

ble 1, respectively. The proposed method can be applied to
various problems such as a 2DCSS problem with large delay
variations and a post-silicon skew tuning problem with two
values.� �

Generalized 2DCSS

Input: maximum and minimum delays between regis-
ter pairs Dmax(a, b) and Dmin(a, b) for ∀(a, b) ∈ E
and clock period T

Output: a clock schedule S : ∀a→ {sa
1, s

a
2} if exists

Constraint: Satisfy hold and setup constraints.
� �
4. Improved Method of Existing Method

Since the algorithm proposed in [12] focuses on MDCSS
problem, it is not efficient for 2DCSS. To make a fair com-
parison with the proposed method, an enhancement of the
algorithm proposed in [12] for 2DCSS is discussed.

The time complexity of the existing method is O((k −
1)!|Vr ||Er |k). Since there are at most O((k−1)!|Er |k−1) candi-
dates of domain values {s1, s2, . . . , sk} with k clock domains
and the feasibility for each candidate can be checked by the
modified Bellman-Ford (BF) algorithm [15] in O(|Vr ||Er |)
time, the time complexity of the existing method is O((k −
1)!|Vr ||Er |k). Although the number of candidates whose
feasibilities are checked is restricted by two pruning tech-
niques in [12], its time complexity is still O((k−1)!|Vr ||Er |k).
When k = 2, the time complexity of the existing method is
O(|Vr ||Er |2).

As mentioned in Theorem 1, s2 can be determined
uniquely in 2DCSS problem. Consequently, the existing
method can omit the enumeration of clock schedule can-
didates. We implemented the existing method omitting
the enumeration and refer to this method as improved BF
method hereafter. Note that the time complexity of the im-
proved BF method is O(|Vr ||Er |) time due to the modified BF
algorithm.

5. Experimental Results

We implemented the proposed algorithm and the improved
BF method in C++, which were compiled by gcc4.3.2, and
executed on a PC with 6 GB memory by using Intel core
i7-940 of 2.93 GHz. Note that only one core is used for our
experiments. We obtained the same data of ISCAS89 bench-
marks as those in [12] from the authors of [10], and used
these benchmarks for comparisons among [12], improved
BF method, and the proposed method. We also used artifi-
cial data and ISCAS89 benchmarks which are implemented
in a commercial FPGA. However, since the number of reg-
isters and the number of register pairs with signal propaga-
tions in obtained s953 and s35932 are different from those
shown in [10] and in [12], we ignore the results of these two

circuits.
The results of remaining 29 circuits in ISCAS89 bench-

marks obtained from authors of [10], are shown in Table 2.
In this experiment, primary inputs are regarded as one reg-
ister and primary outputs are also regards as another. The
number of registers, the number of register pairs with signal
propagations, the minimum clock period in g-frame and the
minimum clock period in 2DCSS are represented by |Vr |,
|Er |/2, TG and T2, respectively. The results of Existing [12]
are directly copied from [12]. The results show that the min-
imum clock period obtained by our method is always the
same as that obtained by the existing method and the im-
proved BF method. Therefore, our method obtains an op-
timum solution as well as the existing method and the im-
proved BF method. Although we cannot compare the execu-
tion time because the precisions of execution time shown in
[12] are not clear, the execution time of the proposed method
and the improved BF method is almost the same.

The results on artificial data are shown in Table 3. We
made two types: one denoted by random is made randomly,
and another denoted by worst is made so that the shortest
path has |Vr | vertices. In each type, each FF has ten signal
propagations. If the shortest path has |Vr | vertices, the ex-
ecution time of the improved BF method is expected to be
long since the number of iterations in the modified BF algo-
rithm [15] is |Vr |. The results show that the execution time
of the proposed method and the improved BF method is al-
most the same in random since the number of iterations in
the modified BF algorithm is small. However, the proposed
method is much faster than the improved BF method in the
cases of worst examples. The results show the effectiveness
of the proposed method.

Lastly, we apply the proposed method to ISCAS89
benchmarks implemented in a commercial FPGA. We use
Xilinx Spartan3AN as a target device and Xilinx ISE De-
sign Suite 12.4 as a CAD tool. In this experiment, primary
inputs and primary outputs are ignored. In 8 circuits among
48 circuits in ISCAS89 benchmarks, the lack of memory
occurred in the extraction of maximum and minimum de-
lays between register pairs. Therefore, we apply the pro-
posed method to the remaining 40 circuits. The results are
shown in Table 4. In Table 4, the number of clock domains
in g-frame at clock period TG is represented by kG. It is
obtained by clustering method [16] to minimize the number
of clock domains in the clock schedule with clock timing
range which is determined by the clock scheduling method
[17]. Note that kG is not necessarily the minimum number
of clock domains in g-frame at clock period TG. The exe-
cution time of this experiment is almost the same as that in
the first experiment. The minimum clock period obtained
by our method is less than that in c-frame in all circuits.
However, there is room of improvement since the minimum
clock period obtained by our method is larger than that in
g-frame. Since our method guarantees the optimality, the
circuit obtained by our method achieves the minimum clock
period in 2DCSS. Therefore, the number of clock domains
must be increased to improve the minimum clock period.
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Table 2 Result on ISCAS89 benchmarks.

Existing [12] Improved BF Proposed
Design |Vr | |Er |/2 TG T2/TG time[s] T2/TG time[s] T2/TG time[s]

s27 5 21 5.06 1.14 <0.1 1.14 <0.01 1.14 <0.01
s208 10 70 9.91 1.00 <0.1 1.00 <0.01 1.00 <0.01
s298 16 86 10.79 1.05 <0.1 1.05 <0.01 1.05 <0.01
s344 17 121 13.15 1.09 <0.1 1.09 <0.01 1.09 <0.01
s349 17 121 13.51 1.09 <0.1 1.09 <0.01 1.09 <0.01
s382 23 175 9.63 1.20 <0.1 1.20 <0.01 1.20 <0.01
s386 8 129 9.61 1.04 <0.1 1.04 <0.01 1.04 <0.01
s400 23 175 9.89 1.17 <0.1 1.17 <0.01 1.17 <0.01
s420 18 146 21.13 1.00 <0.1 1.00 <0.01 1.00 <0.01
s444 23 175 8.10 1.34 <0.1 1.34 <0.01 1.34 <0.01
s510 8 103 14.29 1.00 <0.1 1.00 <0.01 1.00 <0.01
s526 23 167 11.22 1.05 <0.1 1.05 <0.01 1.05 <0.01

s526n 23 167 11.31 1.05 <0.1 1.05 <0.01 1.05 <0.01
s641 21 486 29.51 1.00 <0.1 1.00 <0.01 1.00 <0.01
s713 21 486 30.58 1.00 <0.1 1.00 <0.01 1.00 <0.01
s820 7 213 16.74 1.00 <0.1 1.00 <0.01 1.00 <0.01
s832 7 213 16.22 1.00 <0.1 1.00 <0.01 1.00 <0.01
s838 34 298 44.66 1.00 <0.1 1.00 <0.01 1.00 <0.01

s1196 19 365 22.28 1.00 <0.1 1.00 <0.01 1.00 <0.01
s1238 19 365 24.33 1.00 <0.1 1.00 <0.01 1.00 <0.01
s1423 76 2235 73.13 1.03 <0.1 1.03 <0.01 1.03 <0.01
s1488 8 266 23.18 1.00 <0.1 1.00 <0.01 1.00 <0.01
s1494 8 266 23.85 1.00 <0.1 1.00 <0.01 1.00 <0.01
s5378 165 2180 22.88 1.13 <0.1 1.13 0.01 1.13 0.01
s9234 140 2226 33.76 1.01 <0.1 1.01 <0.01 1.01 <0.01

s13207 471 3885 53.36 1.03 <0.1 1.03 0.02 1.03 0.01
s15850 565 16375 85.27 1.08 <0.1 1.08 0.07 1.08 0.02
s38417 1465 31980 86.19 1.00 <0.1 1.00 0.01 1.00 0.01
s38584 1451 17900 286.62 1.00 <0.1 1.00 0.03 1.00 0.02

|Vr | the number of registers
|Er |/2 the number of register pairs with signal propagations

TG the minimum clock period in g-frame
T2 the minimum clock period in 2DCSS

Table 3 Result on artificial data.

Improved BF Proposed
Type |Vr | |Er |/2 time[s] time[s]

10000 100000 0.10 0.10
random 20000 200000 0.18 0.15

40000 400000 0.36 0.33
10000 100000 19.71 0.18

worst 20000 200000 90.24 0.24
40000 400000 367.97 0.51

6. Conclusion

In this paper, we proposed an optimum linear time algo-
rithm that maximizes the performance under the constraint
that the number of clock domains is restricted to two in
general-synchronous framework. In our method, the prob-
lem is translated into 2-SAT problem. Experimental results
on ISCAS89 benchmarks and artificial data confirmed the
optimality and efficiency of our method.

In our future work, we will enhance our proposed al-
gorithm to multi-domain clock skew scheduling in general-
synchronous framework.
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Appendix

2-SAT problem can be solved by using the concept of the
strongly connected components in graph theory [14]. A di-
rected graph is said to be strongly connected if there is a path
between all pairs of vertices. A strongly connected compo-
nent in a directed graph is a maximal strongly connected
subgraph. For each variable xi, two vertices named xi and
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Table A· 1 The relation of a clause for timing violation and directed
edges added into the graph.

xa xb clause directed edges

0 0 c(a,b)
0 = xa ∨ xb (xa, xb), (xb, xa)

0 1 c(a,b)
1 = xa ∨ xb (xa, xb), (xb, xa)

1 0 c(a,b)
2 = xa ∨ xb (xa, xb), (xb, xa)

1 1 c(a,b)
3 = xa ∨ xb (xa, xb), (xb, xa)

Fig. A· 1 Examples: (a) Feasible clock schedule exists. (b) Feasible
clock schedule does not exist.

xi are added in the graph. For each clause (u ∨ v), two di-
rected edge (u, v) and (v, u) are added. The relation between
a clause for timing violation and directed edges added into
the graph is shown in Table A· 1. 2-SAT problem is satisfi-
able if and only if no vertices xi and xi belong to the same
strongly connected component in the graph.

At first, suppose the circuit such that Dmin(a, b) =
3, Dmax(a, b) = 10, s2 = 2 and clock period T = 9,
which is shown in shown in Fig. 4 and shown in the top of
Fig. A· 1(a) again. In this case, timing constraints are vio-
lated when (S (a), S (b)) = (0, 0), (2, 0) and (2, 2). Therefore,
edges (xa, xb), (xb, xa), (xa, xb), (xb, xa), (xa, xb) and (xb, xa)
are added into the graph (see the figure shown in the bot-
tom of Fig. A· 1(a)). In Fig. A· 1(a), bold lines represent the
edges in strongly connected components. In this case, both
xa and xb belong to the different strongly connected compo-
nents from xa and xb in the graph. Therefore, we can assign
a satisfying value assignment of 2-SAT problem and we ob-
tain a feasible clock schedule (S (a), S (b)) = (0, 2).

Next, we consider the circuit shown in the top of
Fig. A· 1(b). In this case, all vertices belong to the same
strongly connected component in the graph shown in the
bottom of Fig. A· 1(b). Therefore, no satisfying value as-
signment of 2-SAT problem exists.
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