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An Efficient Two-Scan Labeling Algorithm for Binary Hexagonal
Images

Lifeng HE†,††a), Member, Xiao ZHAO†, Bin YAO†, Yun YANG†b), and Yuyan CHAO†††, Nonmembers

SUMMARY This paper proposes an efficient two-scan labeling algo-
rithm for binary hexagonal images. Unlike conventional labeling algo-
rithms, which process pixels one by one in the first scan, our algorithm
processes pixels two by two. We show that using our algorithm, we can
check a smaller number of pixels. Experimental results demonstrated that
our method is more efficient than the algorithm extended straightly from
the corresponding labeling algorithm for rectangle binary images.
key words: hexagonal image, labeling, connected component, computer
vision, pattern recognition

1. Introduction

Images are usually sampled on a rectangular lattice, and
rectangular-pixel images are almost always used in image
processing. However, having several important advantages,
e.g., consistent connectivity, equidistance with all neighbors
and resemblance with the arrangement of photoreceptors in
the human eyes [1], images sampled on a hexagon lattice,
i.e., hexagonal images, have attracted much attention [2]–
[9].

Labeling connected components in a binary image is
one of fundamental operations in image analysis, pattern
recognition, computer (robot) vision, and machine intelli-
gence. By use of the labeling operation, a binary image is
transformed into a symbolic image in which all pixels be-
longing to a connected component are assigned a unique la-
bel. Labeling is required whenever a computer or a system
needs to recognize independent objects (connected compo-
nents) in binary images as separate objects. In other words,
labeling is indispensable in almost all image-based appli-
cations [10], [11]. Many algorithms have been proposed for
labeling connected components in a binary rectangular-pixel
image [12]–[16].

As mentioned above, hexagonal images have been ac-
tively studied recently. However, no labeling algorithm
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for hexagonal images has been reported. In principle, la-
beling algorithms for binary rectangular images can be
straightly extended to label binary hexagonal images. For
example, the labeling algorithm proposed by He, Chao and
Suzuki [17], called the HCS algorithm, which is a very ef-
ficient algorithm for labeling binary rectangle images, can
be extended to label binary hexagonal images by processing
pixels one by one. For convenience, we denote this algo-
rithm as SF algorithm. However, different from the case for
labeling binary rectangle images, where the mask for every
foreground pixel is the same, there are two different masks
for foreground pixels in different positions in binary hexag-
onal images. We show that, instead of processing pixels
one by one, processing pixels two by two will be more effi-
cient. Experimental results demonstrated that our proposed
method is more efficient than the SF algorithm.

2. Preliminaries

For an N × M-size binary image, we use b(x, y) to denote
the pixel as well as its value at (x, y) in the image. As in
most image processing algorithms, we assume that the ob-
ject (foreground) pixels and background pixels in a given
binary image are represented by 1 and 0, respectively, and
all pixels on the border of an image are background pixels.

The HCS algorithm is an equivalent-label-based two-
scan labeling algorithm. In this algorithm, at any processing
point in the first scan, all equivalent labels ∗ are combined
in an equivalent label set, and the smallest label in the set
is called the representative label of the set as well as all
provisional labels in the set. For convenience, an equivalent
label set with m as its representative label is represented as
S (m), and the representative label of l is denoted as r[l].

In the first scan, if the current pixel b(x, y) is a back-
ground pixel, nothing needs to be done. Otherwise, i.e., the
current pixel b(x, y) is a foreground pixel, we process b(x, y)
in different ways according to the configuration of the mask,
which consists of all of b(x, y)’s processed neighbor pixels
(Fig. 1):

(1) If there is no foreground pixel in the mask, i.e., no
label in the mask, b(x, y) does not connect to any processed
foreground pixel up to now, it belongs to a new connected
component in the processed area. We assign it a new pro-
visional label p by b(x, y) ← p, and establish an equivalent

∗All provisional labels assigned to the same connected compo-
nent are called equivalent labels.
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Fig. 1 The mask for the current foreground pixel in binary rectangular
images.

Fig. 2 The 2D array representation for hexagonal images.

label set for the new connected component by S (p) = {p}
and r[p] = p.

(2) There is only a foreground pixel block in the mask,
thus, all foreground pixels in the mask belong to the same
connected component, and b(x, y) also belongs to the con-
nected component. We assign b(x, y) any label in the mask.

(3) There are two indispensable foreground pixel
blocks in the mask, thus, the two blocks will connect by
b(x, y), we assign b(x, y) any label in the mask. Let m and
n be two provisional labels assigned to the two blocks re-
spectively, then all provisional labels in S (u) and S (v) are
equivalent labels, where u = r[m] and v = r[n]. Thus, we
need to combine S (u) and S (v). The pseudo codes for doing
this work, denoted to resove(u, v), can be given as follows.

By the above strategy, as soon as the first scan is fin-
ished, all equivalent labels of each connected component
will have been combined in an equivalent label set with a
unique representative label. In the second scan, by replace-
ment of each provisional label with its representative label,
all foreground pixels of each connected component will be
assigned a unique label.

3. The SF Algorithm

Suppose that a binary hexagonal image b(x, y) is stored in a
2D array as shown in Fig. 2.

Unlike the case in rectangular images, where the mask,
as shown in Fig. 1, is the same for all foreground pixels,

Fig. 3 The masks: (a) for the foreground pixel b(2u + 1, v); (b) for the
foreground pixel b(2u + 2, v), in binary hexagonal image.

Fig. 4 16 patterns in the mask for a foreground pixel b(2u + 1, v).

Fig. 5 Patterns in the mask for a foreground pixel b(2u + 2, v).

there are two different masks for different type foreground
pixels in binary hexagonal images. The mask for foreground
pixels b(2u+ 1, v) consists of all of its four processed neigh-
bor pixels, i.e., b(2u, v), b(2u, v − 1), b(2u + 1, v − 1), and
b(2u + 2, v − 1) (Fig. 3 (a)), while the mask for foreground
pixels b(2u+2, v), consists of all of its two processed neigh-
bor pixels, i.e., b(2u + 1, v) and b(2u + 2, v − 1) (Fig. 3 (b)),
respectively. Thus, For a foreground pixel b(2u+1, v), there
are 16 patterns in the mask, as shown in Fig. 4, and for a
foreground pixel b(2u + 2, v), there are four pattern in the
mask, as shown in Fig. 5.

Similar to the HCS algorithm, the SF algorithm labels
a binary hexagonal image as follows: for each current pixel
in the first scan, if it is a background pixel, nothing needs
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Fig. 6 An example.

to be done; otherwise, i.e., if it is a foreground pixel, we
can assign to it any label in the mask if any, else a new
label. Moreover, if there is two indispensable foreground
pixel blocks in the mask (Fig. (f), (j), (k), (l), and (n)), they
will be connected by the current foreground pixel, all pro-
visional labels assigned to them are equivalent labels, and
thus, should be combined together.

As the same in the HCS algorithm, after the first scan,
all provisional labels assigned to the same connected com-
ponent will be combined in an equivalent label set with the
same representative label. Then, by the second scan, we can
complete labeling by replacing each provisional label with
its representative label.

4. Our Proposed Labeling Algorithm for Binary
Hexagonal Images

By the SF algorithm, for processing a foreground pixel of
the type of b(2u + 1, v), we need to check 4 pixels in the
mask in maximum, and for a foreground pixel of the type
of b(2u + 2, v), we need to check 2 pixels in the mask in
maximum. Notice that, for example, as shown in Fig. 6,
suppose that both of pixel b(3, 2) and pixel b(4, 2) are fore-
ground pixels, then, they have the common processed neigh-
bor pixel b(4, 1). Moreover, when processing pixel b(4, 2),
pixel b(3, 2) is one of its processed neighbor pixels. If we
process pixel b(3, 2) and pixel b(4, 2) independently, pixel
b(4, 1) might be checked repeatedly, and pixel b(3, 2) will
also be checked again when processing pixel b(4, 2).

To resolve this problem, we can process the two pixels
together, although for processing pixel b(3, 2), we need to
do as much as in the SF algorithm, however, for process-
ing b(4, 2), we only need to assign the label of pixel b(3, 2)
to pixel b(4, 2) without checking any pixel. Moreover, in
the case where pixel b(3, 2) is background and pixel b(4, 2)
is a foreground pixel, we only need to check the processed
neighbor pixel b(4, 1). Thus, we can complete the process
by checking less pixels, this leads a more efficient process-
ing. The pseudo codes of our algorithm for processing the
yth row (1 ≤ y ≤ M − 2) can be shown as follows, where for
convenience, we assume that the number of pixels in a row
is even.

5. Experimental Results

Nine 512 × 512-sized noise images with densities from 0.1
to 0.9 were used for test. Because connected components
in noise images have complicated geometrical shapes and

Table 1 Experimental results on noise images.

complex connectivity, serious comparison can be made on
them. The speed-up of our algorithm on the SF algorithm
versus the density of an image is shown in Table 1. We can
find that our algorithm is faster than the SF algorithm for all
of noise images.

Other images used for testing were composed of four
types: artificial images, natural images, texture images, and
medical images. All of these images are originally rectangle
images and are transformed into corresponding hexagonal
images †.

Artificial images contain specialized patterns (stair-
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Table 2 Various execution times (ms) for various types of images.

like, spiral-like, saw-tooth-like, checker-board-like, and
honeycomb-like connected components) [16].

On the other hand, 50 natural images, including land-
scape, aerial, fingerprint, portrait, still-life, snapshot, and
text images, obtained from the Standard Image Database
(SIDBA) developed by the University of Tokyo †† and
the image database of the University of Southern Cali-
fornia †††, were used for realistic testing of labeling algo-
rithms. In addition, seven texture images, which were down-
loaded from the Columbia-Utrecht Reflectance and Texture
Database ††††, and 25 medical images obtained from a medi-
cal image database of The University of Chicago, were used
for testing. All of these images were 512×512 pixels in size,
and they were transformed into binary images by means of
Otsu’s threshold selection method [17].

6. Conclusion

Due to several important advantages, hexagonal images
have attracted many attentions. This paper discussed the
labeling problem on binary hexagonal images for the first
time, and proposed an efficient labeling algorithm. The ex-
perimental results demonstrated that our algorithm is more
efficient than the straightforward one. For future work,
we will extend our method to labeling 3D hexagonal im-
ages [18].
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